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FIG. 3
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START yan 400

RECEIVING IMAGE DATA FROM
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END

FIG. 4
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START 2300

COMPLETING FEATURE FUSION OF LOCAL
FEATURES AND GLOBAL FEATURES 502

OUTPUTTING AN ESTIMATED IMPORTANCE OF EACH
OF THE ONE OR MORE POTENTIALLY IMPORTANT
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IMPORTANT ROAD USERS
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HIGHLY IMPORTANT ROAD USERS
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SYSTEM AND METHOD FOR PROVIDING
CONTEXT AWARE ROAD-USER
IMPORTANCE ESTIMATION

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to U.S. Provisional Appli-
cation Ser. No. 62/801,321 filed on Feb. 5, 2019, which 1s
expressly incorporated herein by reference.

BACKGROUND

In real world driving scenarios there can be many road
users 1n the vicinity of an ego vehicle. Some road users may
directly aflect the ego vehicle’s driving behavior, some may
become a potential risk to the ego vehicle, and others may
not pose a risk to the ego vehicle at all. The ability to discern
how 1mportant or relevant any given road user 1s to an ego
vehicle’s decision 1s vital for building trust with human
drivers, passengers, driver assistance systems, and autono-
mous driving systems.

BRIEF DESCRIPTION

According to one aspect, a computer-implemented
method for providing context aware road user importance
estimation that includes receiving at least one 1mage of a
vicinity of an ego vehicle. The computer-implemented
method also includes analyzing the at least one 1mage to
determine a local context associated with at least one road
user located within the vicinity of the ego vehicle. At least
one road user located within the vicinity of the ego vehicle,
wherein at least one potentially important road user 1s
selected with respect to the ego vehicle. The computer-
implemented method additionally includes determining a
global context associated with the ego vehicle. The global
context includes a predicted future path of the ego vehicle.
The computer-implemented method further includes fusing
the local context and the global context to classily at least
one highly important road user that 1s to be accounted for
with respect to operating the ego vehicle.

According to another aspect, a system for providing
context aware road user importance estimation that includes
a memory storing instructions when executed by a processor
cause the processor to receive at least one image of a vicinity
of an ego vehicle. The mstructions also cause the processor
to analyze the at least one 1mage to determine a local context
associated with at least one road user located within the
vicinity of the ego vehicle. At least one potentially important
road user 1s selected with respect to the ego vehicle. The
instructions additionally cause the processor to determine a
global context associated with the ego vehicle. The global
context includes a predicted future path of the ego vehicle.
The 1instructions further cause the processor to fuse the local
context and the global context to classity at least one highly
important road user that 1s to be accounted for with respect
to operating the ego vehicle.

According to still another aspect, a non-transitory com-
puter readable storage medium storing instructions that
when executed by a computer, which includes a processor
perform a method, the method includes receiving at least one
image ol a viciity of an ego vehicle. The method also
includes analyzing the at least one 1image to determine a
local context associated with at least one road user located
within the vicinity of the ego vehicle. At least one road user
located within the vicinity of the ego vehicle, wherein at
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2

least one potentially important road user 1s selected with
respect to the ego vehicle. The method additionally includes
determining a global context associated with the ego
vehicle. The global context includes a predicted future path
of the ego vehicle. The method further includes fusing the
local context and the global context to classity at least one

highly important road user that 1s to be accounted for with
respect to operating the ego vehicle.

BRIEF DESCRIPTION OF THE DRAWINGS

The novel features believed to be characteristic of the
disclosure are set forth in the appended claims. In the
descriptions that follow, like parts are marked throughout the
specification and drawings with the same numerals, respec-
tively. The drawing figures are not necessarily drawn to
scale and certain figures can be shown in exaggerated or
generalized form in the interest of clarity and conciseness.
The disclosure 1tself, however, as well as a preferred mode
of use, further objects and advances thereof, will be best
understood by reference to the following detailed descrip-
tion of illustrative embodiments when read in conjunction
with the accompanying drawings, wherein:

FIG. 1 1s a schematic view of an exemplary operating
environment for implementing systems and methods for
providing context aware road user importance estimation
according to an exemplary embodiment of the present
disclosure;

FIG. 2 1s an illustrative example of the road user impor-
tant estimation provided by the context aware application
according to an exemplary embodiment of the present
disclosure:

FIG. 3 1s a process flow diagram of a method for deter-
mining a local context associated with at least one road user
located within the vicinity of the ego vehicle according to an
exemplary embodiment of the present disclosure;

FIG. 4 1s a process flow diagram of a method for deter-
mining a global context associated with the ego vehicle to
predict a future path of the ego vehicle according to an
exemplary embodiment of the present disclosure;

FIG. 5 1s a process tlow diagram of a method for com-
pleting feature fusion of outputting an estimated importance
of each of the one or more potentially important road users
and autonomously controlling the ego vehicle to account for
one or more highly important road users according to an
exemplary embodiment of the present disclosure;

FIG. 6 15 a block diagram of a model utilized by a context
aware application according to an exemplary embodiment of
the present disclosure; and

FIG. 7 1s a process flow diagram of a method for provid-
ing context aware road user importance estimation accord-
ing to an exemplary embodiment of the present disclosure.

DETAILED DESCRIPTION

The following includes defimitions of selected terms
employed herein. The definitions include various examples
and/or forms of components that fall within the scope of a
term and that may be used for implementation. The
examples are not mtended to be limiting.

A “bus”, as used herein, refers to an interconnected
architecture that i1s operably connected to other computer
components mside a computer or between computers. The
bus may transfer data between the computer components.
The bus may be a memory bus, a memory controller, a
peripheral bus, an external bus, a crossbar switch, and/or a
local bus, among others. The bus can also be a vehicle bus
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that interconnects components nside a vehicle using proto-
cols such as Media Oriented Systems Transport (MOST),
Controller Area network (CAN), Local Interconnect Net-

work (LIN), among others.

“Computer communication”, as used herein, refers to a
communication between two or more computing devices
(e.g., computer, personal digital assistant, cellular telephone,
network device) and can be, for example, a network transfer,
a lile transier, an applet transfer, an email, a hypertext
transier protocol (HTTP) transfer, and so on. A computer
communication can occur across, for example, a wireless
system (e.g., IEEE 802.11), an Fthernet system (e.g., IEEE
802.3), a token ring system (e.g., IEEE 802.5), a local area

network (LAN), a wide area network (WAN), a point-to-
point system, a circuit switching system, a packet switching

system, among others.

A “disk™, as used herein can be, for example, a magnetic
disk drive, a solid state disk drive, a floppy disk drive, a tape
drive, a Z1p dnive, a flash memory card, and/or a memory
stick. Furthermore, the disk can be a CD-ROM (compact
disk ROM), a CD recordable drive (CD-R dnive), a CD
rewritable drive (CD-RW drive), and/or a digital video ROM
drive (DVD ROM). The disk can store an operating system
that controls or allocates resources of a computing device.

A “memory”, as used herein can include volatile memory
and/or non-volatile memory. Non-volatile memory can
include, for example, ROM (read only memory), PROM
(programmable read only memory), EPROM (erasable
PROM), and EEPROM (electrically erasable PROM). Vola-
tile memory can include, for example, RAM (random access
memory), synchronous RAM (SRAM), dynamic RAM
(DRAM), synchronous DRAM (SDRAM), double data rate
SDRAM (DDR SDRAM), and direct RAM bus RAM (DR-
RAM). The memory can store an operating system that
controls or allocates resources of a computing device.

A “module”, as used herein, includes, but 1s not limited to,
non-transitory computer readable medium that stores
instructions, instructions in execution on a machine, hard-
ware, firmware, software 1n execution on a machine, and/or
combinations of each to perform a function(s) or an action
(s), and/or to cause a function or action from another
module, method, and/or system. A module may also include
logic, a software controlled microprocessor, a discrete logic
circuit, an analog circuit, a digital circuit, a programmed
logic device, a memory device containing executing mstruc-
tions, logic gates, a combination of gates, and/or other
circuit components. Multiple modules may be combined
into one module and single modules may be distributed
among multiple modules.

An “operable connection”, or a connection by which
entities are “operably connected”, 1s one 1 which signals,
physical communications, and/or logical communications
may be sent and/or received. An operable connection may
include a wireless interface, a physical interface, a data
interface and/or an electrical interface.

A “processor’, as used herein, processes signals and
performs general computing and arithmetic functions. Sig-
nals processed by the processor may include digital signals,
data signals, computer instructions, processor instructions,
messages, a bit, a bit stream, or other means that may be
received, transmitted and/or detected. Generally, the proces-
sor may be a variety of various processors including mul-
tiple single and multicore processors and co-processors and
other multiple single and multicore processor and co-pro-
cessor architectures. The processor may include various
modules to execute various functions.
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A “vehicle”, as used herein, refers to any moving vehicle
that 1s capable of carrying one or more human occupants and
1s powered by any form of energy. The term “vehicle”
includes, but 1s not limited to: cars, trucks, vans, minivans,
SUVs, motorcycles, scooters, boats, go-karts, amusement
ride cars, rail transport, personal watercrait, and aircrait. In
some cases, a motor vehicle includes one or more engines.
Further, the term “vehicle” may refer to an electric vehicle
(EV) that 1s capable of carrying one or more human occu-
pants and 1s powered entirely or partially by one or more
clectric motors powered by an electric battery. The EV may
include battery electric vehicles (BEV) and plug-in hybnd
clectric vehicles (PHEV). The term “vehicle” may also refer
to an autonomous vehicle and/or self-driving vehicle pow-
ered by any form of energy. The autonomous vehicle may or
may not carry one or more human occupants. Further, the
term “vehicle” may include vehicles that are automated or
non-automated with pre-determined paths or free-moving
vehicles.

A “value” and “level”, as used herein may include, but 1s
not limited to, a numerical or other kind of value or level
such as a percentage, a non-numerical value, a discrete state,
a discrete value, a continuous value, among others. The term
“value of X” or “level of X” as used throughout this detailed
description and 1n the claims refers to any numerical or other
kind of value for distinguishing between two or more states
of X. For example, 1n some cases, the value or level of X
may be given as a percentage between 0% and 100%. In
other cases, the value or level of X could be a value 1n the
range between 1 and 10. In still other cases, the value or
level of X may not be a numerical value, but could be
associated with a given discrete state, such as “not X,

“slightly x7, “x”, “very x” and “‘extremely x”.
I. System Overvww

Referring now to the drawings, wherein the showings are
for purposes of 1llustrating one or more exemplary embodi-
ments and not for purposes of limiting same, FIG. 1 1s a
schematic view of an exemplary operating environment 100
for implementing systems and methods for providing con-
text aware road user importance estimation according to an
exemplary embodiment of the present disclosure. The com-
ponents of the environment 100, as well as the components
of other systems, hardware architectures, and software archi-
tectures discussed herein, may be combined, omitted, or
organized into different architectures for various embodi-
ments.

Generally, the environment includes an ego vehicle 102
with an electronic control unit (ECU) 104 that executes one
or more applications, operating systems, vehicle system and
subsystem user interfaces, among others. The ECU 104 may
also execute a context aware road user importance estima-
tion application (context aware application) 106 that may be
configured to context aware road user importance estimation
with respect to one or more road users (shown in FIG. 2) that
are located within a vicinity of the ego vehicle 102.

The vicinity of the ego vehicle 102 may be defined as a
predetermined area located around (front/sides/behind) the
cego vehicle 102 (e.g., road environment in front, sides,
and/or behind of the ego vehicle 102) that may include one
or more travel paths of the ego vehicle 102. The one or more
road users may include, but may not be limited to, other
vehicles, pedestrians, bikers, and the like that may be located
within the vicinity of the ego vehicle 102 at one or more
points 1n time.

As discussed below, the context aware application 106
may be configured to determine a local context associated
with one or more of the road users that may be located within
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the vicinity of the ego vehicle 102. The application 106 may
be configured to select one or more potentially important
road users from the one or more road users located within
the vicinity of the ego vehicle 102. Additionally, the context
aware application 106 may be configured to compute a local
appearance feature and a location feature associated with the
one or more potentially important road users. The context
aware application 106 may also be configured to determine
a global context that includes global features of the predicted
intention (future path) of the ego vehicle 102. The predicted
intention may be represented as values that pertain to a
predicted future path of the ego vehicle 102.

As also discussed 1n more detail below, the context aware
application 106 may be configured to fuse the local context
and the global context to estimate an important level asso-
ciated with one or more road users that are located within the
vicinity of the ego vehicle 102 to enable the ego vehicle 102
to account for the presence of one or more road users that are
thereby classified as highly important road users by the
application 106.

The highly important road users may be classified as such
based on a potential of overlap between a predicted intended
path of the ego vehicle 102 in one or more future points in
time and locations, positions, and/or trajectories of the one
or more road users classified as highly important road users.
Accordingly, the context aware application 106 may imple-
ment a multi-stage local and global context model that
evaluates road users located within the vicinity of the ego
vehicle 102 as captured within one or more 1images of the
vicinity of the ego vehicle 102 and a predicted future path of
the ego vehicle 102.

With reference to FIG. 1 and to FIG. 2, an illustrative
example of the road user important estimation provided by
the context aware application 106 according to an exemplary
embodiment of the present disclosure, the context aware
application 106 may be configured to analyze 1mages of the
vicinity 200 of the ego vehicle 102 and utilize a neural
network 108 to determine the local context that 1s repre-
sented by a selection of one or more of the road users
202-206 as potentially important road users. The application
106 may select the one or more road users 202-206 as
potentially important road users that may be located on one
or more potential paths of the ego vehicle 102 and/or that
may travel onto one or more potential paths of the ego
vehicle 102.

The context aware application 106 may also be configured
to utilize the global context as a representation that 1s output
by the neural network 108 to predict a future path of the ego
vehicle 102. Based on the predicted future path of the ego
vehicle 102 and the determination of one or more potentially
important road users, the context aware application 106 may
fuse the local context and global context to output an
estimated 1mportance of one or more road users located
within the vicinity of the ego vehicle 102.

With continued reference to FIG. 1 and FIG. 2, upon
selecting the one or more potentially important road users
during determination of the local context and upon predict-
ing the estimated future path of the ego vehicle 102 during
determination of the global context, the application 106 may
additionally be configured to fuse the local context and the
global context. In some configurations, the application 106
may evaluate locations, positions, and/or trajectories of one
or more potentially important road users that may be located
within the viciity 200 of the ego vehicle 102 to determine
one or more road users 202-210 whose paths of travel may
potentially overlap with the estimated future path of the ego

vehicle 102.
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As shown, 1n the 1llustrative example of FIG. 2, 1 the ego
vehicle 102 1s located at a traflic intersection and 1ts esti-
mated path of travel includes a left turn maneuver from the
intersection, the road users 202 may be classified as highly
important road users that are to be taken 1nto account during
operation of the ego vehicle 102 since their paths of travel
may potentially overlap with the estimated future path of the
cgo vehicle 102. Stated diflerently, the application 106 may
ensure that the locations, positions, and/or trajectories of one
or more highly important road users are taken into account
when making one or more decision points associated with
safe navigation of the ego vehicle 102 to operate the ego
vehicle 102 to take the left turn maneuver through the
intersection 1n a safe manner. In some configurations, the
application 106 may additionally classily one or more
potentially important road users, as medium importance
road users 204 and low importance road users 206, based on
the medium likelihood or low likelihood that their respective
paths of travel may potentially overlap with the estimated
future path of the ego vehicle 102.

In an exemplary embodiment, the application 106 may
communicate with a vehicle autonomous controller 112 of
the ego vehicle 102 to execute one or more commands to
operably control the ego vehicle 102 to be fully autono-
mously driven or semi-autonomously driven in a particular
manner that accounts for the highly important road users 202
and/or one or more external factors that may include, but
may not be limited to, a lane 1n which the ego vehicle 102
1s traveling, status of traflic signals, tratlic patterns, traflic
regulations, etc. In additional embodiments, the application
106 may provide warnings to a driver of the ego vehicle 102
through one or more vehicle systems/control units 120 to
warn/alert the driver to account for the highly important road
users 202, the medium 1mportance road users 204 and/or the
low 1mportance road users 206.

In one embodiment, the application 106 may also be
configured to communicate with the neural network 108 to
build and maintain a context aware dataset 110 that may be
collected for one or more roadway environmental scenarios
that may include scenarios that pertain to the similar sur-
rounding vicimities of the ego vehicle 102 (similar to the
vicinity of the ego vehicle 102 at which one or more road
users are classified as one or more highly important road
users) that the ego vehicle 102 may subsequently travel to at
one or more points 1 time. The application 106 may access
and analyze the context aware dataset 110 to provide motion
planning capabilities while executing autonomous driving
commands to the vehicle autonomous controller 112 that
may be provided to autonomously control the ego vehicle
102 to preemptively adapt to the positon, location, and
traveling direction of one or more road users within a
vicinity of the ego vehicle 102.

With continued reference to FIG. 1, 1in addition to the
ECU 104, the vehicle autonomous controller 112, and the
vehicle systems/control units 120, the vehicle may include a
plurality of components, for example, a memory 114, a
vehicle camera system 116 that 1s operably connected to one
or more cameras 118, and vehicle sensors 122. In an
exemplary embodiment, the ECU 104 may be configured to
operably control the plurality of components of the ego
vehicle 102.

In one or more embodiments, the ECU 104 may include
a microprocessor, one or more application-specific 1inte-
grated circuit(s) (ASIC), or other similar devices. The ECU
104 may also include internal processing memory, an inter-
face circuit, and bus lines for transferring data, sending
commands, and communicating with the plurality of com-




US 11,188,766 B2

7

ponents of the ego vehicle 102. The ECU 104 may also
include a communication device (not shown) for sending
data internally within (e.g., between one or more compo-
nents) the ego vehicle 102 and communicating with exter-
nally hosted computing systems (e.g., external to the ego
vehicle 102). Generally, the ECU 104 may communicate
with the memory 114 to execute the one or more applica-
tions, operating systems, vehicle system and subsystem user
interfaces, and the like that are stored within the memory
114.

In one embodiment, the ECU 104 may communicate with
the vehicle autonomous controller 112 to execute autono-
mous driving commands to operate the ego vehicle 102 to be
tully autonomously driven or semi-autonomously driven 1n
a particular manner that accounts for the highly important
road users 202 and/or one or more external factors that may
include, but may not be limited to, a lane 1n which the ego
vehicle 102 1s traveling, status of traflic signals, traflic
patterns, traflic regulations, etc. In some embodiments, the
ECU 104 may communicate with the vehicle autonomous
controller 112 to execute an autonomous driving plan based
on an evaluation of the context aware dataset 110 and the
location, positions, and/or traveling directions of one or
more road users that are determined to be located within the
vicinity of the ego vehicle 102.

In one embodiment, the vehicle autonomous controller

112 may additionally provide one or more commands to one
or more of the vehicle systems/control units 120 of the ego
vehicle 102, including, but not limited to an engine control
unit, a braking control unit, a transmission control unit, a
steering control unit, and the like to control the ego vehicle
102 to be autonomously driven based on data communicated
by the application 106 to autonomously or semi-autono-
mously control the ego vehicle 102 upon classitying one or
more highly important road users and/or based on the
autonomous driving plan. In other words, the ego vehicle
102 may be autonomously driven to adapt to locations,
positons, and/or trajectories of one or more highly important
road users and/or based on one or more factors that may
influence the autonomous driving plan (e.g., lane 1n which
the ego vehicle 102 1s traveling, status of traflic signals,
traflic patterns, trathic regulations, etc.).
In particular, the vehicle autonomous controller 112 may
be configured to provide one or more commands (signals) to
one or more of the vehicle systems and control units 120 to
provide full autonomous or semi-autonomous control of the
ego vehicle 102. Such autonomous control of the ego vehicle
102 may be provided by sending one or more commands to
control one or more of the vehicle systems/control units 120
to operate (e.g., drive) the ego vehicle 102 during one or
more circumstances (e.g., when providing driver assist con-
trols), and/or fully to control driving of the ego vehicle 102
during an entire trip of the ego vehicle 102.

In some configurations, the vehicle systems/control units
120 may also include Advanced Driver Assistance Systems
(ADAS), for example, an adaptive cruise control system, a
blind spot monitoring system, a collision mitigation system,
a lane departure warming system, among others (not indi-
vidually shown) that may be utilized to provide warnings/
alerts to the driver of the ego vehicle 102 (e.g., 1f the ego
vehicle 102 1s bemng driven by a driver and not autono-
mously) for preemptive collision avoidance purposes based
on the locations, positons, and/or trajectories of one or more
road users within the vicimity of the ego vehicle 102.

In one embodiment, the vehicle systems/control units 120
may be operably connected to vehicle sensors 122 of the ego
vehicle 102. The vehicle sensors 122 may include, but are
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not limited to, sensors associated with the vehicle systems/
control units 120 and other sensors associated with one or
more electronic components and/or mechanical components
(not shown) of the ego vehicle 102. Specific vehicle sensors
122 may 1include, but are not limited to, vehicle steering
angle sensors, vehicle speed sensors, vehicle acceleration
sensors, vehicle angular velocity sensors, accelerator pedal
sensors, vehicle brake sensors, vehicle locational sensors
(e.g., GPS), vehicle directional sensors (e.g., vehicle com-
pass), throttle position sensors, wheel sensors, anti-lock
brake sensors, camshait sensors, among others. As discussed
in more detail below, one or more of the vehicle sensors 122
may provide sensor data to the context aware application
106. The sensor data may be analyzed by the application 106
during the determination of the global context to output the
predicted future path of the ego vehicle 102.

In one configuration, the memory 114 of the ego vehicle
102 may be configured to store one or more executable files
associated with one or more operating systems, applications,
associated operating system data, application data, vehicle
system and subsystem user interface data, and the like that
are executed by the ECU 104. In one or more embodiments,
the memory 114 of the ego vehicle 102 may be accessed by
the context aware application 106 to store data, for example,
one or more 1mages of the vicinity of the ego vehicle 102.
In some embodiments, the memory 114 may include one or
more road user models (not shown) that may be associated
with one or more types of road users. The one or more road
user models may represent values that include a range of
s1zes and features (based on 1image data) that are associated
to respective types of road users (e.g., automobiles, pedes-
trians, bicyclists, etc.) In some configurations, the applica-
tion 106 may analyze the road user models to further classify
a type of road user to thereby determine a future path of one
or more road users based on a future expected speed,
trajectory, location and/or positon of one or more road users
as determined based on the road user models.

In an exemplary embodiment, the memory 114 may
include components of the neural network 108. The neural
network 108 may be configured as a convolutional neural
network (CNN) that includes a plurality of convolutional
layers 126a and fully connected layers 1265. The neural
network 108 may utilize machine learning/deep learning to
provide artificial intelligence capabilities that may be uti-
lized to encode and compute bounding boxes around one or
more road users located within the vicinity of the ego vehicle
102 based on 1mages of the vicinity of the ego vehicle 102
as provided by the vehicle camera system 116. As discussed
below, the neural network 108 may utilize pre-trained data
to annotate the computed bounding boxes.

In one or more embodiments, the neural network 108 may
include a neural network processing unit 124 that may
provide processing capabilities to be configured to utilize
machine learning/deep learning to provide artificial intelli-
gence capabilities that may be utilized to output data to the
context aware application 106 and to build and maintain the
context aware dataset 110. The neural network processing
umt 124 may process information that 1s provided as mputs
and may access one or more stored datasets to provide
various functions, that may include, but may not be limited
to, object classification, feature recognition, computer
vision, speed recogmtion, machine translation, path predic-
tion, autonomous driving commands, and the like.

In one embodiment, the neural network 108 may be
configured as a road user generation model. In one example,
the neural network 108 may be trained with an important
road user generator model that are mitialized with Faster
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R-CNN objection detection algorithms trained on an object
detection dataset and then trained on important road user
annotations. Accordingly, the neural network 108 may be
utilized to select one or more potentially important road
users based on ground truth annotations from the important
road user annotations and object detection dataset and may
thereby compute a local appearance feature and a location
teature for each potentially important road user proposal. In
one configuration, the important road user proposal genera-
tion 1s performed by the neural network 108 by executing a
Region Proposal Network (RPN) which predicts object
proposals and at each spatial location. Accordingly, the
neural network 108 1s configured to predict a class-agnostic
objectiveness score and a bounding box refinement for
anchor boxes of multiple scales and aspect ratios.

The neural network 108 may additionally be configured to
use non-maximum suppression with an intersection-over-
union (IoU) threshold with respect to each bounding box to
select top box proposals that are associated with one or more
road users that are classified as one or more potentially
important road users. In some configurations, the neural
network 108 may utilize region of interest (Rol) pooling to
extract a (fixed-sized) feature map 128 for each bounding
box associated with each potentially important road user.

The feature map 128 may go through one or more
convolutional layers 126a and/or one or more fully con-
nected layers 1265 of the neural network 108, where a class
label that classifies one or more of the potentially important
road users as highly important road users 1s annotated to one
or more respective bounding boxes associated with the one
or more highly important road users. The neural network
108 may make one or more bounding box refinements to the
bounding boxes associated with one or more highly 1impor-
tant road users to thereby analyze the locations, positions,
and/or trajectories of the one or more highly important road
users with respect to the estimated path of travel of the ego
vehicle 102. As discussed, this analysis takes into account
the one or more highly important road users for decision
making with respect to operating the ego vehicle 102. For
example, the ego vehicle 102 may be operably controlled to
be fully autonomously driven or semi-autonomously driven
in a particular manner that accounts for the highly important
road users 202 and/or one or more external factors that may
include, but may not be limited to, a lane 1n which the ego
vehicle 102 1s traveling, status of traflic signals, traflic
patterns, traflic regulations, etc.

With continued reference to FIG. 1, the vehicle camera
system 116 may include one or more cameras 118 that are
positioned 1n one or more directions and at one or more areas
to capture one or more 1mages of the (surrounding) vicinity
of the ego vehicle 102. The one or more cameras 118 of the
vehicle camera system 116 may be disposed at external front
portions of the ego vehicle 102, including, but not limited to
different portions of the vehicle dashboard, vehicle bumper,
vehicle front lighting units, vehicle fenders, and the wind-
shield. In one embodiment, the one or more cameras 118
may be configured as RGB cameras that may capture RGB
bands that are configured to capture rich information about
object appearance, as well as relationships and interactions
between the ego vehicle 102 and objects within the vicinity
of the ego vehicle 102 which may include one or more road
users that are located within the vicinity of the ego vehicle
102.

In other embodiments, the one or more cameras 118 may
be configured as stereoscopic cameras that are configured to
capture environmental information 1n the form three-dimen-
sional 1mages. In one or more configurations, the one or
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more cameras 118 may be configured to capture one or more
first person viewpoint images (e.g., 1mages, videos) of the
vicinity of the ego vehicle 102. The vehicle camera system
116 may be configured to convert the one or more 1mages
into 1mage data that 1s communicated to the context aware
application 106 to be analyzed.

As discussed, the image data that may be provided by the
vehicle camera system 116 to the context aware application
106 may be further evaluated and processed based on the
utilization of the neural network 108. In some embodiments,
the application 106 may be configured to execute image
logic to perform feature extraction and determination to
determine one or more road users that are located within the
vicinity of the ego vehicle 102 based on the image(s). In one
embodiment, the image logic may also be utilized to deter-
mine one or more sets of 1image coordinates associated with
one or more objects that may include, but may not be limited
to, one or more road users (e.g., pedestrians, bikers, other
vehicles), roadway attributes (e.g., lane markings, ofl-
ramps, curbs), and road side objects (e.g., traflic light, stop
sign) that are located within the vicinity of the ego vehicle
102. Such image coordinates may be utilized by the appli-
cation 106 to imitially compute bounding boxes around one
or more objects including one or more road users that may
be located within the vicimity of the ego vehicle 102.

II. The Context Aware Road User Important Estimation
Application and Related Methods

Components of the context aware application 106 will
now be described according to an exemplary embodiment
and with reference to FIG. 1. In an exemplary embodiment,
the context aware application 106 may be stored on the
memory 114 and executed by the ECU 104 of the ego
vehicle 102. In another embodiment, the context aware
application 106 may be stored on an externally hosted
computing inirastructure (not shown) and may be accessed
by a communication device (not shown) of the ego vehicle
102 to be executed by the ECU 104 of the ego vehicle 102.

The general functionality of context aware application
106 will now be discussed. In an exemplary embodiment,
the context aware application 106 may include a local
context module 130, a global context module 132, and a
fusion control module 134. However, 1t 1s appreciated that
the context aware application 106 may include one or more
additional modules and/or sub-modules that are included 1n
licu of the modules 130-134.

As discussed 1n more detaill below, the local context
module 130 may be configured to analyze image data

communicated by the vehicle camera system 116 to deter-
mine a local context associated with one or more road users
located within the viciity of the ego vehicle 102. As
discussed 1n more detail below, the local context module 130
may utilize the neural network 108 to classily one or more
road users located within the vicinity of the ego vehicle 102
as potentially important road users based on the appearance
of the one or more road users with respect to the location of
the ego vehicle 102. This classification may be based on the
road users that may be located on one or more potential
paths of the ego vehicle 102 and/or that may travel onto one
or more potential paths of the ego vehicle 102.

The local context module 130 may additionally be con-
figured to compute the local appearance feature of one or
more road users that includes information about orientation,
dynamics, intention, distance, etc. associated with one or
more of the road users selected as one or more potentially
important road users. Additionally, the local context module
130 may be configured to compute a location feature of one
or more road users that accounts for different sizes and
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distances of the one or more one or more of the road users
selected as one or more potentially important road users with
respect to the ego vehicle 102.

Also discussed below, the global context module 132 may
be configured to analyze sensor data provided by the vehicle
sensors 122 to construct a future path vector of the ego
vehicle 102. The global context module 132 may utilize the
convolutional layers 126a and/or fully connected layers
1266 of the neural network 108 and may utilize a flatten
teature of the feature map 128 of a last convolutional layer
of the fully connected layers 1265 to provide an intention-
based context feature and estimate a predicted future path of
the ego vehicle 102 at one or more future time steps (e.g.
0.25 second time steps).

In one or more configurations, the fusion control module
134 may be configured to perform feature fusion. In par-
ticular, the fusion control module 134 may be configured to
concatenate local features of the local context and global
features of the global context to estimate the importance
associated with each of the one or more potentially 1impor-
tant road users with respect to the predicted future path of
the ego vehicle 102. In particular, the fusion control module
134 may be configured to evaluate positions, locations,
and/or trajectories of one or more potentially important road
users that may be located within the vicinity of the ego
vehicle 102 to determine one or more road users whose paths
of travel may potentially overlap with the estimated future
path of the ego vehicle 102 and may classily those respective
road users as highly important road users.

The fusion control module 134 may additionally be
configured to communicate one or more commands (e.g.,
data signals) to the ECU 104 and/or the vehicle autonomous
controller 112 to autonomously control the ego vehicle 102
based on the positions, locations, and/or trajectories of one
or more highly important road users to enable the ego
vehicle 102 to be operated 1n a manner that accounts for the
one or more highly important road users to safely navigate
within the vicinity of the ego vehicle 102. In some embodi-
ments, the fusion control module 134 may be configured to
access the context aware dataset 110 to provide motion
planning capabilities while executing autonomous driving,
commands to the vehicle autonomous controller 112 that
may be provided to autonomously control the ego vehicle
102 to preemptively adapt to the positon, location, and
traveling direction of one or more road users within the
vicinity of the ego vehicle 102. In additional embodiments,
the fusion control module 134 may communicate with the
ECU 104 and/or one or more of the vehicle systems/control
units 120 to provide warnings/alerts to the driver of the ego
vehicle 102 (e.g., 1f the ego vehicle 102 1s being driven by
a driver and not autonomously) for preemptive collision
avoildance purposes based on the locations, positons, and/or
trajectories ol one or more road users within the vicinity of
the ego vehicle 102.

FIG. 3 1s a process flow diagram of a method 300 for
determining a local context associated with at least one road
user located within the vicimity of the ego vehicle 102
according to an exemplary embodiment of the present
disclosure. FIG. 3 will be described with reference to the
components of FIG. 1 though 1t 1s to be appreciated that the
method 300 of FIG. 3 may be used with other systems/
components. The method 300 may begin at block 302,
wherein the method 300 may include receiving image data
from the vehicle camera system 116.

In an exemplary embodiment, the local context module
130 of the context aware application 106 may be configured
to communicate with the vehicle camera system 116 to
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receive 1mage data. As discussed above, the 1mage data may
pertain to one or more 1mages of the vicinity of the ego
vehicle 102 that are captured by one or more cameras 118
that are operably connected to the vehicle camera system
116. In some embodiments, the local context module 130
may package and store the image data on the memory 114
to be evaluated at one or more points 1 time.

The method 300 may proceed to block 304, wherein the
method 300 may include analyzing the image data and
determining a physical location of one or more road users
with respect to the ego vehicle 102. In one embodiment, the
local context module 130 may execute image logic to
cvaluate the image data. In particular, the 1image logic may
be utilized to perform feature extraction and feature deter-
mination to determine one or more road users that are
located within the vicinity of the ego vehicle 102 and the
physical locations of the one or more road users with respect
to the ego vehicle 102 based on the image(s). In some
configurations, the image logic may include the one or more
road user models that represent values that include a range
of sizes and features that are associated to respective types
of road users (e.g., automobiles, pedestrians, bicyclists, etc.)
to 1dentily the one or more road users.

The method 300 may proceed to block 306, wherein the
method 300 may include computing bounding boxes around
the one or more road users. In one embodiment, upon
determining the one or more road users and the physical
location of the one or more road users with respect to the ego
vehicle 102, the local context module 130 may execute the
image logic to determine one or more sets ol 1mage coor-
dinates that are associated with one or more objects that may
include, but may not be limited to, one or more road users
(e.g., pedestrians, bikers, other vehicles), roadway attributes
(e.g., lane markings, off-ramps, curbs), and road side objects
(e.g., tratlic light, stop sign) that are located within the
vicinity of the ego vehicle 102. Such image coordinates may
be utilized by the local context module 130 to compute
bounding boxes around one or more objects including one or
more road users that may be located within the vicinity of
the ego vehicle 102.

The method 300 may proceed to block 308, wherein the
method 300 may include performing important road user
proposal generation. In an exemplary embodiment, the local
context module 130 may utilize the neural network 108 to
perform important road user proposal generation. In particu-
lar, the neural network processing unit 124 of the neural
network 108 may be configured to exploit Faster R-CNN to
select one or more potentially important road users based on
the ground truth annotations that are stored within the object
detection dataset. In one embodiment, the neural network
108 may utilize the RPN to predict object proposals at each
spatial location of the vicinity of the ego vehicle 102. The
neural network 108 may thereby predict a class-agnostic
objectness score and may perform bounding box refinement
of one or more bounding boxes that are associated with one
or more road users. The bounding box refinement may be
completed for bounding boxes of multiple scales and aspect
ratios.

In one embodiment, the neural network 108 may be
configured to utilize Rol poling to extract the feature map(s)
128 for each of the one or more bounding boxes. The feature
map(s) 128 may be inputted through the convolutional
layers 126a where a class label (e.g., potentially important
road user) and bounding box refinements for each bounding
box are obtained. Accordingly, one or more bounding boxes
may be refined and annotated with the class labels that are
associated with one or more road users that are selected as
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potentially important road users that may be located on one
or more potential paths of the ego vehicle 102 and/or that
may travel onto one or more potential paths of the ego
vehicle 102.

The method 300 may proceed to block 310 wherein the
method 300 may include computing a local appearance
feature. In an exemplary embodiment, the local context
module 130 may generate an appearance feature for each
potential important road user proposal. In one configuration,
the neural network 108 may analyze a pre-trained model
(e.g., Inception-ResNet-V2 model) as a feature extractor in
conjunction with the road user proposal generator model.
The neural network 108 may be configured to take a final
output of the model with respect to the one or more
potentially important road users and may select all bounding
boxes associated with the one or more potentially important
road users where the probability of belonging to an “impor-
tant” class exceeds a confidence threshold.

For each selected proposal, the appearance feature 1s
defined as an output of the Rol pooling layer for that
bounding box. The appearance feature of the one or more
potentially important road users may contain rich informa-
tion about orientation of the one of the more potentially
important road users with respect to the ego vehicle 102.
Additionally, the appearance feature of the of the one or
more potentially important road users may contain rich
information about dynamics associated with the potentially
important road user(s), intention(s) associated with the
potentially important road user(s), distance(s) of the poten-
tially important road user(s) with respect to the ego vehicle
102.

The method 300 may proceed to block 312, wherein the
method 300 may include computing a location feature. In an
exemplary embodiment, the local context module 130 takes
into account that one or more road users with different sizes
and distances to the ego vehicle 102 may have different
attributes which may make some more distinguishable than
others. Accordingly, the local context module 130 may
consider a 4D vector as a local feature for each of the one
or more potentially important road users that are selected
and located within the vicinity of the ego vehicle 102.

In one embodiment, for each proposal pertaining to one or
more potentially important road users, the location feature
f, . may be defined as:

loc

.fi‘f oc [(xmﬂx-l-xm z'n)/ 2,_}’ max) !k: W]

Here, ((x_+x_. )2,y ) 1s the coordinate of a middle
bottom point of each bounding box that 1s associated with
the one or more potentially important road users and h and
w are the height and width of each bounding box. Accord-
ingly, by computing the location feature, the local context
module 130 may determine a correlation between proximaity,
mass, and importance with respect to each potentially impor-
tant road user and the ego vehicle 102.

Referring to FIG. 6, a block diagram of a model 600
utilized by the context aware application 106 according to an
exemplary embodiment of the present disclosure, the local
context 602 may be determined by the local context module
130. As shown, the local context 602 may include the
selection of the road user importance proposal 604 by the
local context module 130 to select one or more potentially
important road users that are located within the vicinity of
the ego vehicle 102. Additionally, the local context module
130 may compute the local appearance feature 606 and the
location feature 608 of the one or more potentially important
road users as selected based on the road user importance
proposal 604.
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FIG. 4 1s a process flow diagram of a method 400 for
determining a global context associated with the ego vehicle
102 to predict a future path of the ego vehicle 102 according
to an exemplary embodiment of the present disclosure. FIG.
4 will be described with reference to the components of FIG.
1 though 1t 1s to be appreciated that the method 400 of FIG.
4 may be used with other systems/components. The method
400 may begin at block 402, wherein the method 400 may
include receiving image data from the vehicle camera sys-
tem 116.

In an exemplary embodiment, the global context module
132 of the context aware application 106 may be configured
to communicate with the vehicle camera system 116 to
receive 1mage data. As discussed above, the 1mage data may
pertain to one or more 1mages of the vicinity of the ego
vehicle 102 that are captured by one or more cameras 118
that are operably connected to the vehicle camera system
116. In some embodiments, the global context module 132
may package and store the image data on the memory 114
to be evaluated at one or more points 1n time.

Upon recerving the image data, the global context module
132 may execute image logic to determine an environment
of the ego vehicle 102. In particular, the global context
module 132 may determine one or more objects, roads,
lanes, tratlic lights, trafic signals, road markings, buildings,
trees, and the like that may be located within the vicinity of
the ego vehicle 102. The global context module 132 may
additionally determine one or more driving scenarios that
the ego vehicle 102 1s currently being operated in. Such
driving scenarios may include, but may not be limited to, an
intersection scenario, a left turn scenario, a right turn sce-
nario, a straight driving scenario, a cruising scenario, an
ofl-ramp scenario, an on-ramp scenario, and the like that
may provide context to the operation and vicinity of the ego
vehicle 102.

In some embodiments, the global context module 132
may additionally communicate with the ECU 104 to deter-
mine the operation of turn signals, head lights, windshield
wipers, and/or other components of the ego vehicle 102 that
may provide more context with respect to the environment
of the ego vehicle 102 and one or more driving scenarios.
For example, 1t the environment includes an intersection
where the ego vehicle 102 1s stopped 1n a left lane during an
intersection scenario, the activation of a left turn signal as
communicated by the ECU 104 may provide context with
respect to an intention of a left turn of the ego vehicle 102
at the intersection.

Accordingly, the intention of the ego vehicle 102 may be
utilized to play a role 1n estimating the importance of one or
more road users that may be located within the vicinity of
the ego vehicle 102. For example, 1 the vehicle’s intention
1S to make a left turn at the intersection, then one or more
road users that are located to the right of the ego vehicle 102
in one or more adjacent lanes of the intersection may be
considered relatively less important than one or more road
users that may be located in one or more potentially over-
lapping future predicted pathways of the ego vehicle 102
that may be used during the left turn.

The method 400 may proceed to block 404, wherein the
method 400 may include receiving sensor data from the
vehicle sensors 122. In an exemplary embodiment, the
global context module 132 of the context aware application
106 may be configured to communicate with the vehicle
sensors 122 to receive sensor data. In one embodiment, the
vehicle steering angle sensors of the vehicle sensors 122
may be configured to communicate sensor data that pertains
to one or more steering angle values that are associated with
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the steering angle of the ego vehicle 102. It 1s appreciated
that additional sensors of the vehicle sensors 122 may also
communicate respective sensor data that may be received by
the global context module 132.

The method 400 may proceed to block 406, wherein the
method 400 may include constructing a future path vector
associated with the ego vehicle 102. In one configuration,
the global context determined by the global context module
132 may be based on convolutional layers 126a followed by
tully connected layers 1266 (e.g., four fully connected
layers) with batch normalization and drop out layers in
between. A flatten feature of the last convolutional layer of
the convolutional layers 126a may be used as the global
context feature. For example, the last convolutional layer
may be extracted and flattened to 1164D vector and used as
the context feature for each 1mage.

In an exemplary embodiment, upon receiving sensor data
that pertains to one or more steering angle values that are
associated with the steering angle of the ego vehicle 102, the
global context module 132 may analyze the steering angle
value(s) and the context feature for each image and may
learn a mapping between the image(s) of the vicinity includ-
ing the environment and one or more driving scenarios that
the ego vehicle 102 1s being operated 1n and an instantaneous
steering angle. In particular, the global context module 132
may communicate with the neural network 108 to input
image data associated with the image(s) of the vicinity of the
cgo vehicle 102 along with the steering angle value associ-
ated with the instantaneous steering angle. The neural net-
work 108 may perform machine learning/deep learning to
provide artificial intelligence capabilities to predict a 10D
vector of the future path of the ego vehicle 102.

In an exemplary embodiment, the neural network 108
may construct the future path vector associated with the ego
vehicle 102 as ten steering angle values that represent the
next ten spatial steps of the ego vehicle 102 with one meter
spacing. The model for predicting the future path of the ego
vehicle 102 may be constructed based on the convolutional
layers 126a and/or the fully connected layers 1265 of the
neural network 108. It 1s appreciated that sensor data from
additional sensors of the vehicle sensors 122 may addition-
ally or alternatively be utilized to construct the future path
vector associated with the ego vehicle 102. With reference
again to FIG. 6, as shown the global context 610 may be
determined using four fully connected layers to predict the
cgo vehicle’s predicted future path 612.

FIG. 5 1s a process tlow diagram of a method 500 for
completing feature fusion of outputting an estimated 1mpor-
tance of each of the one or more potentially important road
users and autonomously controlling the ego vehicle 102 to
account for one or more highly important road users accord-
ing to an exemplary embodiment of the present disclosure.

FIG. 5 will be described with reference to the components
of FIG. 1 though 1t 1s to be appreciated that the method 500
of FIG. 5 may be used with other systems/components. The
method 500 may begin at block 502, wherein the method
500 may include completing feature fusion of local features
and global features.

In an exemplary embodiment, upon determining the local
context, the local context module 130 may communicate
respective data associated with the selection of one or more
potentially important road users that may be located within
the vicinity of the ego vehicle 102 1n addition to the local
appearance features and location features (based on the
execution of the method 300) to the fusion control module
134 of the context aware application 106. Additionally, upon
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132 may communicate respective data associated with the
intention-based global context pertaining to the predicted
future path of the ego vehicle 102 (based on the execution
of the method 400) to the fusion control module 134.

In one or more embodiments, the fusion control module
134 may be configured to analyze the data associated with
the local context and the data associated with the global
context and may thereby extract the local features (i.e.,
appearance and location features) and global features (i.e.,
intention based context) from the data. The fusion control
module 134 may be configured to fuse the local context and
the global context. In particular, the fusion control module
134 may be configured to concatenate the local features and
the global features together.

The method 500 may proceed to block 504, wherein the
method 500 may include outputting an estimated importance
of each of the one or more potentially important road users
to classily one or more highly important road users. In one
embodiment, upon concatenating the local features extracted
from the local context and the global features extracted from
the global context, the fusion control module 134 may
thereby utilize four fully connected layers of the convolu-
tional layers 126 of the neural network 108 to estimate an
importance of each of the one or more road users selected as
one or more potentially important road users.

Accordingly, the concatenation of the local features
derived from potentially important road user proposals and
the future path vector associated with the ego vehicle 102
may allow the fusion control module 134 to classily one or
more highly important road users of the one or more
potentially important road users. The highly important road
users may be classified as such based on a potential of
overlap between the predicted intended path of the ego
vehicle 102 1 one or more future points 1 time and
locations, positions, and/or trajectories of the one or more
road users. Stated diflerently, the one or more road users that
are classified as highly important road users are those that
are estimated to be most accounted for decision making with
respect to operating the ego vehicle 102. In some configu-
rations, the fusion control module 134 may additionally
classity one or more of the potentially important road users
as medium importance road users and/or low importance
road users, based on the medium or low likelihood that their
respective paths of travel may potentially overlap with the
estimated future path of the ego vehicle 102.

With reference again to FIG. 6, as shown, the fusion
control module 134 may be configured to complete fusion
614 of the local context 602 and the global context 610. The
fusion control module 134 may utilize the fully connected
layers 1265 of the neural network 108 to classily one or
more highly important road user(s) 616 that may classified
as such based on a potential of overlap between the predicted
future path 612 of the ego vehicle 102 1n one or more future
points in time and locations, positions, and/or trajectories of
the respective road user(s).

Referring again to FIG. 5, the method 500 may proceed to
block 506, wherein the method 500 may include analyzing
predicted future locations of the ego vehicle 102 with
respect to the locations of the one or more highly important
road users. In an exemplary embodiment, upon classifying
one or more highly important road users, the fusion control
module 134 may be configured to reconstruct bounding
boxes around the one or more road users classified as the
highly important road users. The fusion control module 134
may thereby analyze the location, positions, and/or trajec-
tories of the one or more highly important road users located
within the vicimity of the ego vehicle 102. The fusion control
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module 134 may additionally analyze the future predicted
path of the ego vehicle 102 in one or more future points in
time based on the global context determined by the global
context module 132. The fusion control module 134 may
thereby determine one or more locations and one or more
potential future time points at which future predicted path of
the ego vehicle 102 and the one or more highly important
road users may overlap.

The method 500 may proceed to block 508, wherein the
method 500 may include commumicating with the vehicle
autonomous controller 112 to autonomously control the ego
vehicle 102 to account for the one or more highly important
road users. In an exemplary embodiment, upon analyzing
the predicted future locations of the ego vehicle 102 with
respect to the locations of the one or more highly important
road users, the fusion control module 134 may communicate
one or more commands (e.g., data signals) to the vehicle
autonomous controller 112 and/or the ECU 104 to autono-
mously control the ego vehicle 102 to account for the one or
more highly important road users.

In one or more embodiments, the vehicle autonomous
controller 112 may operably control one or more of the
vehicle systems/control units 120 to autonomously or semi-
autonomously control the ego vehicle 102 based on the
location(s) of the one or more highly important road users
located within the vicinity of the ego vehicle 102. The
vehicle autonomous controller 112 and/or the ECU 104 may
communicate with one or more of the control units of the
cgo vehicle 102 to thereby control the ego vehicle 102 to
enable the ego vehicle 102 to be operated 1n a manner that
accounts for the one or more highly important road users to
sately navigate within the vicinity of the ego vehicle 102.

As an 1llustrative example, the fusion control module 134
may determine one or more discrete actions with respect to
the autonomous operation of the ego vehicle 102 that may be
communicated to the vehicle autonomous controller 112 to
operate the ego vehicle 102 1n manner that accounts for the
locations, positons, and/or trajectories of the one or more
highly important road users located within the vicinity of the
ego vehicle 102. More specifically, the ego vehicle 102 may
be controlled to execute one or more discrete actions that
may be conducted 1n a particular manner(s) (e.g., with the
application of a particular speed, acceleration, steering
angle, throttle angle, braking force, etc.) to account for the
one or more highly important road users. For instance, the
cgo vehicle 102 may be autonomously controlled to slow
down and stop using a specific braking force to safely
navigate within the vicinity of the ego vehicle 102 when
making a left turn maneuver through an intersection (as
shown 1n FIG. 2).

FIG. 7 1s a process tlow diagram of a method 700 for
providing context aware road user importance estimation
according to an exemplary embodiment of the present
disclosure. FIG. 7 will be described with reference to the
components of FIG. 1 though 1t 1s to be appreciated that the
method 700 of FIG. 7 may be used with other systems/
components. The method 700 may begin at block 702,
wherein the method 700 may include receiving at least one
image of a vicinity of an ego vehicle 102.

The method 700 may proceed to block 704, wherein the
method 700 may include analyzing the at least one 1image to
determine a local context associated with at least one road
user located within the vicinity of the ego vehicle 102. In one
embodiment, at least one potentially important road user 1s
selected with respect to the ego vehicle 102. The method 700
may proceed to block 706, wherein the method 700 may
include determining a global context associated with the ego
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vehicle 102. In one embodiment, the global context includes
a predicted future path of the ego vehicle 102. The method
700 may proceed to block 708, wherein the method 700 may
include fusing the local context and the global context to
classily at least one highly important road user that 1s to be
accounted for with respect to operating the ego vehicle.

It should be apparent from the foregoing description that
vartous exemplary embodiments of the mvention may be
implemented in hardware. Furthermore, various exemplary
embodiments may be implemented as instructions stored on
a non-transitory machine-readable storage medium, such as
a volatile or non-volatile memory, which may be read and
executed by at least one processor to perform the operations
described in detail herein. A machine-readable storage
medium may include any mechanism for storing information
in a form readable by a machine, such as a personal or laptop
computer, a server, or other computing device. Thus, a
non-transitory machine-readable storage medium excludes
transitory signals but may include both volatile and non-
volatile memories, including but not limited to read-only
memory (ROM), random-access memory (RAM), magnetic
disk storage media, optical storage media, flash-memory
devices, and similar storage media.

It should be appreciated by those skilled 1n the art that any
block diagrams herein represent conceptual views of illus-
trative circuitry embodying the principles of the invention.
Similarly, 1t will be appreciated that any flow charts, flow
diagrams, state transition diagrams, pseudo code, and the
like represent various processes which may be substantially
represented 1n machine readable media and so executed by
a computer or processor, whether or not such computer or
processor 1s explicitly shown.

It will be appreciated that various implementations of the
above-disclosed and other features and functions, or alter-
natives or varieties thereof, may be desirably combined 1nto
many other different systems or applications. Also that
various presently unforeseen or unanticipated alternatives,
modifications, variations or improvements therein may be
subsequently made by those skilled 1n the art which are also
intended to be encompassed by the following claims.

The mvention claimed 1s:

1. A computer-implemented method for providing context
aware road user importance estimation, comprising:

recerving at least one 1mage of a vicinity of an ego

vehicle;

analyzing the at least one 1mage to determine a local

context associated with at least one road user located
within the vicinity of the ego vehicle, wherein at least
one potentially important road user i1s selected with
respect to the ego vehicle based on a computation and
refinement of at least one bounding box around the at
least one road user located within the vicinity of the ego
vehicle:

determiming a global context associated with the ego

vehicle, wherein the global context includes a predicted
future path of the ego vehicle; and

fusing the local context and the global context to classity

at least one highly important road user that 1s to be
accounted for with respect to operating the ego vehicle.

2. The computer-implemented method of claim 1,
wherein receiving at least one 1mage of the vicinity of the
vehicle includes receiving image data, wherein the image
data 1s analyzed to determine a physical location of the at
least one road user with respect to the ego vehicle.

3. The computer-implemented method of claim 1,
wherein analyzing the at least one image to determine the
local context includes determining at least one set of 1mage
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coordinates that are associated with the at least one road user
and computing the at least one bounding box around the at
least one road user.

4. The computer-implemented method of claim 3,
wherein determining the local context associated with the at
least one road user includes performing important road user
proposal generation to select the at least one potentially
important road user.

5. The computer-implemented method of claim 4,
wherein determining the local context associated with the at
least one road user includes predicting a class-agnostic
objectness score, wherein the at least one bounding box 1s
refined and annotated with at least one class label that 1s
associated with the selection of the at least one potentially
important road user.

6. The computer-implemented method of claim 1,
wherein determining the local context associated with the at
least one road user includes computing a local appearance
feature associated with the at least one potentially important
road user, wherein the local appearance feature includes rich
information about at least one of: an orientation, dynamics,
an intention, and a distance that pertain to the at least one
potentially important road user.

7. The computer-implemented method of claim 1,
wherein determining the local context associated with the at
least one road user includes computing a location feature
associlated with the at least one road user, wherein the
location feature includes a correlation between proximity,
mass, and importance with respect to the at least one
potentially important road user.

8. The computer-implemented method of claim 1,
wherein determiming the global context associated with the
cgo vehicle includes receiving vehicle sensor data and
utilizing values extracted from the vehicle sensor data to
construct a future path vector associated with the ego vehicle
based on the values and a context feature of the at least
1mage.

9. The computer-implemented method of claim 1,
wherein fusing the local context and the global context
includes analyzing data associated with the local context and
the global context and extracting local features and global
features, wherein the local features and global features are
concatenated and analyzed to classily the at least one
potentially important road user as the at least one highly
important road user.

10. A system for providing context aware road user
importance estimation, comprising:

a memory storing instructions when executed by a pro-

cessor cause the processor to:

receive at least one 1image of a vicinity of an ego vehicle;

analyze the at least one 1mage to determine a local context
associated with at least one road user located within the
vicinity of the ego vehicle, wherein at least one poten-
tially important road user 1s selected with respect to the
e¢go vehicle based on a computation and refinement of
at least one bounding box around the at least one road
user located within the vicimity of the ego vehicle;
determine a global context associated with the ego
vehicle, wherein the global context includes a predicted
future path of the ego vehicle; and
tuse the local context and the global context to classity at
least one highly mmportant road user that is to be
accounted for with respect to operating the ego vehicle.
11. The system of claim 10, wherein receiving at least one
image of the vicinity of the vehicle includes receiving image
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data, wherein the image data i1s analyzed to determine a
physical location of the at least one road user with respect to
the ego vehicle.

12. The system of claim 10, wherein analyzing the at least
one 1mage to determine the local context includes determin-
ing at least one set of 1mage coordinates that are associated
with the at least one road user and computing the at least one
bounding box around the at least one road user.

13. The system of claim 12, wherein determining the local
context associated with the at least one road user includes
performing important road user proposal generation to select
the at least one potentially important road user.

14. The system of claim 13, wherein determining the local
context associated with the at least one road user includes
predicting a class-agnostic objectness score, wherein the at
least one bounding box 1s refined and annotated with at least
one class label that 1s associated with the selection of the at
least one potentially important road user.

15. The system of claim 10, wherein determining the local
context associated with the at least one road user includes
computing a local appearance feature associated with the at
least one potentially important road user, wherein the local
appearance feature includes rich information about at least
one of: an orientation, dynamics, an intention, and a distance
that pertain to the at least one potentially important road
user.

16. The system of claim 10, wherein determining the local
context associated with the at least one road user includes
computing a location feature associated with the at least one
road user, wherein the location feature includes a correlation
between proximity, mass, and importance with respect to the
at least one potentially important road user.

17. The system of claim 10, wherein determining the
global context associated with the ego vehicle includes
receiving vehicle sensor data and utilizing values extracted
from the vehicle sensor data to construct a future path vector
associated with the ego vehicle based on the values and a
context feature of the at least 1image.

18. The system of claim 10, wherein fusing the local
context and the global context includes analyzing data
associated with the local context and the global context and
extracting local features and global features, wherein the
local features and global features are concatenated and
analyzed to classily the at least one potentially important
road user as the at least one highly important road user.

19. A non-transitory computer readable storage medium
storing 1nstructions that when executed by a computer,
which includes a processor perform a method, the method
comprising;

recerving at least one i1mage of a vicinity of an ego

vehicle:

analyzing the at least one image to determine a local

context associated with at least one road user located
within the vicinity of the ego vehicle, wherein at least
one potentially important road user i1s selected with
respect to the ego vehicle based on a computation and
refinement of at least one bounding box around the at
least one road user located within the vicinity of the ego
vehicle;

determining a global context associated with the ego

vehicle, wherein the global context includes a predicted
future path of the ego vehicle; and

tusing the local context and the global context to classily

at least one highly important road user that i1s to be
accounted for with respect to operating the ego vehicle.

20. The non-transitory computer readable storage medium
of claim 19, wherein fusing the local context and the global
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context includes analyzing data associated with the local
context and the global context and extracting local features
and global features, wherein the local features and global
features are concatenated and analyzed to classify the at
least one potentially important road user as the at least one 5
highly 1mportant road user.
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