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1

OPTIMIZING UPDATES TO DISTRIBUTED
DATA PROCESSING APPLICATIONS

TECHNICAL FIELD

The present invention relates generally to the field of data
processing and, more particularly, to optimizing updates to
distributed data processing applications.

BACKGROUND

Modern computer technology generates large amounts of
data. Various techniques have emerged to process this data.
For example, batch processing, stream processing, and real-
time processing are three types of data processing systems
that are differentiated by how data 1s ingested. In batch
processing, data 1s generally collected and stored over a
pertod of time and processed at regular intervals or on
demand. While batch processing provides control over when
data processing occurs, batch processing can require signifi-
cant infrastructure to store large amounts of data prior to
processing. In both stream processing and real-time process-
ing, data processing occurs continuously, or nearly continu-
ously, on a stream of data as opposed to in discrete intervals
as 1n batch processing. Both stream processing and real-time
processing can be useful when data 1s generated continu-
ously or by a large number of events occurring close 1n time,
but real-time processing requires that the system provide an
output, or “reaction,” within a narrow window ol time,
typically within milliseconds of ingestion. In general, a
stream processing system or real-time processing system
must, over time, have a data output rate that meets or
exceeds 1ts data input rate to prevent storage and/or memory
overtlows.

SUMMARY

According to one embodiment of the present invention, a
method for optimizing updates to a distributed data process-
ing application 1s provided. The method includes: compar-
ing, by a runtime engine, a first version of a distributed
application to a second version of the distributed applica-
tion, the second version representing a new version of the
distributed application; identifying in the second version of
the distributed application, by the runtime engine, one or
more changes made to the first version of the distributed
application; generating, by the runtime engine, one or more
compiler hints for at least one change, each compiler hint
describing an aspect of a respective change; sending, by the
runtime engine, the second version of the distributed appli-
cation and the one or more compiler hints to a compiler;
receiving from the compiler, by the runtime engine, a
compiled second version of the distributed application and at
least one compiler-scheduler hint, each compiler-scheduler
hint describing a respective optimization made by the com-
piler to the compiled second version of the distributed
application based, at least in part, on the one or more
changes made to the first version of the distributed applica-
tion and the one or more compiler hints; and overlaying, by
the runtime engine, the one or more changes made to the first
version of the distributed application based, at least in part,
on the at least one compiler-scheduler hint and the compiled
second version of the distributed application.

According to another embodiment of the present mnven-
tion, a computer program product for optimizing updates to
a distributed data processing application 1s provided. The
computer program product comprises a computer readable
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storage medium and program instructions stored on the
computer readable storage medium. The program instruc-
tions include: program instructions to compare, by a runtime
engine, a first version of a distributed application to a second
version of the distributed application, the second version
representing a new version of the distributed application;
program 1nstructions to identify in the second version of the
distributed application, by the runtime engine, one or more
changes made to the first version of the distributed applica-
tion; program instructions to generate, by the runtime
engine, one or more compiler hints for at least one change,
cach compiler hint describing an aspect of a respective
change; program instructions to send, by the runtime engine,
the second version of the distributed application and the one
or more compiler hints to a compiler; program instruction to
receive from the compiler, by the runtime engine, a com-
piled second version of the distributed application and at
least one compiler-scheduler hint, each compiler-scheduler
hint describing a respective optimization made by the com-
piler to the compiled second version of the distributed
application based, at least in part, on the one or more
changes made to the first version of the distributed applica-
tion and the one or more compiler hints; and program
instructions to overlay, by the runtime engine, the one or
more changes made to the first version of the distributed
application based, at least in part, on the at least one
compiler-scheduler hint and the compiled second version of
the distributed application.

According to another embodiment of the present inven-
tion, a computer system for optimizing updates to a distrib-
uted data processing application 1s provided. The computer
system 1ncludes one or more computer processors, one or
more computer readable storage media, and program
instructions stored on the computer readable storage media
for execution by at least one of the one or more processors.
The program instructions include: program instructions to
compare, by a runtime engine, a first version of a distributed
application to a second version of the distributed applica-
tion, the second version representing a new version of the
distributed application; program 1instructions to identily 1n
the second version of the distributed application, by the
runtime engine, one or more changes made to the first
version of the distributed application; program instructions
to generate, by the runtime engine, one or more compiler
hints for at least one change, each compiler hint describing
an aspect ol a respective change; program instructions to
send, by the runtime engine, the second version of the
distributed application and the one or more compiler hints to
a compiler; program instruction to receive from the com-
piler, by the runtime engine, a compiled second version of
the distributed application and at least one compiler-sched-
uler hint, each compiler-scheduler hint describing a respec-
tive optimization made by the compiler to the compiled
second version of the distributed application based, at least
in part, on the one or more changes made to the first version
of the distributed application and the one or more compiler
hints; and program instructions to overlay, by the runtime
engine, the one or more changes made to the first version of
the distributed application based, at least 1n part, on the at
least one compiler-scheduler hint and the compiled second
version of the distributed application.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a cloud computing environment according,
to an embodiment of the present invention.
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FIG. 2 depicts abstraction model layers according to an
embodiment of the present invention.

FIG. 3 1s a functional block diagram illustrating a com-
puting system, in accordance with an embodiment of the
present mvention.

FI1G. 4 1s a functional block diagram 1llustrating a distrib-
uted computing environment in which a distributed data
processing application 1s executing, in accordance with an
embodiment of the present invention.

FIG. 5A 1s a block flow diagram illustrating operations of
a distributed data processing application within the comput-
ing environment of FIG. 4, in accordance with an embodi-
ment of the present invention.

FIG. 5B 1s a block flow diagram illustrating optimized
operations of a distributed data processing application
within the computing environment of FIG. 4, 1n accordance
with an embodiment of the present invention.

FIG. 6 1s a flowchart illustrating operations of a compiler
for optimizing updates to distributed data processing appli-
cations, on a computing device within the computing envi-
ronment of FIG. 4, 1n accordance with an embodiment of the
present invention.

FIG. 7 1s a flowchart 1llustrating operations of a runtime
engine for optimizing updates to distributed data processing
applications, on a computing device within the computing
environment of FIG. 4, 1n accordance with an embodiment
of the present invention.

DETAILED DESCRIPTION

Embodiments of the present mmvention recognize that
updating data processing applications executing in real-time
or near real-time data processing environments often results
in down time so that any modified elements can restart and
so that the application remnitialize. This mnitiation time,
however, can jeopardize service level agreement (SLA)
uptime provisions, ncrease requirements for memory and/or
storage to store data generated during the initiation time, and
otherwise disrupt the tflow of data through the system, which
may have a cascading eflect. For example, down time can be
particularly costly with respect to applications executing in
cloud environments and security applications. Embodiments
of the present invention further recognize that (1) many
modifications to data processing applications executing in
real-time or near real-time data processing environments are
small and affect only a subset of operations, and (11) 1n a
distributed data processing application, operations may
execute on various nodes such that operations of some nodes
can confinue to execute while operations on other nodes
restart to implement modifications. Accordingly, embodi-
ments of the present invention realize a reduction 1n down-
time when modifications are made to a distributed data
processing application by optimizing the modifications such
that the modifications minimize the number of nodes that
must restart to affect the modifications, as described 1n
greater detail herein.

The present invention may be a system, a method, and/or
a computer program product at any possible technical detail
level of mtegration. The computer program product may
include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present
invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
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clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium 1ncludes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
istructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present imvention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine 1nstructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, con-
figuration data for integrated circuitry, or etther source code
or object code written 1n any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, 1n order to
perform aspects of the present invention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
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understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the tlowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
istructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program 1nstructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer imple-
mented process, such that the mstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified in the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion ol instructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted in the blocks may occur out of the order
noted in the Figures. For example, two blocks shown in
succession may, in fact, be executed substantially concur-
rently, or the blocks may sometimes be executed in the
reverse order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts or carry out
combinations ol special purpose hardware and computer
instructions.

As used herein, a list of alternatives such as “at least one
of A, B, and C” should be interpreted to mean *“at least one
A, at least one B, at least one C, or any combination of A,
B, and C.”

Additionally, the phrase “based on” should be 1nterpreted
to mean “based, at least 1n part, on.”

The term “exemplary” means of or relating to an example
and should not be construed to indicate that any particular
embodiment 1s preferred relative to any other embodiment.

The descriptions of the various embodiments of the
present 1nvention have been presented for purposes of
illustration but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1n the
art without departing from the scope and spirit of the
invention. The terminology used herein was chosen to best
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explain the principles of the embodiment, the practical
application or technical improvement over technologies
found in the marketplace, or to enable others of ordinary
skill 1n the art to understand the embodiments disclosed
herein.

Embodiments of the present imvention will now be
described 1n detail with reference to the Figures. It 1s to be
understood that these embodiments are described only for
the purpose of 1llustration and help those skilled 1n the art to
understand and mmplement the present invention, without
suggesting any limitation as to the scope of the mvention.
The mnvention described herein can be implemented 1n
vartous manners other than the ones explicitly described
herein.

It 1s to be understood that although this disclosure
includes a detailed description on cloud computing, 1imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present invention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed. Cloud computing 1s a model
of service delivery for enabling convenient, on-demand
network access to a shared pool of configurable computing
resources (e.g., networks, network bandwidth, servers, pro-
cessing, memory, storage, applications, virtual machines,
and services) that can be rapidly provisioned and released
with minimal management effort or interaction with a pro-
vider of the service. This cloud model may include at least
five characteristics, at least three service models, and at least
four deployment models.

Characteristics are as follows:

On-demand seli-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense of location independence i1n that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specity
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, in some cases automatically, to quickly scale
out and rapidly released to quickly scale 1n. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts). Resource usage can be monitored, controlled, and
reported, providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications runming on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based e-mail). The consumer does
not manage or control the underlying cloud infrastructure
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including network, servers, operating systems, storage, or
even individual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud mfrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (IaaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
inirastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud infrastructure 1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or oil-premises.

Community cloud: the cloud infrastructure 1s shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oll-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrid cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load-balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modulanty, and
semantic interoperability. At the heart of cloud computing 1s
an 1nfrastructure that includes a network of interconnected
nodes.

Referring now to FIG. 1, illustrative cloud computing
environment 50 1s depicted. As shown, cloud computing
environment 50 includes one or more cloud computing
nodes 10 with which local computing devices used by cloud
consumers, such as, for example, personal digital assistant
(PDA) or cellular telephone 34A, desktop computer 34B,
laptop computer 34C, and/or automobile computer system
54N may communicate. Nodes 10 may communicate with
one another. They may be grouped (not shown) physically or
virtually, in one or more networks, such as Private, Com-
munity, Public, or Hybrid clouds as described hereinabove,
or a combination thereof. This allows cloud computing
environment 50 to offer infrastructure, platforms and/or
software as services for which a cloud consumer does not
need to maintain resources on a local computing device. It
1s understood that the types of computing devices 54A-N
shown 1n FIG. 1 are intended to be illustrative only and that
computing nodes 10 and cloud computing environment 50
can communicate with any type of computerized device over
any type of network and/or network addressable connection
(e.g., using a web browser).
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Referring now to FIG. 2, a set of functional abstraction
layers provided by cloud computing environment 50 (FIG.
1) 1s shown. It should be understood 1n advance that the
components, layers, and functions shown in FIG. 2 are
intended to be 1illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 60 includes hardware and
software components. Examples of hardware components
include: mainirames 61; RISC (Reduced Instruction Set
Computer) architecture based servers 62; servers 63; blade
servers 64; storage devices 65; and networks and networking,
components 66. In some embodiments, software compo-
nents include network application server software 67 and
database software 68.

Virtualization layer 70 provides an abstraction layer from
which the following examples of virtual entities may be
provided: wvirtual servers 71; virtual storage 72; virtual
networks 73, including virtual private networks; virtual
applications and operating systems 74; and virtual clients
75.

In one example, management layer 80 may provide the
functions described below. Resource provisioning 81 pro-
vides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 82
provide cost tracking as resources are utilized within the
cloud computing environment, and billing or invoicing for
consumption of these resources. In one example, these
resources may include application soiftware licenses. Secu-
rity provides identity verification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 83 provides access to the cloud computing environ-
ment for consumers and system administrators. Service level
management 84 provides cloud computing resource alloca-
tion and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 85 provide pre-arrangement for, and procurement of,
cloud computing resources for which a future requirement 1s
anticipated 1n accordance with an SLA.

Workloads layer 90 provides examples of functionality
for which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation 91;
soltware development and lifecycle management 92; virtual
classroom education delivery 93; data analytics processing
94 transaction processing 95; and workload optimization
96. In various embodiments, workload optimization 96
represents logic for optimizing updates to a distributed
application executing 1n cloud computing environment 50,
as described 1n greater detail with respect to FIGS. 4-7.

FIG. 3 1s a block diagram of components of a computing,
device, generally designated 100, in accordance with an
embodiment of the present invention. In various embodi-
ments, an 1nstance of computing device 100 1s representative
ol any respective node of computing nodes 10 within cloud
computing environment 50 of FIG. 1 and/or computing
device within hardware and software layer 60 of FIG. 2.
Instances of computing device 100 can also respectively
represent any ol the nodes depicted with respect to FIG. 4
and execute any logic and/or program 1nstructions attributed
thereto.

It should be appreciated that FIG. 3 provides only an
illustration of one implementation and does not imply any
limitations with regard to the environments 1n which difler-
ent embodiments may be implemented. Many modifications
to the depicted environment may be made.
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Computing system 100 includes processor(s) 102, cache
106, memory 104, persistent storage 110, input/output (I/O)
interface(s) 112, communications unit 114, and communi-
cations fabric 108. Communications fabric 108 provides
communications between cache 106, memory 104, persis-
tent storage 110, communications unit 114, and input/output
(I/0) interface(s) 112. Commumnications fabric 108 can be
implemented with any architecture designed for passing data
and/or control information between processors (such as
microprocessors, communications and network processors,
etc.), system memory, peripheral devices, and any other
hardware components within a system. For example, com-
munications fabric 108 can be implemented with one or
more buses or a crossbar switch.

Memory 104 and persistent storage 110 are computer
readable storage media. In this embodiment, memory 104
includes random access memory (RAM). In general,
memory 104 can include any suitable volatile or non-volatile
computer readable storage media. Cache 106 i1s a fast
memory that enhances the performance of processor(s) 102
by holding recently accessed data, and data near recently
accessed data, from memory 104.

Program 1instructions and data used to practice embodi-
ments of the present invention may be stored in persistent
storage 110 and 1n memory 104 for execution by one or more
of the respective processor(s) 102 via cache 106. In an
embodiment, persistent storage 110 includes a magnetic
hard disk drive. Alternatively, or 1n addition to a magnetic
hard disk drive, persistent storage 110 can include a solid
state hard drive, a semiconductor storage device, read-only
memory (ROM), erasable programmable read-only memory
(EPROM), flash memory, or any other computer readable
storage media that 1s capable of storing program instructions
or digital information.

The media used by persistent storage 110 may also be
removable. For example, a removable hard drive may be
used for persistent storage 110. Other examples include
optical and magnetic disks, thumb drives, and smart cards
that are iserted ito a drive for transfer onto another
computer readable storage medium that 1s also part of
persistent storage 110.

Communications umt 114, 1n these examples, provides for
communications with other data processing systems or
devices. In these examples, communications unit 114
includes one or more network iterface cards. Communica-
tions unit 114 may provide communications through the use
of either or both physical and wireless communications
links. Program instructions and data used to practice
embodiments of the present invention may be downloaded
to persistent storage 110 through communications unit 114.

I/O 1interface(s) 112 allows for mput and output of data
with other devices that may be connected to computer
system 100. For example, 1/O 1nterface(s) 112 may provide
a connection to external device(s) 116 such as a keyboard,
keypad, a touch screen, and/or some other suitable input
device. External device(s) 116 can also include portable
computer readable storage media such as, for example,
thumb drives, portable optical or magnetic disks, and
memory cards. Software and data used to practice embodi-
ments of the present invention can be stored on such portable
computer readable storage media and can be loaded onto
persistent storage 110 wvia /O iterface(s) 112. 1/O
interface(s) 112 also connect to display 118.

Display 118 provides a mechanism to display or present
data to a user and may be, for example, a computer monitor.

FIG. 4 1s a functional block diagram illustrating a com-
puting environment, 1n accordance with an embodiment of
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the present invention. For example, FIG. 4 1s a functional
block diagram 1illustrating computing environment 200.
Computing environment 200 includes management node
202, host node 210, host node 212, host node 214, host node
216, and host node 218 that are connected over network 220.
In general, computing environment 200 represents a com-
puting environment i which a distributed data processing
application 1s executing on a plurality of host nodes and
managed via a management node.

In the embodiment depicted 1n FIG. 4, management node
202 1includes distributed application 204, runtime engine
206, and compiler 208. In various embodiments, manage-
ment node 202 1s a computing device that can be a stand-
alone device, a server, a laptop computer, a tablet computer,
a netbook computer, a personal computer (PC), or a desktop
computer. In another embodiment, management node 202
represents a computing system utilizing clustered computers
and components to act as a single pool of secamless
resources. In yet other embodiments, management node 202
represents a virtual machine provisioned to provide the
functionality attributed to it. In general, management node
202 represents any collection of resources for deploying and
managing distributed application 204 within computing
environment 200 via, at least 1n part, runtime engine 206 and
compiler 208. Management node 202 can include or utilize
internal and external hardware components, as depicted and
described 1n further detail with respect to FIG. 3.

In various embodiments, management node 202 can
include or have access to one or more data repositories (not
shown) that may be written to and read by one or both of
runtime engine 206 and compiler 208. In some embodi-
ments, such database(s) may be written to and read by
programs and entities outside of computing environment
200 1n order to populate the repository with data (e.g.,
distributed application 204, data representing computing
resources within computing environment 200, or various
computer libraries, etc.). Management node 202 can, 1n
various embodiment, also include or have access to a user
interface (UI), not shown, that operates to provide a Ul (e.g.,
a graphical user iterface (GUI)) that permits a user (e.g., a
system administrator) to modily distributed application 204
or otherwise manage computer resources within computing
environment 200.

In various embodiments, distributed application 204 1s a
real-time or near real-time data processing application hav-
ing code that can execute on a plurality of computing nodes.
For illustrative simplicity, the present disclosure will
describe distributed application 204 with respect to a stream-
ing data processing environment in which distributed appli-
cation 204 includes a plurality of processing eclements.
Embodiments of the present invention, however, are not to
be construed as being limited to streaming, real-time, or near
real-time data processing environments. More specifically in
the embodiment depicted 1n FIG. 4, distributed application
204 1ncludes ten processing elements (PEs). As used herein,
a processing element refers to a computer process containing
one or more operators, wherein an operator 1s a functional
piece ol code that acts on data. In FIG. 4, PE1-PE10
represent processing elements of distributed application 204
that are deployed on respective computing nodes within
computing environment 200 (i.e., host nodes 210, 212, 214,
216, and 218). In operation, distributed application 204 1s
executed via PE1-PE10 on host nodes that store at least the
respective portions of distributed application 204. In FIG. 4,
distributed application 204 1s depicted as residing on man-
agement node 202 to represent distributed application 204 as
it 1s recerved by management node 202 prior to deployment
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on host nodes 210, 212, 214, 216, and 218. Management
node 202, however, 1s not to be construed as being precluded
from executing at least a portion of distributed application
204.

Runtime engine 206 and compiler 208 reside on manage-
ment node 202 1 the embodiment depicted 1mn FIG. 4. As
described 1n greater detail with respect to FIGS. 6 and 7, 1n
general, runtime engine 206 and compiler 208 operate to,
among other things, respectively (1) deploy and monitor the
execution of distributed application 204 within computing
environment 200 and (1) translate source code of distributed
application 204 into object code. For example, runtime
engine 206 can monitor distributed application 204 as it
executes on host nodes 210-218 to generate runtime envi-
ronment information that can include mformation identify-
ing each processing element and/or operator executing on
cach node, mnformation describing resource utilization and/
or capacity on each node, and/or mformation i1dentifying
nodes having excess capacity. When distributed application
204 source code 1s modified such that 1t 1s recompiled prior
to redeployment within computing environment 200, run-
time engine 206 can, as described herein, pass one or more
types of runtime environment information to compiler 208
in the form of compiler hints. Compiler 208 can, 1n various
embodiments, utilize compiler hints provided by runtime
engine 206 to optimize distributed application 204 to mini-
mize downtime and/or minimize disruption during redeploy-
ment, and based on changes made during code optimization,
pass runtime engine 206 information describing the changes
made to distributed application 204 1n the form of compiler-
scheduler hints. Compiler-schedule hints provided by com-
piler 208 to runtime engine 206 are not equivalent to
compiler hints that runtime engine 206 provides to compiler
208. Runtime engine 206 utilizes the compiler-scheduler
hints to optimize the modification and placement of PEs
(e.g., PE1-PE10) and/or operators executing within PEs
within computing environment 200 to minimize downtime
and/or disruption during redeployment, at least in part, of
distributed application 204. An example ol PE/operator
optimization 1s described with respect to FIGS. 5A and 5B.
Features of runtime engine 206 are described in greater
detail with respect to FIG. 7. Features of compiler 208 are
described 1n greater detail with respect to FIG. 6.

Each host node of host node 210, host node 212, host node
214, host node 216, and host node 218 can, 1in various
embodiments, be a standalone device, a server, a laptop
computer, a tablet computer, a netbook computer, a personal
computer (PC), a desktop computer, a personal digital
assistant (PDA), a smart phone, or any programmable elec-
tronic device capable of communicating with management
node 202 and executing a respective portion of distributed
application 204 (e.g., one or more of PE1-PE10). In other
embodiments, one or more host nodes of host nodes 210-218
can represent a computing system utilizing clustered com-
puters and components to act as a single pool of seamless
resources. In yet other embodiments, one or more host nodes
ol host nodes 210-218 can represent a virtual machine. In
general, host nodes 210-218 can be any collection or com-
bination of physical or virtual computing devices capable of
executing respective portion(s) ol distributed application
204. In the embodiment, depicted 1n FIG. 4, for example:
host node 210 can represent any combination of computing,
resources capable of executing and/or facilitating the execu-
tion of PE1, PE2, and PE3; host node 212 can represent any
combination of computing resources capable of executing
and/or facilitating the execution of PE4; host node 214 can
represent any combination of computing resources capable
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ol executing and/or facilitating the execution of PES; host
node 216 can represent any combination of computing
resources capable of executing and/or facilitating the execu-
tion of PE6; and host node 218 can represent any combi-
nation of computing resources capable of executing and/or
facilitating the execution of PE7, PE8, PE9, PE10. In
various embodiments, host nodes 210, 212, 214, 216, and
218 can share one or more computing resources (e.g.,
persistent storage, memory, networks, etc.). Additionally,
host nodes 210-212 can include or utilize internal and
external hardware components, as depicted and described 1n
further detail with respect to FIG. 3.

In various embodiments, Network 220 can be a local area
network (LAN), a wide area network (WAN) such as the
Internet, or a combination of the two, and may include
wired, wireless, fiber optic or any other connection known in
the art. In general, network can be any combination of
connections and protocols that will support communications
between management node 202 and each host node of host
nodes 210-212 and communications among host node 210-
212 to facilitate deployment, momitoring, and/or execution,
of distributed application 204 within computing environ-
ment 200.

FIGS. 5A and 3B are block flow diagrams depicting data
as 1t flows from processing element to processing element 1n
an unoptimized and an optimized modified version of a
distributed data processing application. More specifically,
FIG. SA depicts an unoptimized flow of tuples from a
source, through PE1-PE10 of distributed application 204, as
depicted in FIG. 4, and to a sink. FIG. SB depicts an
optimized (1.e., relative to FIG. SA) flow of tuples from a
source, through PE1-PE10 of distributed application 204, as
depicted 1n FIG. 4, and to a sink. FIGS. 5A and 5B depict a
lincar flow of tuples through PE1-PE10 for illustrative
simplicity. Embodiments of the present invention are not to
be construed as being limited to a linear flow of data.

In the embodiment depicted in FIG. 5A, each PE of
PE1-PE10 includes at least one respective operator that acts
on data received by the PE (e.g., filtering, aggregation,
various analytlcal functions, etc.). While FIGS. 5A and 5B
depict operators in only PE4, PES, and PE6, each of PEI,
PE2, PE3, PE7, PES, PEY, and PE10 1nc1udes at least one
operator. FIGS. 5A and 5B depict operators in PE4, PES, and
PE6 because, 1n this specific example, PE4, PES, and PE6
cach include a modified operator relative to a previous
version ol distributed application 204. For example, PE4
includes operator OP4A, operator OP4B, and operator
OP4C. Operator OP4C has been modified relative to the
previous version of distributed application 204; the different
hash pattern of operator OP4C compared to the hash pattern
of operators OP4A and OP4B represents the fact that opera-
tor OP4C 1s a modified operator. Processing element PES
includes operator OPSA, operator OP3SB, and operator
OPSC. The hash pattern of operator OP5B similarly indi-
cates that operator OPSB has been modified relative to the
previous version of distributed application 204. Processing
clement PE6 includes operator OP6A, operator OP6B, and
operator OP6C. The hash pattern of operator OP6A similarly
indicates that operator OP6A has been modified relative to
the previous version ol distributed application 204. In the
embodiment depicted 1n FIGS. 5A and 3B, modifications to
distributed application 204 are depicted as modifications to
discrete operators and movement of the modified operators
among the PEs. In other embodiments, however, modifica-
tions to distributed application 204 can be made to blocks of
code within individual operators, and in such embodiments,
blocks of code can be moved among operators and/or PEs
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similarly to how operators are shown to move among PEs 1n
FIGS. 5A and 5B. Similarly, two or more PEs can be fused
(1.e., combined) mto a single PE just as two of more
operators can be fused into a single PE, and two or more PEs
within a single PE can be unfused (i.e., separated) into two

[ 1

or more PEs just as two or more operators within a single PE
can be unfused into two or more PEs.

In redeploying the modified version of distributed appli-
cation 204 (1.e., as depicted 1n FIG. SA), a first optimization
1s to redeploy only the PEs of distributed application 204
that have been modified. In the embodiment depicted 1n FIG.
5A, for example, redeploying only PE4, PES, and PE6
would be advantageous in that only PE4, PES, and PE6
and/or host node 212, host node 214, and host node 216 will
have to terminate and restart to implement the modifications
to distributed application 204 while PE1-PE3 executing on
host node 210 and PE7-PE10 executing on host node 218
can continue to execute. This first type of optimization 1s
herein referred to as “overlaying” a modified application or
“10b” on an existing instance of a deployed, distributed
application. Overlaying a modified application 1s therefore
advantageous at least in that 1t reduces downtime and
disruption resulting from modifying a currently executing
application, which 1s beneficial 1n multi-tenant and/or cloud
computing environments having SLAs that may impose
restrictions, 1n some cases severe restrictions (e.g., real-time
or streaming data processing and security applications), on
the permissible amount of downtime.

Embodiments of the present invention, however, recog-
nize that turther optimization may be possible to further
reduce downtime. More specifically, embodiments of the
present mnvention recognize that modifications to an existing,
instance of an application can be small relative to the overall
code and can affect only a small subset of PEs and/or
operators. To further reduce downtime and/or disruption to
an existing instance ol a distributed application, embodi-
ments or the present invention provide tools for performing,
a second, further optimization when overlaying a modified
application on the existing instance of the application. More
specifically, the second optimization identifies how and
where the distributed application has been modified and
determines whether modified PEs, operators, and/or other
functional code elements can be moved to other operators,
PEs, and/or nodes to minimize disruptions when overlaying
a modified application on an existing instance of the appli-
cation, as described 1n greater detail with respect to FIGS.
5B, 6, and 7.

In the embodiment depicted in FIG. 5B, distributed appli-
cation 204, as depicted 1in FIG. 5A, 1s further optimized to
reduce downtime and/or disruptions when overlaying the
modifications to distributed application 204 on an existing,
instance of distributed application 204. More specifically,
runtime engine 206 and compiler 208 operate, as described
with respect to FIGS. 6 and 7, to fuse (i.e., combine)
operator OP4C and operator OP6A into PES. Persons of
ordinary skill in the art will therefore understand that PES,
as depicted 1n FIG. 5B, includes all modified operators while
the operators within PE4 and PE6 (i.e., OP4A, OP4B,
OP6B, and OP6C) have not been modified with respect to
the prior version of distributed application 204. While
removing operator OP4C from PE4 and operator OP6 A from
PE6 can, 1n some embodiments, require that runtime engine
206 terminate and restart PE4 and PE6 to aflect the removal
of operators OP4C and OP6A from an existing instance of
distributed application 204, persons of ordinary skill 1n the
art will understand that this type of modification generally
incurs less downtime and/or disruption than moditying PE4
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and PE6 to incorporate the modifications to OP4C and
OP6A respectively. In combining operators OP4C, OP5A,
and OPS5B, OPSC, and OP6A 1n PES, the amount of time
required to restart and remmitialize PES may be extended
compared to PES as depicted in FIG. SA; PE4 and PE6
(and/or their respective nodes), however, will generally
restart and remitialize more quickly compared to PE4 and
PE6 as depicted i FIG. 5A and therefore reduce the
“overall” or “effective” downtime, or more generally reduce
disruption, associated with overlaying the modifications to
distributed application 204 because PE4 and PE6 can begin
processing data more quickly.

FIG. 6 1s a flowchart depicting operations for optimizing,
updates to a distributed data processing application, on a
computing device within the computing environment of
FIG. 4, 1n accordance with an embodiment of the present
invention. For example, FIG. 6 1s a flowchart depicting
operations 300 of compiler 208 within computing environ-
ment 200 of FIG. 4. In general, operations 300 of compiler
208 operate to translate high-level application code into
lower-level application code (e.g., translate source code to
object code). Additionally, operations 300 optimize the
compiled code based on changes to the application code
compared to previous version(s) ol the application code
and/or runtime environment information.

Operations 300 are mitiated when compiler 208 receives
source code representing a distributed data processing appli-
cation (e.g., distributed application 204; operation 302).
Compiler 208 selects segments of code (operation 304),
identifies any compiler hints provided by runtime engine
206 (as described with respect to FIG. 7; operation 306) and
determines whether compiler 208 can optimize the applica-
tion code to facilitate reallocation of functional code ele-
ments (e.g., operators or subset(s) ol operators) among PEs
(decision 308). In some embodiments, compiler 208 selects
at least one complete function (e.g., operator) for optimiza-
tion analysis (operation 304). Persons of ordinary skill in the
art will understand that compilers can optimize code 1n
various ways (e.g., modifying loops, conditional statements,
and recursive function) to reduce the size of the code and
increase the speed at which the code executes compared to
a literal translation of a higher-level programming language.
Optimized code 1s generally considered to be functionally
equivalent to the code written in the higher-level program-
ming language. Embodiments of the present mnvention real-
1ze an improvement in compiler optimization with respect to
distributed data processing applications by incorporating
runtime information and/or environment information into
the compiler optimization process to reduce the impact of
overlaying a distributed application over an existing instance
of the distributed application. In the embodiment depicted 1n
FIG. 6, compiler 208 obtains runtime information and/or
environment information in the form of compiler hints
(operation 306). In general, compiler hints represent various
types ol annotations made 1n a higher-level programming
language such that compiler 208 will interpret the annota-
tions as compiler hints. Persons of ordinary skill in the art
will understand that the format of compiler hints and the
types of information that can be communicated to a compiler
will vary based on the higher-level programming language
in use. Embodiments of the present mvention uftilize a
high-level programming language for distributed application
204 that supports the capabilities described with respect to
compiler 208 and runtime engine 206. As further described
with respect to FIG. 7, in various embodiments of the
present mvention a compiler hint can i1dentify a specific
change in the code, a specific type of change 1n the code,
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where 1n the code a change occurs, and/or 1dentity the PE(s)
and/or operator(s) associated with a change in the code.

In addition to utilizing the identified compiler hints, 1
any, to determine whether compiler 208 can optimize the
code to reduce the impact of overlaying a distributed appli-
cation over an existing instance of the distributed application
(operation 308), compiler 208 can utilize the behavior of
functions within the code to determine whether a functional
code element (e.g., an operator) can be moved elsewhere 1n
the code to optimize the code. In some embodiments,
compiler 208 utilizes three categories of functions to evalu-
ate changes 1n the code: (1) functions that can, 1n essence, be
processed anywhere within the code (e.g., logging functions,
print functions, etc.); (11) functions that mutate data and must
occur 1n a specific order such that dependent functions must
remain downstream (e.g., changing an attribute tloat fore-
cast_value); and (111) functions that do not mutate data 1n
anyway and can, 1n essence, be moved within the code so
long as their order with respect to any mutable function on
which they depend 1s maintained. Using such a three-
category system, for example, persons of ordinary skill 1n
the art will understand that compiler 208 can determine 1
and how compiler 208 can order various functional elements
within the code to optimize the code 1n conjunction with the
compiler hints. In some embodiments, various types of
compiler hints identify functions in accordance with the
aforementioned three-category system.

If compiler 208 can optimize the selected code segment to
reduce the impact of overlaying a distributed application
over an existing instance ol the distributed application
(decision 308, YES branch), compiler optimizes the selected
code segment (operation 310). In general, compiler 208
optimizes the code by determiming how to order functional
clements (e.g., operators) within the code to minimize the
overall disruptions associated with overlaying the distrib-
uted application on the existing instance. In some embodi-
ments, the optimization clusters modified and/or new func-
tions relative to previous version(s) of the code to the extent
permitted by the code (e.g., functions that mutate data and
functions that do not mutate data). With respect to the
embodiment depicted FIGS. 5A and 5B, compiler 208 can
facilitate the optimization depicted in FIG. 5B by placing
code related to operators OP4C, OP5SA, OPSB, OP3C, and
OP6A 1n an order that facilitates the deployment of each
within PES by runtime engine 206. Because 1t can be
difficult or impossible to move functions that mutate data
within the code, 1n general, 1t 1s advantageous for compiler
208 to cluster (1) modified functions that can be processed
anywhere within the code and (1) modified functions that do
not mutate data about modified functions that mutate data to
the extent permitted by such functions. In embodiments in
which the compiler hints 1dentify the PEs associated with
changes in the code, 1t 1s also advantageous to order modi-
fied functions within the code to facilitate deployment of the
modified code (e.g., via runtime engine 206) on a minimum
number of PEs (e.g., as described with respect to FIGS. 5A
and 5B) to reduce the number of PEs that must restart. In
some embodiments, the placement of any one code segment
and/or function may change as compiler 208 iterates through
operations 300 with respect to other parts of the code (e.g.,
performing subsequent iterations of operations 304-314).

Based on the optimized code segment, compiler 208
generates one or more compiler-scheduler hints (operation
312). Additionally, in some embodiments, one or more
developers may 1nject compiler-scheduler hints into the
source code to further help compiler 208 reduce downtime
when redeploying applications. Persons of ordinary skill in
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the art will readily understand that various forms of anno-
tations are widely used in respective programming lan-
guages. In general, compiler-scheduler hints are annotations
to the compiled program that are interpretable by runtime
engine 206 and that describe, at least 1n part, optimizations
performed by compiler 208 to reduce the impact of over-
laying the distributed application over the existing instance
of the distributed application. For example, a compiler-
scheduler hint can 1dentity a specific function that 1s reor-
dered (1.e., moved with respect to a previous version of the
code) within the optimized code, 1dentity the function type
ol a reordered function, 1dentily where a reordered function
appears within the code, and/or 1dentity PE(s) and/or opera-
tor(s) associated with a reordered function. In another
example, a compiler-scheduler hint 1dentifies an operation
on the data that 1s known to have no impact on downstream
processing, such as a test function.

As described with respect to FIG. 7, compiler-scheduler
hints are used by runtime engine 206 to minimize disruption
and the number of PEs and/or nodes that must restart when
overlaying the distributed application over the existing
instance of the distributed application.

In the embodiment depicted mn FIG. 6, the decision of
whether compiler 208 can optimize the code (decision 308)
1s made, at least 1n part, with respect to optimizations that
can be performed based on the runtime information and/or
environment mformation embodied by any compiler hints. If
compiler 208 determines that 1t cannot optimize the selected
code segment (decision 308, NO branch), compiler 208 can,
in some embodiments, make other forms of optimization not
dependent on the runtime information and/or environment
information. In embodiments 1n which compiler 208 per-
forms optimizations that are not dependent on the runtime
information and/or environment information, compiler 208
can execute multiple optimization operations on the selected
code segment 1n which various factors, such as minimal
overlay downtime, receive respective weighting values that
enable compiler 208 to balance competing objectives. In
general, compiler 208 performs iterations of operation 304-
314 (i.e., optimization cycles; decision 314, YES branch)
until compiler 208 has fully analyzed the received source
code. In some embodiments, compiler 208 performs opti-
mization cycles on only the portions of the received source
code that are modified relative to previous version(s) of the
source code (e.g., as 1dentified by compiler hint(s)) or that
are aflected by such modifications. In other embodiments,
compiler 208 performs optimization cycles on the entirety of
the received source code. If compiler 208 determines that
there 1s no additional code to optimize (decision 314, NO
branch), compiler 208 compiles the received source code, or
at least the modified portions (operation 316), and sends the
compiled application (e.g., 1n a .SAB file format) and the
compiler-scheduler hint(s), if any, to runtime engine 206
(operation 318).

FIG. 7 1s a flowchart depicting operations for optimizing,
updates to a distributed data processing application, on a
computing device within the computing environment of
FIG. 4, 1n accordance with an embodiment of the present
invention. For example, FIG. 7 1s a flowchart depicting
operations 400 of runtime engine 206 within computing
environment 200 of FIG. 4. In general operations 400 of
runtime engine 206 operate to overlay modifications to
distributed application 204 on the instance of distributed
application 204 already deployed on host nodes 210, 212,
214, 216, and 218 1in an etlicient manner.

Persons of ordinary skill in the art should understand that
some 1nstances of a distributed application can be repre-
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sented as a bundled set of compiled applications. For
example, 1n some embodiments, one or more processing
clements (e.g., PE1-PE10) and/or one or more operators
referenced herein may represent respective, smaller com-
piled applications within a larger distributed application
(e.g., distributed application 204). In such embodiments, the
optimization performed by runtime engine 206 (e.g., opera-
tions 400 as described with respect to FIG. 7) and/or
compiler 208 (e.g., operations 300 as described with
respected to FIG. 6) can occur across the larger distributed
applications (e.g., distributed application 204), as described
with respect to FIGS. 5A and 5B, or similarly within a
smaller compiled application (e.g., one or more of PE1-
PE10 representing a discrete, compiled application). In
embodiments where a distributed application comprises a set
of compiled applications distributed among a plurality of
host nodes (e.g., host nodes 210, 212, 214, 216, and 218),
optimizing the deployment of the distributed application can
include redistributing compiled applications among the plu-
rality of host nodes and/or redistributing PEs and/or opera-
tors among the compiled applications based on operations
300 and 400. Accordingly, various embodiments of the
preset invention provide optimization of a distributed appli-
cation comprised of a set of smaller compiled applications/
programs. The present mventions 1s not to be construed as
being limited to a distributed application consisting of a
single compiled application/program.

Operations 400 are initiated when runtime engine 206
receives a modified version of a distributed data processing
application for deployment within computing environment
200 (e.g., from a developer via a user interface ol manage-
ment node 202; operation 402). Runtime engine 206 iden-
tifies at least a most recent prior version of the application
(e.g., a version of the application presently deployed within
computing environment 200) and compares the received,
modified version of the application (1.e., a new version of the
distributed application) to the identified prior version(s) of
the application (e.g., existing .SAB file(s) or prior version(s)
of source code; operation 404) to identily change(s) made
relative to the prior version(s). For at least a subset of the
changes, runtime engine 206 generates respective compiler
hints (operation 406). In some embodiments, some changes
may not correspond to a type of compiler hint because, for
example, they are inconsequential enough to be 1gnored. As
described with respect to FIG. 6, in general, compiler hints
represent various types of annotations made 1n a higher-level
programming language such that compiler 208 will interpret
the annotations as compiler hints. A compiler hint can
identify a specific change 1n the code, a specific type of
change 1n the code, where 1n the code a change occurs, or
identify the PE(s) and/or operator(s) associated with a
change 1n the code. Any one change in the code can have one
or more compiler hints associated with the change. Runtime
engine 206 sends the modified application (e.g., the modi-
fied source code) and any compiler hints to compiler 208
(operation 408). Compiler 208 executes operations 300 on
the modified application in accordance with the generated
compiler hints and various optimization parameters, as
described with respect to FIG. 6. Runtime engine 206
receives the output of operations 300 of compiler 208
(operation 410).

If runtime engine 206 receives any compiler-scheduler
hint(s) from compiler 208 (decision 412, YES branch),
runtime engine 206 reallocates code among operators,
operators among PEs, and/or PEs among PEs based, at least
in part, on the compiler-scheduler hint(s) to minimize down-
time and/or disruption (e.g., a number of PEs and/or nodes
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that must restart) incurred as a result of overlaying the
modifications to the distributed application on the existing
instance of the distributed application (operation 414), as
described with respect to FIGS. SA and 5B. As described
with respect to FIG. 6, 1n general, compiler-scheduler hints
are annotations to the compiled program that are interpre-
table by runtime engine 206 and that describe, at least in
part, optimizations performed by compiler 208 to reduce the
impact of overlaying the distributed application over the
existing instance of the distributed application. A compiler-
scheduler hint can 1dentity a specific function that 1s reor-
dered (1.e., moved with respect to a previous version of the
code) within the optimized code, 1dentily the function type
ol a reordered function, 1dentily where a reordered function
appears within the code, and/or 1dentity PE(s) and/or opera-
tor(s) associated with a reordered function.

In addition to the compiler-scheduler hints, runtime
engine 206 analyzes runtime and computing environment
information including the available host nodes and the
computing resources that are available on each host node,
among other factors, to determine an optimal arrangement of
PE(s) and/or operators to minimize startup time/down time
and/or disruption when the modifications are overlaid on the
existing 1nstance of the distributed application. As described
with respect to FIGS. SA and 3B, it 1s advantageous to
allocate operator(s) and/or PEs such that (1) the minimum
number of PE(s) and/or nodes must terminate, restart, and
reinitialize; and (1) modified or new operators and PEs are
fused (1.e., combined) mto shared PE(s) or onto shared
node(s). In FIG. 5B, for example, combining operators
OP4C, OP5A, OP5B, OP5C, and OP6A 1nto PES, which is
the sole PE executing on host node 214, enables PE4 and
PE6 to restart and initialize faster than in the embodiment
depicted i FIG. SA, which can advantageously minimize
the “overall” or eflective downtime and/or disruption to the
system. Initialization of PEs, operators, and/or compiled
applications can include mitialization of the code; re-estab-
lishing socket connections to other compiled applications,
PEs, and/or operators; accessing one or more databases;
and/or opening one or more files, among various other
initialization activities known 1n the art. While compiler 208
may determine that the provisioning of PES as depicted in
FIG. 5B 1s optimal, 1n some embodiments runtime engine
206 may determine that host node 214 does not have
suflicient computing resources to support operations of
OP4C, OP5SA, OPSB, OPSC, and OP6A. In such cases,
runtime engine 206 can utilize runtime and computing
environment imnformation to allocate operator(s) among PEs,
for example, and/or PEs among nodes (e.g., host nodes 210,
212, 214, 216, and 218) based on the available computing
resources (e.g., processor, memory, network, and/or storage
capacities) to minimize downtime and disruptions when the
modifications are overlaid on the existing instance of the
distributed application. In addition, runtime engine 206, 1n
some embodiments, can utilize runtime and environment
information to optimize the distribution of PE(s) among the
available host nodes if runtime engine 206 does not receive
any compiler-scheduler hints from compiler 208 (decision
412, NO branch). Runtime engine 206 overlays the modi-
fication(s) to the distributed application onto the existing
instance of the distributed application based on the optimi-

zations performed by runtime engine 206 and/or compiler
208 (operation 416), as described herein.

What 1s claimed 1s:
1. A method for optimizing updates to a distributed data
processing application, the method comprising:
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comparing, by a runtime engine, a lirst version ol a
distributed application to a second version of the dis-
tributed application, the second version representing a
new version of the distributed application;

generating, by the runtime engine, one or more compiler
hints for at least one change, each compiler hint
describing an aspect of a respective change;

sending, by the runtime engine, the second version of the
distributed application and the one or more compiler
hints to a compiler;

receiving from the compiler, by the runtime engine, a
compiled second version of the distributed application
and at least one compiler-scheduler hint, each com-
piler-scheduler hint describing a respective optimiza-
tion made by the compiler to the compiled second
version ol the distributed application based, at least 1n
part, on the at least one change made to the first version
of the distributed application and the one or more
compiler hints; and

overlaying, by the runtime engine, the at least one change
made to the first version of the distributed application
based, at least 1n part, on the at least one compiler-
scheduler hint and the compiled second version of the
distributed application, wherein the at least one com-
piler-scheduler hint 1s upgrading the overlay by
regrouping a plurality of operators within the first
version of the distributed application that identify,
reallocate, and restart a plurality of processing elements
within the first version of the distributed application by
identifying the plurality of processing elements asso-
ciated with the at least one change 1n the compiled
second version of the distributed application, reallocat-
ing the plurality of operators to the plurality of pro-
cessing elements associated with the compiled second
version of the distributed application, and minimizing,
a downtime associated with the overlay of the at least
one change over the first version of the distributed
application.

2. The method of claim 1, wherein overlaying, by the
runtime engine, the at least one change made to the first
version ol the distributed application based, at least 1n part,
on the at least one compiler-scheduler hint and the compiled
second version of the distributed application further com-
Prises:

identifying, by the runtime engine, a first processing
clement executing at least a first operator and a second
processing element executing at least a second opera-
tor, the first operator and the second operator (1) includ-
ing respective changes made to the first version of the
distributed application and (1) representing code
executing on an 1instance of the first version of the
distributed application that 1s deployed 1n a distributed
computing environment;

reallocating, by the runtime engine, the first operator to
the second processing element based, at least in part, on
a compiler-scheduler hint representing an optimization
made by the compiler with respect to code representing
the first operator; and

restarting, by the runtime engine, the first processing
clement and the second processing element, wherein
reallocating the first operator to the second processing
clement mimmizes downtime required to overlay the
respective changes made to the first version of the
distributed application and included in the first an
second operator.

3. The method of claim 2, wherein reallocating the first

operator to the second processing element reduces a count of
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processing clements that the runtime engine restarts to
overlay the at least one change made to the first version of
the distributed application.

4. The method of claim 2, wherein reallocating the first
operator to the second processing element reduces a count of
nodes that the runtime engine restarts to overlay the at least
one change made to the first version of the distributed
application, a plurality of nodes hosting respective process-
ing elements of a plurality of processing elements that
includes the first processing element and the second pro-
cessing clement.

5. The method of claim 2, wherein the runtime engine
reallocates the first operator to the second processing ele-
ment based at least 1n part on runtime information and
computing environment information describing the instance
of the first version of the distributed application that is
deployed in the distributed computing environment.

6. The method of claim 2, further comprising;:

identifying, by the compiler, the respective changes made
to the first version of the distributed application in the
first operator and the second operator based, at least 1n
part, on respective compiler hints;

reordering, by the compiler, code representing the respec-
tive changes made to the first version of the distributed
application 1n the first operator and the second operator
to optimize the second version of the distributed appli-
cation by generating compiled code that permits the
runtime engine to minimizing downtime when over-
laying the at least one change made to the first version
of the distributed application; and

generating, by the compiler, one or more compiler-sched-
uler hints that describe, at least 1n part, the reordering
of the code representing the respective changes made to
the first version of the distributed application in the first
operator and the second operator.

7. The method of claim 1, wherein the distributed appli-

cation 1s a streaming data processing application.
8. The method of claim 7, wherein the streaming data
processing application executes within a cloud computing
environment.
9. A computer program product for optimizing updates to
a distributed data processing application, the computer pro-
gram product comprising;
a computer readable storage medium and program
istructions stored on the computer readable storage
medium, the program instructions comprising:
program instructions to compare, by a runtime engine,
a first version of a distributed application to a second
version ol the distributed application, the second
version representing a new version of the distributed
application;

program 1nstructions to generate, by the runtime
engine, one or more compiler hints for at least one
change, each compiler hint describing an aspect of a
respective change;

program instructions to send, by the runtime engine, the
second version of the distributed application and the
one or more compiler hints to a compiler;

program 1nstruction to receive from the compiler, by
the runtime engine, a compiled second version of the
distributed application and at least one compiler-
scheduler hint, each compiler-scheduler hint describ-
ing a respective optimization made by the compiler
to the compiled second version of the distributed
application based, at least 1n part, on the at least one
change made to the first version of the distributed
application and the one or more compiler hints; and
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program 1nstructions to overlay, by the runtime engine,
the at least one change made to the first version of the
distributed application based, at least in part, on the
at least one compiler-scheduler hint and the com-
piled second version of the distributed application,
wherein program instructions of the at least one
compiler-scheduler hint 1s upgrading the overlay by
regrouping a plurality of operators within the first
version ol the distributed application that identity,
reallocate, and restart a plurality of processing ele-
ments within the first version of the distributed
application by identifying the plurality of processing
clements associated with the at least one change in
the compiled second version of the distributed appli-
cation reallocating the plurality of operators to the
plurality of processing elements associated with the
compiled second version of the distributed applica-
tion, and minimizing a downtime associated with the
overlay of the at least one change over the first
version ol the distributed application.
10. The computer program product of claim 9, wherein
the program 1nstructions to overlay, by the runtime engine,
the at least one change made to the first version of the
distributed application based, at least in part, on the at least
one compiler-scheduler hint and the compiled second ver-
sion of the distributed application further comprise:
program instructions to identily, by the runtime engine, a
first processing element executing at least a first opera-
tor and a second processing element executing at least
a second operator, the first operator and the second
operator (1) including respective changes made to the
first version of the distributed application and (11)
representing code executing on an instance of the first
version of the distributed application that 1s deployed in
a distributed computing environment;

program 1instructions to reallocate, by the runtime engine,
the first operator to the second processing element
based, at least 1n part, on a compiler-scheduler hint
representing an optimization made by the compiler
with respect to code representing the first operator; and

program 1nstructions to restart, by the runtime engine, the
first processing element and the second processing
clement, wherein reallocating the first operator to the
second processing eclement minimizes downtime
required to overlay the respective changes made to the
first version of the distributed application and included
in the first and second operator.

11. The computer program product of claim 10, wherein
the program instructions to reallocate the first operator to the
second processing element reduces a count of processing
clements that the runtime engine restarts to overlay the at
least one change made to the first version of the distributed
application.

12. The computer program product of claim 10, wherein
the program 1nstructions to reallocate the first operator to the
second processing element reduces a count of nodes that the
runtime engine restarts to overlay the at least one change
made to the first version of the distributed application, a
plurality of nodes hosting respective processing elements of
a plurality of processing elements that includes the first
processing element and the second processing element.

13. The computer program product of claim 10, wherein
the program instructions to reallocate, by the runtime
engine, the first operator to the second processing element
reallocate the first operator to the second processing element
based at least in part on runtime information and computing,
environment iformation describing the instance of the first
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version of the distributed application that 1s deployed in the
distributed computing environment.
14. The computer program product of claim 10, the
program 1instructions further comprising:
program 1nstructions to identily, by the compiler, the
respective changes made to the first version of the
distributed application in the first operator and the
second operator based, at least in part, on respective
compiler hints;
program 1nstructions to reorder, by the compiler, code
representing the respective changes made to the first
version of the distributed application 1n the first opera-
tor and the second operator to optimize the second
version of the distributed application by generating
compiled code that permits the runtime engine to
minimizing downtime when overlaying the at least one
change made to the first version of the distributed
application; and
program 1nstructions to generate, by the compiler, one or
more compiler-scheduler hints that describe, at least in
part, the reordering of the code representing the respec-
tive changes made to the first version of the distributed
application 1n the first operator and the second operator.
15. A computer system for optimizing updates to a dis-
tributed data processing application, the computer system
comprising:
one or more computer processors;
one or more computer readable storage media;
program 1instructions stored on the one or more computer
readable storage media for execution by at least one of
the one or more processors, the program instructions
comprising:
program 1nstructions to compare, by a runtime engine, a
first version of a distributed application to a second
version of the distributed application, the second ver-
sion representing a new version of the distributed
application;
program 1nstructions to generate, by the runtime engine,
one or more compiler hints for at least one change, each
compiler hint describing an aspect of a respective
change;
program 1instructions to send, by the runtime engine, the
second version of the distributed application and the
one or more compiler hints to a compiler;
program 1instruction to receirve ifrom the compiler, by the
runtime engine, a compiled second version of the
distributed application and at least one compiler-sched-
uler hint, each compiler-scheduler hint describing a
respective optimization made by the compiler to the
compiled second version of the distributed application
based, at least 1n part, on the at least one change made
to the first version of the distributed application and the
one or more compiler hints; and
program instructions to overlay, by the runtime engine,
the at least one change made to the first version of the
distributed application based, at least 1n part, on the at
least one compiler-scheduler hint and the compiled
second version of the distributed application, wherein
program 1nstructions of the at least one compiler-
scheduler hint 1s upgrading the overlay by regrouping
a plurality of operators within the first version of the
distributed application that identily, reallocate, and
restart a plurality of processing elements within the first
version of the distributed application by 1dentitying the
plurality of processing elements associated with the at
least one change in the compiled second version of the
distributed application, reallocating the plurality of
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operators to the plurality of processing elements asso-
ciated with the compiled second version of the distrib-
uted application, and minimizing a downtime associ-
ated with the overlay of the at least one change over the
first version of the distributed application.
16. The computer system of claim 15, wherein the pro-
gram instructions to overlay, by the runtime engine, the at
least one change made to the first version of the distributed
application based, at least in part, on the at least one
compiler-scheduler hint and the compiled second version of
the distributed application further comprise:
program 1nstructions to 1dentity, by the runtime engine, a
first processing element executing at least a {irst opera-
tor and a second processing element executing at least
a second operator, the first operator and the second
operator (1) including respective changes made to the
first version of the distributed application and (11)
representing code executing on an instance of the first
version of the distributed application that 1s deployed 1n
a distributed computing environment;

program 1nstructions to reallocate, by the runtime engine,
the first operator to the second processing element
based, at least 1n part, on a compiler-scheduler hint
representing an optimization made by the compiler
with respect to code representing the first operator; and

program 1instructions to restart, by the runtime engine, the
first processing element and the second processing
clement, wherein reallocating the first operator to the
second processing element minimizes downtime
required to overlay the respective changes made to the
first version of the distributed application and included
in the first and second operator.

17. The computer system of claim 16, wherein the pro-
gram 1nstructions to reallocate the first operator to the
second processing element reduces a count of processing
clements that the runtime engine restarts to overlay the at
least one change made to the first version of the distributed
application.

10

15

20

25

30

35

24

18. The computer system of claim 16, wherein the pro-
gram 1nstructions to reallocate the first operator to the
second processing element reduces a count of nodes that the
runtime engine restarts to overlay the at least one change
made to the first version of the distributed application, a
plurality of nodes hosting respective processing elements of
a plurality of processing elements that includes the first
processing element and the second processing element.

19. The computer system of claim 16, wherein the pro-
gram 1instructions to reallocate, by the runtime engine, the
first operator to the second processing element reallocate the
first operator to the second processing element based at least
in part on runtime information and computing environment
information describing the instance of the first version of the
distributed application that 1s deployed 1n the distributed
computing environment.

20. The computer system of claim 16, the program
instructions further comprising:

program 1nstructions to identily, by the compiler, the

respective changes made to the first version of the
distributed application 1n the first operator and the
second operator based, at least in part, on respective
compiler hints;

program 1nstructions to reorder, by the compiler, code

representing the respective changes made to the first
version of the distributed application 1n the first opera-
tor and the second operator to optimize the second
version ol the distributed application by generating
compiled code that permits the runtime engine to
minimizing downtime when overlaying the at least one
change made to the first version of the distributed
application; and

program 1nstructions to generate, by the compiler, one or

more compiler-scheduler hints that describe, at least 1n
part, the reordering of the code representing the respec-
tive changes made to the first version of the distributed
application 1n the first operator and the second operator.
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