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DEVICE AND METHOD FOR MITIGATING
CYCLE-SKIPPING IN FULL WAVEFORM
INVERSION

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application 1s related to and claims the benefit
of priority of U.S. Provisional Application 61/9235,709 filed
Jan. 10, 2014, titled, “CSKIP: A probabilistic QC for Cycle-
Skipping in Full Waveform Inversion,” authored by A.
Sansigre and A. Ratcliffe; U.S. Provisional Application
61/927,194, filed Jan. 14, 2014, titled, “Effective Cycle
Skipping Reduction Through Adaptive Data Selection for
Full Waveform Inversion,” authored by H. B1 and T. Lin;
U.S. Provisional Application 61/945,843 filed Feb. 28, 2014,
titled, “Determining the Maximum Frequency to be used in
a time-domain FWI update of a velocity model,” authored
by A. Sansigre and A. Ratclifie; and U.S. Provisional Appli-
cation 62/021,027 filed Jul. 4, 2014, titled, “A probabilistic
welghting scheme for the Full Wavetform Inversion cost
function,” authored by D'afonseca et. al., the entire contents
of which are incorporated herein by reference.

BACKGROUND

Technical Field

Embodiments of the subject matter disclosed herein gen-
crally relate to methods and systems and, more particularly,
to mechamsms and techniques for mitigating cycle-skipping
in full wavelorm inversion (FWI).

Discussion of the Background

Seismic data acquisition and processing generate a profile
(image) of the geophysical structure (subsurface) under the
seafloor. While this profile does not provide an accurate
location for o1l and gas, 1t suggests, to those trained 1n the
field, the presence or absence of o1l and/or gas. Thus,
providing a high-resolution 1mage of the subsurface 1s an
ongoing process for the exploration of natural resources,
including, among others, o1l and/or gas.

During a seismic gathering process, as shown for instance
in the marine case i FIG. 1, a vessel 110 tows plural
detectors 112, which are disposed along a cable 114. Cable
114 and its corresponding detectors 112 are sometimes
referred to, by those skilled in the art, as a streamer 116.
Vessel 110 may tow plural streamers 116 at the same time.
Streamers may be disposed horizontally, 1.e., lie at a constant
depth z, relative to the ocean surface 118. Also, plural
streamers 116 may form a constant angle (1.¢., the streamers
may be slanted) with respect to the ocean surface as dis-
closed 1n U.S. Pat. No. 4,992,992, the entire content of
which 1s mcorporated herein by reference. In one embodi-
ment, the streamers may have a curved profile as described,
for example, 1n U.S. Pat. No. 8,593,904, the entire content
of which 1s icorporated herein by reference.

Still with reference to FIG. 1, vessel 110 may also tow a
seismic source 120 configured to generate an acoustic wave
122a. Acoustic wave 122a propagates downward and pen-
ctrates the seafloor 124, eventually being reflected by a
reflecting structure 126 (reflector R). Reflected acoustic
wave 1225b propagates upward and 1s detected by detector
112. For simplicity, FIG. 1 shows only two paths 122q
corresponding to the acoustic wave. Parts of reflected acous-
tic wave 1226 (primary) are recorded by various detectors
112 (recorded signals are called traces), while parts of
reflected wave 122¢ pass detectors 112 and arrive at the
water surface 118. Since the mterface between the water and
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air 1s well approximated as a quasi-perfect retlector (1.e., the
water surface acts as a mirror for acoustic waves), reflected
wave 122c¢ 1s reflected back toward detector 112 as shown by
wave 1224 1n FIG. 1. Wave 1224 1s normally referred to as
a ghost wave because i1t 1s due to a spurious reflection.
Ghosts are also recorded by detector 112, but with a reverse
polarity and a time lag relative to primary wave 1225 11 the
detector 1s a hydrophone. The degenerative effect that ghost
arrival has on seismic bandwidth and resolution 1s known. In
essence, interierence between primary and ghost arrivals
causes notches, or gaps, in the frequency content recorded
by detectors.

Recorded traces may be used to determine the subsurface
(1.e., earth structure below surface 124) and to determine the
position and presence of reflectors 126, which 1s associated
with the detection of o1l and/or gas reservoirs. However,
ghosts disturb the accuracy of the final 1image of the sub-
surface and, for at least this reason, various methods exist for
removing the ghosts, 1.e., deghosting, from the acquired
seismic data.

FWI 1s one established tool 1n the toolbox of velocity
model building. A key practical 1ssue 1n 1ts successiul
application 1s avoiding convergence to a local minimum
during the inversion process. A large part of this local
minimum problem 1s caused by the oscillatory nature of the
seismic data and manifests itself as cycle-skipping on the
data, with the model converging to the wrong event in the
shot record. There 1s academic and industry activity 1n this
area, although the standard way of addressing this problem
1s the hierarchical multi-scale approach proposed by Bunks
et al. (1995, “Multiscale seismic wave-form inversion,”
Geophysics, 60, 1,457-1,473). In thus method, successive
inversions are performed with an increasing high-frequency
cut-oil value, and the assumption 1s that the starting point 1n
this process, namely the data at the lowest available fre-
quency, 1s not cycle-skipped.

However, existing methods are not always eflicient or, 1f
they are, they are expensive. Thus, there 1s a need to develop
new FWI methods that mitigate cycle-skipping, or to
develop QC (quality control) methods that can indicate data
prone to cycle-skipping prior to running the FWI algorithms.

SUMMARY

According to an embodiment, there 1s a method for
identifying seismic traces prone to cycle-skipping i a full
wavelorm mversion method. The method includes receiving
recorded seismic data recorded with seismic sensors over a
subsurface of interest; selecting a model that describes the
subsurface; calculating, based on the model and the recorded
seismic data, estimated seismic data; and choosing a proba-
bilistic measure that characterizes a relationship between the
recorded seismic data and the estimated seismic data. The
probabilistic measure includes at least one statistical func-
tion.

According to another embodiment, there 1s a method for
determining a weight based on a data selection analysis. The
method 1ncludes receiving recorded seismic data d,_
recorded with seismic sensors over a subsurface of interest;
estimating seismic data d__. based on a starting model of the
surveyed subsurface; calculating a travel-time difference
(At) between the recorded data d . and the estimated data
d

; converting the travel-time difference (At) to a phase

esi

difference; selecting seismic data with a phase difference
between the recorded and estimated data of less than a half
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cycle; and feeding the selected seismic data to a full-wave
inversion (FWD model for calculating physical properties of
the subsurface of interest.

According to yet another embodiment, there 1s a comput-
ing device for identifying seismic traces prone to cycle-
skipping 1n a full waveform 1nversion method. The comput-
ing device includes an interface configured to receive
recorded seismic data recorded with seismic sensors over a
subsurface of interest; and a processor connected to the
interface. The processor 1s configured to select a model that
describes the subsurface, calculate, based on the model and
the recorded seismic data, estimated seismic data, and
choose a probabilistic measure that characterizes a relation-
ship between the recorded seismic data and the estimated
seismic data. The probabilistic measure includes at least one
statistical function.

According to still another embodiment, there 1s a com-
puting device for determining a weight based on a data
selection analysis. The computing device includes an inter-
face configured to receive recorded seismic data d __
recorded with seismic sensors over a subsurface of interest;
and a processor connected to the interface. The processor 1s
configured to estimate seismic data d__, based on a starting
model of the surveyed subsurface, calculate a travel-time
difference (At) between the recorded data d . and the
estimated data d__,, convert the travel-time diflerence (At) to
a phase difference, select seismic data with a phase difler-
ence between the recorded and estimated data of less than a
half cycle, and feed the selected seismic data to a full-wave
inversion (FWI) model for calculating physical properties of
the subsurface of interest.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and constitute a part of the specification, illustrate one or
more embodiments and, together with the description,
explain these embodiments. In the drawings:

FIG. 1 1s a schematic diagram of a conventional marine
seismic data acquisition system having a horizontal
streamer;

FIG. 2 1s a flowchart of an FWI method;

FIG. 3 1llustrates a recorded trace and an estimated trace:

FI1G. 4 1llustrates the oscillatory nature of the cost func-
tion;

FIG. SA 1llustrates a cost function for a given time delay,
FIG. 5B 1illustrates the probability distribution function of
the measured time delay, also known as the probability
density, FIG. 5C 1llustrates the probability distribution func-
tion of the measured frequency, and FIG. 3D illustrates the
probability of cycle-skipping versus time delay calculated
based on a probabilistic measure according to an embodi-
ment;

FIG. 6 1s a flowchart of a QC method for mitigating
cycle-skipping based on a probabilistic measure;

FIG. 7 1s a flowchart of a QC method for mitigating
cycle-skipping based on another probabilistic measure;

FIG. 8 15 a flowchart of a method that weights terms of a
cost function based on a probabilistic measure;

FIG. 9 1s a flowchart of another method that weights terms
ol a cost function based on a data selection analysis;

FIG. 10A 1illustrates recorded seismic data, FIG. 10B
illustrates estimated seismic data and FIG. 10C 1llustrates a
result of data selection that mitigates cycle-skipping; and
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FIG. 11 1s a schematic diagram of a computing device that
can 1mplement any of the methods discussed herein.

DETAILED DESCRIPTION

The following description of the exemplary embodiments
refers to the accompanying drawings. The same reference
numbers 1n different drawings identify the same or similar
clements. The following detailed description does not limait
the mnvention. Instead, the scope of the invention 1s defined
by the appended claims.

Retference throughout the specification to “one embodi-
ment” or “an embodiment” means that a particular feature,
structure or characteristic described 1n connection with an
embodiment 1s included 1n at least one embodiment of the
subject matter disclosed. Thus, the appearance of the phrases
“mn one embodiment” or “in an embodiment” 1n various
places throughout the specification 1s not necessarily refer-
ring to the same embodiment. Further, the particular fea-
tures, structures or characteristics may be combined in any
suitable manner in one or more embodiments.

As noted 1mn the Background section, land or marine
se1smic surveys can be used to extract rock properties and
construct reflectivity images of the subsurface. Such surveys
can provide an accurate 1mage of the subsurface structure of
the portion of the earth being surveyed. The subsuriace
structure may be associated with mineral resources and/or
hydrocarbons reservoirs. To model and 1mage the subsur-
face, one needs to know at least the seismic velocity Vp of
the compressional waves, also known as P-waves or primary
waves. In a portion of the volume of the FEarth, Vp may be
estimated 1n various ways.

FWI 1s one known method for analyzing seismic data.
FWI 1s able to produce models 1n a subsurface region of
physical properties such as Vp that have high fidelity and are
well-resolved spatially. FWI seeks to extract the properties
of subsurface rocks from a given seismic dataset recorded at
the surface or seabed.

Essentially, the FWI technique generates a two- or three-
dimensional model to represent the surveyed subsurface and
then attempts to control the properties and parameters of the
Earth model to generate estimated seismic data that matches
the recorded seismic data.

The estimated seismic data may be calculated from the
subsurface model based, for example, on the full two-way
wave equation. FWI 1s an iterative process requiring a
starting model. An accurate starting model for FWI may be
provided by travel-time tomography. FWI can extract, for
example, physical properties (Vp and Vs velocities, attenu-
ation, density, anisotropy) of the surveyed subsurface.
P-wave velocity Vp 1s a desired parameter on which the
subsequent construction of the other parameters depends
heavily upon. However, other parameters may be used in the
following embodiments, either alone or 1n combination. The
nature and number of parameters used 1n a model associated
with a subsurface depends on the application.

The model 1s used to calculate an estimate of the seismic
dataset. The estimated seismic dataset 1s then compared to
the recorded seismic dataset. Then, through use of a con-
vergent numerical iteration, the parameters of the model are
modified until the estimated seismic dataset matches the
recorded seismic data to a suilicient degree of accuracy or
until a desired degree of convergence 1s obtained.

A general method of updating the model with the FWI
method 1s now described with regard to FIG. 2. FWI
typically operates on the principle of iteratively updating the
starting model to minimize (or maximize) a cost function
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through repeated calculations. In step 200, recorded seismic
data 1s recerved. The recorded seismic data may be recorded
on land or 1n a marine environment. It may be recorded with
hydrophones, geophones, accelerometers, or any combina-
tion of these and other sensors. In step 202, a model 1s
chosen (e.g., selected from an existing library, calculated
based on existing data about the surveyed subsurface, etc.)
and seismic data 1s estimated based on the current model. In
step 204, a cost function 1s defined. The cost function may
be a measure of the mismatch or similarity between the
recorded seismic data and the estimated seismic data. It the
cost function 1s selected to represent the mismatch between
the recorded and estimated seismic data, 1t may compare
traces from the two sets of data, for example, by subtracting
one trace from another, 1.e., one trace from each set of
recorded and estimated seismic data.

Due to the non-linearity in the relationship between the
model and the data, the cost function used 1 FWI may
oscillate, rather than have a monotonic behavior. Because of
this, 1t 1s necessary to have a sufliciently accurate starting
model to achieve global minimum convergence. The cost
function can be formulated in the frequency domain, the
time domain or any other suitable domain.

Traditionally, localized gradient-based methods are used
in step 206 for calculating the cost function. These methods
iteratively update the existing model 1n a direction that
derives from the cost function’s direction of steepest
descent. For this reason, after the cost function has been
calculated 1 step 206, a given criterion (1.e., a predeter-
mined condition) 1s checked in step 208. If the predeter-
mined condition 1s not met, for example, how close the
estimated data 1s to the recorded data, the process advances
to step 210 1n which the starting model 1s updated and a new
data estimate 1s calculated. Then, the process returns to step
206 to recalculate the cost function. This FWI 1s a local
iterative mversion scheme and the process makes 1n step 210
a series of step-wise improvements to the model, which
successively reduces the cost function toward the predeter-
mined condition.

Note that iteration steps 210 and 206 are necessary
because the problem to be solved 1s non-linear, and the
inverse problem has been linearized in particular stages.
Implicitly, traditional inverse methods invoke the Born
approximation, which assumes that the perturbation to a
wave-lield produced by changing a model 1s linearly related
to the change in the model.

When the predetermined condition 1s met 1n step 208, the
process advances to step 212, in which an accurate model
has been obtained. The calculated model may then be used
to calculate various parameters of the subsurface, generate
an 1mage of the subsurface, generate a velocity model, etc.

The above method, 11 converging to the global minimum,
will lead to a model which 1s a correct representation of the
surveyved subsurtace. However, there are some difliculties
associated with obtaining the desired convergence.

As discussed above, FWI methodology for the cost func-
tion relies upon a gradient method to solve the inverse
problem. This requires that the estimated data generated
from the starting model match the observed travel times to
within half a cycle. However, recorded seismic data 1s
limited 1n 1ts frequency bandwidth. This means that real

seismic signals are oscillatory.
This problem 1s illustrated based on FIGS. 3 and 4, which

correspond to FIGS. 4 and 5 of U.K. Patent Application GB
2509223, FIG. 3 shows a trace 300 corresponding to
recorded seismic data and a trace 302 corresponding to
estimated seismic data as a function of time (on the vertical
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axis). Trace 300 1s received 1n step 200 and trace 302 is
estimated 1n step 202. FIG. 4 shows a cost function 400 that
calculates a difference between traces 300 and 302 for a
range of trial time shifts. As shown, the value of the cost
function, or misfit, or objective function, 1s oscillatory as a
function of this time shift. Thus, an 1naccurate starting model
may generate estimated data that 1s more than half a cycle in
error with respect to the recorded data. Such a situation 1s
referred to as “cycle-skipped.” When this occurs, because

the methodology seeks only a local mimmum, FWI will tend
to modily the sub-surface model such that the estimated and
recorded data are brought into alignment at the nearest cycle,
and this will neither correspond to their correct alignment
nor to the correct model. This misalignment to the nearest
cycle will reduce the data misiit, and typical FWI schemes
will become stranded 1n this position.

Consequently, as 1llustrated above, for successtul conver-
gence, the estimated seismic data needs to lie within half a
wave cycle of the recorded data at the lowest useable
frequency. In other words, the starting model needs to be
sufliciently accurate to match the recorded seismic data to
within half a wave cycle, otherwise FWI may mis-converge
to a cycle-skipped local minimum.

As discussed above, the origin of cycle-skipping lies 1n
the industrial FWI implementations that use a gradient-
based algorithm that can only converge to the minimum in
the model domain, that 1s, “local” to the starting point. While
more sophisticated inversion algorithms exist that do not
suller the drawbacks of gradient-based techniques, they are
much more expensive, and their application 1s beyond
current practical implementations of FWI 1n the seismic
industry.

Determining whether a given velocity model 1s good
enough becomes an exercise in checking whether every
trace 1n the shot record 1s not cycle-skipped. While this 1s
suflicient to ensure convergence to the global mimmum,
given the non-linear and iterative nature of FWI, having
every trace non-cycle-skipped 1s not a necessary condition.
It was shown that a basic phase difference between recorded
and estimated data can be used to highlight areas of cycle-
skipping (Shah et al., 2012, “Quality assured full-waveform
inversion: Ensuring starting model adequacy,” 82”¢ Annual
International Meeting, SEG, Expanded Abstracts, 1-5). Such
a quality control (QC) method requires some degree of
interpretation to extract the necessary imnformation.

According to an embodiment, an approach based on a
probabilistic interpretation of frequency and/or time-shift 1s
now discussed with regard to a QC method. Note that the QC
method discussed herein detects traces that are likely to
experience cycle-skipping. Synthetic or estimated traces are
created using the starting velocity model, and the difference
between the estimated and recorded data gives a cost func-
tion to be minimized by FWI. If the estimated traces have a
delay time At compared to the recorded traces, and the time
delay At is greater than (2<f>)"', where <f> is the mean
frequency of the data, then gradient methods will converge
toward a local minimum and the updated velocity model will
be biased. Thus, a QC approach is therefore to check that the
time delay is smaller than (2<f>)"". Note that according to
an embodiment, the mean frequency 1s calculated for a given
trace. It 1s known that each trace includes all the frequencies
in the seismic range of interest, e.g., between 1 and 300 Hz.
Thus, the mean frequency for a given trace 1s expected to be
similar to any other trace. When the mean frequency 1s
calculated, the power spectrum of a trace 1s represented
versus the frequency, often the trace has been high-cut
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filtered to the lowest useable frequency, and this 1s used for
calculating the mean frequency.

Both the time delay At and the mean frequency <> will
sufler from uncertainties, and these should be taken into
account when quantifying the risk of cycle-skipping 1n the
inversion. According to an embodiment, a statistical estima-
tor or operator or probabilistic measure may be used for the
delay time. For example, a probability distribution, or den-
sity, function (PDF) 1s used as the estimator, and the PDF 1s
characterized by the mean delay time <At> and a standard
deviation o,,. Interpreting the amplitude spectrum (i.e.,
distribution of power amplitude versus frequency) of the
estimated data as the PDF of the frequency, it 1s possible to
derive a mean frequency <t> and associated uncertainty o,
Then, 1t 1s possible to derive the cumulative distribution
tfunction (CDF) for the probability of cycle-skipping which,
according to an implementation, 1s given by:

(1)

where T 1s a dummy time variable, and the vertical line
inside equation (1) means that the PDF depends on o,, and
0. An example in this sense 1s provided later. Note that in
one embodiment, the CDF 1s calculated for each trace.

The above-discussed concepts are illustrated in FIGS.
5A-D. FIG. SA illustrates the cost function used to infer the
time delay between the recorded data and the estimated data.
The global minimum represents the correct time delay while
the other minima are cycle-skipped. The PDF for the time
delay derived from FIG. 5A 1s illustrated in FIG. 5B. The
amplitude spectrum of the seismic data interpreted as the
PDF of the frequency 1s illustrated in FIG. 5C, and FI1G. 5D
illustrates the probability of cycle-skipping, Q (=1-CDF), as
a Tunction of the time delay. Note that () does not sufler from
wrap-around, 1.e., for large values of the time delay, it
continues to have a value of 1. The time delay corresponding
to Q=0.5 1s shown 1n FIG. 5D as an indication of the cycle
skipping criterion if there were no uncertainties present. A
threshold for Q can be chosen above which the risk of
cycle-skipping 1s considered unacceptable and traces where
(Q exceeds this threshold are flagged so that the operator can
decide how to handle those traces.

A method that calculates a probabilistic QC measure for
cycle-skipping 1n full wavelform inversion i1s now discussed
with regard to FIG. 6. The method includes a step 600 of
receiving recorded seismic data (d,, ) recorded with seismic
sensors over a subsurface of interest, a step 602 of selecting
a model (m) that describes the subsurface, a step 604 of
calculating, based on the model m and the recorded seismic
data d,_ _, estimated seismic data (d__), and a step 606 of
choosing a probabilistic measure (e.g., the CDF or Q) that
characterizes a relationship between the recorded seismic

ata d ___ and the estimated seismic data d__. The probabi-
listic measure includes at least one statistical function
(PDF). As noted above, the probabilistic measure (Q 1n this
embodiment) 1s a probability that the corresponding trace
will experience cycle-skipping.

Note that the QC procedure discussed above informs the
operator which traces may create problems for the FWI
methods, but does not remove or correct or update the traces
to avoid these problems. Thus, the embodiments discussed
above disclose how a probabilistic interpretation of mea-
sured time-shifts and frequency content can provide a robust
and reliable QC of cycle-skipping in FWI, thus evaluating
the suitability, or not, of a given starting model in 602.

According to another embodiment, it 1s possible to deter-
mine a probabilistic measure that relies on the measured
time delay At between the recorded data d,_ . and estimated

CDFA)=fAPDF(({t{ =[2) 1) 171 16,,0)d
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data d__, and indicates what 1s the maximum frequency that
can be used without compromising the inversion. This
means that the probabilistic measure 1s capable of indicating
data 1n a trace that can be used 1n the FWI while other data
in the trace cannot. In this regard, given an amplitude
spectrum S(I) for a trace or for the entire recorded seismic
data, the mean frequency <> i1s given by:

() =l SreS(Hdf

k) (2)
where 1 . and I are the minimum and maximum {fre-

quencies of interest. If the time delay 1s fulfilling

At=(2(f) )", then gradient-based algorithms will converge
toward a local minimum rather than the global one and,
hence, the updated velocity model will be cycle-skipped.
Thus, according to an embodiment, time delay At 1s used
to define the maximum Irequency to be used for FWI
purposes that avoids cycle-skipping. Note that each recorded
trace includes all or most of the frequencies of interest, and
the method discussed herein limits the frequency spectrum
to be used for the FWI by calculating a new 1 ___ that

prevents cycle-skipping. More specifically, the limit for
1s selected such that:

(1) <2an.

(3)
In one implementation, the highest value of I 1s chosen
by itegrating the amplitude spectrum S(I) so that the

condition of equation (3) 1s fulfilled, which results 1n:

I TreS(d<(2n)".

o (4)

However, note that there are other methods of deriving the
characteristic frequency, such as a predictive error filter, etc.

According to another embodiment, a probabilistic method
that implements equation (3) 1s now exemplified. Those
skilled 1n the art would know that other probabilistic func-
tions may be used to implement equation (3). The probabil-
ity Q of the time delay At exceeding a predetermined

threshold 1s given by probabilistic measure Q:

ot A 05, ) 1) .0)=1-f, > PDF (), (5)

where T 1s a dummy time variable. The PDF includes
uncertainties in the mean time delay (At) and the mean

frequency (f), namely o,, and o, One possible form of the
PDF may be:

(6)

1 ({ABD?

1 22,1 2,04
PDF (1) = _e (AT,

(e + ez

Those skilled 1n the art would appreciate that other forms
for the PDF may be used, or even other statistical functions
instead of the PDF.

The predetermined threshold T may be selected, 1n one
embodiment, such that any trace having its probability ()
value larger than T 1s considered unacceptable for FWI, 1.e.,
that trace 1s prone to cycle-skipping. Thus, the time t at
which Q(t)=1 may be calculated. In one embodiment, the
value of the predetermined threshold T 1s selected to be 0.05,
or a 5% probability that the data 1s cycle-skipped. This 1s
equivalent to a 20 confidence level. Using equation (4), the
maximum frequency 1 may expressed as:

() <. (7)

The above-discussed method can be used to predict the
maximum Ifrequency to be used 1n the next update of FWI,
whether this 1s the first FWI 1teration, or a subsequent one.
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In practice, 1t 1s likely that the value of I varies along a
survey. This means that the value of f _ can change from
trace to trace. Estimated shots from areas that are diflicult to
image are likely to show longer delay times At and, hence,
lower values of £ . A likely strategy 1s then to create
histograms of {_

for the whole survey, and choose a value
lower than that for a fraction of the survey. For example, a
maximum frequency 1s chosen so that 1t 1s below the value

of £ __ 1or 80% of the traces of the survey. It may not be

practical to attempt a value low enough to meet the I for
100% of the traces of the survey because this choice 1s likely
to lead to an impractically low frequency.

According to an embodiment, a method for identitying
seismic traces prone to cycle-skipping 1n a full wavetform
inversion method includes a step 700 of receiving recorded
seismic data recorded with seismic sensors over a subsurface
of interest, a step 702 of selecting a model that describes the
subsurface, a step 704 of calculating, based on the model and
the recorded seismic data, estimated seismic data, a step 706
of choosing a probabilistic measure that characterizes a
relationship between the recorded seismic data and the
estimated seismic data, and a step 708 of calculating a
maximum frequency 1 ___ based on the probabilistic mea-

FRLEEX

sure, wherein frequencies below the maximum frequency
are unlikely to have cycle-skipping.

While the various embodiments discussed above have
targeted a QC approach to the cycle-skipping problem, the
next embodiments address the cost function of the FWI

procedure and present probabilistic approaches to be imple-
mented 1n the cost function to mitigate the cycle-skipping
problem.

As previously discussed, FWI 1mplementations using
gradient-based algorithms converge to the global minimum
only if the starting point 1s close enough. More sophisticated
inversion algorithms do exist, but they are more expensive
and their application 1s currently beyond industrial imple-
mentations of FWI. The criterion for convergence towards
the global minimum 1s known 1n the art, namely, that the
estimated and recorded data agree within half a period. If
not, then FWI will converge to a wrong model (a local
mimmum) even though the cost function will decrease.
Determining whether a given velocity model 1s good enough
becomes an exercise in checking whether the estimated
traces are not cycle-skipped with respect to the recorded
ones. A basic phase difference between recorded and esti-
mated data can be used to highlight areas of cycle-skipping.
Such a QC requires some degree of interpretation to extract
the necessary information, which 1s undesired. Thus, one or
more of the embodiments here present a different approach
that 1s based on a probabilistic interpretation of frequency
and time-shiit.

As discussed above, estimated traces are created using the
starting velocity model, and theirr difference with the
recorded data gives a cost function to be mimmized by FWI.
Because the amplitude spectrum of the traces has a limited
bandwidth (the seismic frequency spectrum of interest 1s
substantially between 1 and 300 Hz) and non-zero mean
frequency, in the time domain, the wavelet has two charac-
teristic timescales: (1) an outer envelope with a period
inversely proportional to the bandwidth Af, and (11) a gen-
erally higher-frequency oscillation with a period 1mnversely

proportional to the mean frequency (f). If the estimated
traces have a delay time At compared to the recorded data

that is greater than (2(f))™', then gradient methods will
converge toward a local mimimum, and the updated velocity
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model will be biased. Embodiments discussed above used
probabilistic QC methods (see FIGS. 6 and 7) for identifying

cycle-skipping 1n the traces.

The probabilistic approach may be extended from a QC to
an update 1n the cost function to weight down the cycle-
skipped traces. This approach maximizes the amount of data
used for FWI, since traces with a moderate probability of
cycle-skipping are still used (albeit weighted down), rather
than discarded.

In addition, compared to the strategy of cutting ofl data
when a threshold probability of cycle-skipping is reached,
the method according to this embodiment potentially allows
the removal of only the “pathological” traces at particular
locations. For example, 11 1n a subsurface region only the
middle offsets have the probability Q of cycle-skipping
larger than the predetermined threshold, the traditional cut-
ofl strategy would remove all traces with oflsets beyond the
first pathological trace. This traditional approach correctly
removes the middle oflsets, but also removes the high offsets
needlessly. Weighting down traces by their probability of
cycle-skipping, as proposed 1n this embodiment, will
remove the mfluence of the middle oflsets while preserving
the 1influence of the high offsets.

One particular way of weighting the cost function i1s now
discussed. Those skilled 1n the art would readily understand
that other ways of weighting the cost function may be
derived from this particular implementation. Thus, this
implementation 1s itended to be an exemplary approach for
a better understanding of the general concept of weighting
down the unusable data from the FWI point of view.

In one implementation, the cost function 1s calculated as
follows:

g Ny Ny (8)
C(H’I) > > y | est,i, .k re-:: A, gk |
where m 1s the model parameter (e.g., Velocity),, n,n_ andn,

are the number of sources, the number of receivers and the
time samples 1n the dataset, respectively, and 1, 7, and k are
the shot, receiver and time 1ndices, respectively.

To itroduce the probabilistic approach, a weight w that
depends on 1ndices 1, 1 and k 1s introduced 1n equation (8) as
follows:

C(H’l) QZZZW(I J’ k)ldfsruk Ffﬂtjkl

(9)

In one embodiment, weight w depends only on the shot
index 1 and the receiver index j. Weight w may be calculated
for every time sample 1n a seismic trace.

Weight w may be implemented to include at least one
probabilistic measure or function. For example, weight
w(1,]) may be implemented to be a probability that a given
trace 1s not cycle-skipped. Such an example 1s described as
follows:

w(i,)=1-0A=2 M) 1{An) .0, (1), 0,

where Q 1s the probability that a trace 1s cycle-skipped. In
one application, (Q 1s given by equations (5) and (6),
although those skilled 1n the art would appreciate that other
forms for Q may be used, or even other statistical functions
instead of Q. Irrespective of the configuration of Q, the

(10)
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probability QQ that the trace i1s cycle-skipped 1s given by

calculating Q at |AtI=(2{f) )", as also expressed by equation
(10).

According to this embodiment, traces that have a negli-
gible probability of being cycle-skipped (1.e., Q=~0) are given
a weight of substantially 1. Traces with almost certainty of
cycle-skipping (1.e., Q=1) are given zero weight, which 1s
equivalent to entirely masking such areas. However, traces
in the region with 0<(Q<1 are given weights between 0 and
1, and are therefore included i1n the calculation of the cost

function and, hence, in the inversion. This means the data are
used, but they would be weighted down. This extra data
taken 1nto account may be useful to improve the model on
transition regions.

In other words, FWI 1s often used to improve a model m
(e.g., a velocity model) 1n diflicult areas. Transition regions
in between the areas where the model 1s good and bad are
particularly important. For an FWI update, they can repre-
sent the region where the model transitions from not being
cycle-skipped and, hence, safe to update, to being cycle-
skipped and, hence, not updated meaningiully. Maximizing
the use of data 1n such a region 1s therefore of particular
interest because 1t will help the FWI update to gradually
improve the model 1n such regions. Removing data with
high probability of cycle-skipping avoids updating the
model 1n the wrong direction on bad areas. Thus, selectively
weighting the data can help update the transition regions,
and the scheme discussed herein 1s designed to do exactly
that, 1.e., 1t enables the use of data 1n this region, while still
allowing the cost function to be further influenced by
regions where the current model 1s safe from cycle-skipping.

According to an embodiment, a method for weighting
seismic traces prone to cycle-skipping 1n a full wavetform
inversion includes a step 800 of receiving recorded seismic
data recorded with seismic sensors over a subsurface of
interest, a step 802 of selecting a model that describes the
subsurface, a step 804 of calculating, based on the model and
the recorded seismic data, estimated seismic data, a step 806
of choosing a probabilistic measure that characterizes a
relationship between the recorded seismic data and the
estimated seismic data, wherein the probabilistic measure
includes at least one statistical function, a step 808 of
calculating the probabilistic measure QQ for a time delay At,
between the recorded and estimated seismic data, and a step
810 of applying weights w to a cost function C, wherein the
weights are related to the probabilistic measure Q, and the
cost function C includes the recorded and estimated seismic
data.

According to another embodiment illustrated 1n FIG. 9,
there 1s another method for applying a weighting to the cost
function based on a data selection analysis. This method
receives 1n step 900 recorded seismic data d, .. The recorded
seismic data may be recorded on land or water, with hydro-
phones, geophones, accelerometers, or a combination of
them. In other words, the recorded seismic data may be
single component (e.g., pressure) or multicomponent (e.g.,
velocity, acceleration, etc.). The method calculates 1n step
902 estimated seismic data d__, based on a starting model
(e.g., velocity model) of the surveyed subsurface. In step
904, the method calculates the travel-time difference (time
delay At) between the recorded data d,_ . and estimated data
d__. This travel-time difference information can be con-
verted to phase diflerence information. For example, 1f a
single frequency 1 1s considered, the phase diflerence
(measured in radians) 1s given by ¢=2m-At-1, where the time

delay At 1s measured in seconds and the frequency {1 is
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measured 1n Hz. Data selection for mitigating cycle-skip-
ping in FWI 1s then implemented by only using data with a
phase difference between the recorded and estimated traces
of less than a half cycle, namely m radians (or equivalently)
180°. This process may be performed for each FWI 1teration.

According to this embodiment, the travel-time difference
At 1s estimated using a windowed cross-correlation function.
A windowed cross-correlation coetlicient of two corre-
sponding time sequences d _ (1) (recorded data) and d__(t)
(estimated data), with window size N and time-lags 1 1s
calculated 1n step 906 using the expression:

1 <f:frfc _<5fr€n:: >|5f€5r£ _<Cf€5r >>

Ci = ’
N TdrecV dest

(11)

d

where {(d__Id__)

d__and d,__, (d and o, are the average and standard
deviation within the window, respectively, and d__, 1s the

esi

sequence with lag of 1. Those skilled 1n the art would
appreciate that the mner product can be implemented 1n
various ways. The cross-correlation coeflicient ¢, 1s maxi-
mized when the two sequences best match 1 both time shift
and event registration. By calculating c¢,(x) near the first
event (along a given trace) of each oflset x and picking the
first maximum peak I(x) 1n step 908, 1t 1s possible to estimate
a guide line of the travel-time difference between the
recorded data and estimated data. This repeated process of
forming followed by smoothing a guide of the travel-time
differences allows the influence of noisy traces to be down-
weighted. The guide 1tself 1s a set of time-lags that “guides™
the next iteration of the cross-correlation process.

A linear smoothing filter may then be applied in step 910
to the picked guide over the diflerent offsets, as follows:

1s the inner product of the two sequences

i

F”E?C)

Iﬂ+d

l(xg) = Z

xzxﬂ—d

Iﬂ+d (IQJ

HxXwi(xg, x)f Z wixg, x)
xzxﬂ—d

where:

(13)

X — xo| (1 —ci(x))
w(Xg, X) = exp(— = )exp — ; :

In the above equations, the weighting factor w(x,, X) 1s
determined by the distance between the center point x,, and
reference point x with exponential decay factor d, and the
reference cross-correlation coetlicient ¢,(x) with probability
factor p. A higher cross-correlation coeflicient suggests a
more reliable estimation and 1s spread to i1ts neighbors for
smoothing. For example, it 1s possible to apply adaptive
moving window to perform automatic data selection, pro-
gressively compensating time difference 1n each window,
calculating a similarity between recorded data and estimated
data 1n each adaptive window, with continuous constrain of
neighboring windows, and labeling and muting bad data
based on time difference and similarity criteria. Other
weilghting schemes 1n this linear smoothing filter can be used
to achieve the same goal as equation (13).

A second picking from the given trace 1s performed in step
912, necar the smoothed guide line, to provide a more
accurate estimation. This procedure may be iterative; how-
ever, 1n some tests performed based on this procedure, one
iteration was usually suflicient. Next, the process, which
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may be implemented on a computing device as discussed
later, performs automatic data selection in step 914, where
only data with a phase difference of less than half cycle 1s
selected to reduce the eflect of cycle-skipping. In one
embodiment, the conversion of the travel-time difference
into a phase difference may happen, for example, at step
914, just before the data selection criterion 1s applied.

This data selection procedure includes two steps: discard
bad traces and mute bad data (inner mute).

The travel-time difference estimated above 1s used to
determine bad traces via the phase diflerence limitation. For
the selected traces, an adaptive moving window 1s applied to
calculate the similarity between the recorded data and esti-
mated data, where the time difference down the trace 1is
progressively compensated by the previous windows based
on equation:

lx, D=1lx,r—AD+ argmkax{ﬁ(r, K}, (14)

where C(t, k) 1s the cross-correlation coeflicient of equa-
tion (11) calculated with lag k 1n the window at d,__(x.t) and
d__(x, t+1(x,t)), with window size of At. The compensations
are subject to continuous constraint to minimize cycle-
skipping between neighboring windows, 1.e., [(X,t)—I(X, t-A,
t)<difl, where diff 1s the maximum allowed travel-time
difference between the neighboring windows. Those discon-
tinmties reflect unmatched or cycle-skipped events, and are
used to improve the data selection. The time shifts I(x,t) are
converted 1n step 914 to phase by multiplying them by
frequency. Data with a phase diflerence of more than half
cycle are muted. Then, in step 916, the FW1 1s applied to the
selected data.

FIG. 10C shows an example of a data selection result.
Even when the travel-time difference 1s very small, the data
mismatch between the two windows of recorded data (see
FIG. 10A) and estimated data (see FIG. 10B) can still occur
due to missing events or crossing of refraction and reflection
energy. The matching quality 1s also partially determined by
the maximum coethcient C(t, k) of each window, and those
below a specified threshold are labeled as bad and muted.

According to an embodiment, hydrophone and/or particle
velocity data collected from receivers (located on streamers,
ocean bottom cables, autonomous vehicles, etc.) are pro-
cessed according to one or more of the embodiments dis-
cussed above. Note that in the field of o1l and gas, there are
well-established processes for taking seismic raw data and
applying various known processing steps, e€.g., migration,
FWI, denoising, deghosting, etc., for generating an 1mage of
the surveyed subsurface. Based on this image, which can be
represented 1n print, on a screen, 1n a tabular way, etc., an o1l
and gas reservoir interpreter determines whether o1l and/or
gas 1s present i the surveyed subsurface and advises an o1l
and gas company where to drill a well. The embodiments
discussed above improve this technological process of
detecting o1l and/or gas reservoirs by mitigating cycle-
skipping, which results in a more accurate subsurface image
and hence reduced cost associated with the drilling process.

In one embodiment, receivers generate a marine streamer
dataset that 1s achieved 1n a narrow, wide or multi-azimuth
coil shooting or any configuration towed with constant or
variable depth (e.g., slant streamer, BroadSe1s profile, over-
under streamers), and the seismic data 1s generated with an
alr gun, marine vibrator, or other source element. Source
clements may be fired according to any known scheme, e.g.,
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continuously, simultaneously, thp-flop, etc. Receivers may
also be used 1n ocean bottom survey (nodes, cables, or other
with air gun, marine vibrator or other source), land dataset
(dynamite, vibrator or other source), or a combination of two
or more dataset types. The data may have been calibrated
betore applying the processes discussed herein, or calibra-
tion scalars may be included in the formulations noted in the
embodiments. Water velocity terms may be constant or
allowed to vary with depth. Variation with depth can be of
use for datasets where there 1s a water velocity gradient. The
methods may be used for one-sided or split-spread acquisi-
tion.

Equations described herein may be solved in the time
domain or a spectral domain (e.g., frequency, Laplace,
z-transform, etc.), wavelet domain (e.g., curvelet or other).
Model m may be found through any inversion method, e.g.,
conjugate gradients, LU decomposition, Cholesky factoriza-
tion, etc. Model m may be derived to represent all traces in
the mput shot, or may work on a subset of data from the
input shot, for example, spatial windows of a given number
of channels. Sparseness weights may be used 1n the inver-
sion to 1mprove results, for example, where there 1s poor
signal-to-noise ratio or to overcome aliasing; e.g., iteratively
rewelghted least squares beginning with low frequencies and
working up to higher frequencies. Other model domains
may be used, for example, frequency-wavenumber (FK),
parabolic Radon, hyperbolic Radon, etc. In fact, any fixed
datum model domain may be defined as long as 1t can be
reverse-transformed, redatumed and reghosted for both
hydrophone and particle velocity sensor data. Alternatively,
an 1terative approach similar to the anti-leakage tau-p trans-
form can be used, which also exhibits sparseness properties.
No matter how the model 1s formed, it needs to simultane-
ously reproduce the hydrophone and particle velocity mea-
surements through application of an operator, e.g., L.

Due to differing signal-to-noise ratios of hydrophone and
particle velocity data, 1t may be necessary to define the
iversion so as to satisty the hydrophone data for a broader
bandwidth than the particle velocity data. This may be
implemented by including a frequency-dependent scaling
term into the algorithm or bandpass filtering the model and
data for diferent conjugate gradient passes either by mul-
tiplication 1n the frequency domain or convolution by a
bandpass filter in the time domain. For example, application
of L may include a bandpass filter so that, when applied, the
bandwidth of particle velocity components 1s 25 Hz to 250
Hz, whereas the bandpass filter for hydrophone data 1s 2 Hz
to 250 Hz.

It can also be possible to process hydrophone and particle
motion data independently. The separate results may be
combined afterward, for example, by selecting different
temporal frequency ranges based on signal-to-noise ratio
data. At low frequencies, particle velocity data may be too
noisy to be of value. Therefore, it may be necessary to use
a pressure-only solution for low frequencies, and make use
of a combined hydrophone-particle velocity solution for
higher frequencies.

A generalized weighting scheme can be implemented to
vary weighting between any component (hydrophone or
particle motion) depending on the receiver, time and fre-
quency, and/or wavenumber. This weighting refers to how
well the model represents the data. Typically, accelerometer
data 1s integrated to calculate particle velocity measure-
ments. Instead of integrating accelerometer data before
wave-field separation, 1t 1s also possible to build a differen-
tiation operator 1nto the iversion scheme. As an alternative
to the described modeling approach, other forms of wave-
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field extrapolation may be used, which may include Kirch-
hofl, beam, wave-equation (one-way or two-way, RTM.,
etc.).

The above-discussed procedures and methods may be
implemented in a computing device as 1llustrated in FIG. 11.
Hardware, firmware, soltware or a combination therecof may
be used to perform the wvarious steps and operations
described herein. Computing device 1100 of FIG. 11 1s an
exemplary computing structure that may be used in connec-
tion with such a system.

Exemplary computing device 1100 suitable for perform-
ing the activities described 1n the exemplary embodiments
may include a server 1101. Such a server 1101 may include
a central processor (CPU) 1102 coupled to a random access
memory (RAM) 1104 and to a read-only memory (ROM)
1106. ROM 1106 may also be other types of storage media
to store programs, such as programmable ROM (PROM),
crasable PROM (EPROM), etc. Processor 1102 may com-
municate with other internal and external components
through mput/output (I/0) circuitry 1108 and bussing 1110
to provide control signals and the like. Processor 1102
carries out a variety of functions as are known 1n the art, as
dictated by software and/or firmware nstructions.

Server 1101 may also include one or more data storage
devices, including hard drives 1112, CD-ROM drives 1114
and other hardware capable of reading and/or storing infor-
mation, such as DVD, etc. In one embodiment, software for
carrying out the above-discussed steps may be stored and
distributed on a CD-ROM or DVD 1116, a USB storage
device 1118 or other form of media capable of portably
storing information. These storage media may be inserted
into, and read by, devices such as CD-ROM drive 1114, disk
drive 1112, etc. Server 1101 may be coupled to a display
1120, which may be any type of known display or presen-
tation screen, such as LCD, plasma display, cathode ray tube
(CRT), etc. A user mput interface 1122 1s provided, includ-
ing one or more user iterface mechanisms such as a mouse,
keyboard, microphone, touchpad, touch screen, voice-rec-
ognition system, etc.

Server 1101 may be coupled to other devices, such as
sources, detectors, etc. The server may be part of a larger
network configuration as in a global area network (GAN)
such as the Internet 1128, which allows ultimate connection
to various landline and/or mobile computing devices.

The disclosed exemplary embodiments provide a com-
puting device, software instructions and a method for seis-
mic data processing. It should be understood that this
description 1s not intended to limit the invention. On the
contrary, the exemplary embodiments are intended to cover
alternatives, modifications and equivalents, which are
included in the spirit and scope of the mvention as defined
by the appended claims. Further, in the detailed description
of the exemplary embodiments, numerous specific details
are set forth m order to provide a comprehensive under-
standing of the claimed mvention. However, one skilled 1n
the art would understand that various embodiments may be
practiced without such specific details.

Although the features and elements of the present exem-
plary embodiments are described in the embodiments in
particular combinations, each feature or element can be used
alone without the other features and elements of the embodi-
ments or 1n various combinations with or without other
features and elements disclosed herein.

This written description uses examples of the subject
matter disclosed to enable any person skilled in the art to
practice the same, including making and using any devices
or systems and performing any incorporated methods. The
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patentable scope of the subject matter 1s defined by the
claims, and may include other examples that occur to those
skilled 1n the art. Such other examples are intended to be
within the scope of the claims.

What 1s claimed 1s:

1. A seismic exploration method comprising:

recerving seismic data recorded with seismic sensors over

a subsurface of interest;

identifying traces, from the recorded seismic data, as

prone to cycle skipping based on comparisons of proba-

bilistic measures of the traces with a predetermined

threshold, the identifying including:

calculating estimated seismic data corresponding to the
recorded seismic data using an initial model, and

calculating a probabilistic measure that characterizes
differences between corresponding traces of the
recorded seismic data and of the estimated seismic
data, wherein the probabilistic measure 1s based on a
statistical function;

determining a structural model of the subsurface by

applying a full wavetform inversion, FWI, techmque to
update the mitial model, the FWI technique employing
a cost function in which differences between the traces
of the recorded seismic data, identified as prone to
cycle skipping, and traces of the estimated seismic data
are weighed down, the structural model providing an
enhanced image of the subsurface relative to an 1mage
obtained without weighing down the differences 1n the
cost function, the enhanced image being used to detect
o1l and gas reservoirs 1n the subsurface.

2. The method of claim 1, wherein the statistical function
1s a probability distribution function (PDF).

3. The method of claim 2, wherein the PDF 1s character-
1zed by a mean of a delay time At between the corresponding
traces ol the recorded seismic data and of the estimated
seismic data and a standard deviation o,, of a time delay
distribution.

4. The method of claim 3, further comprising:

determining a mean frequency <i> and a mean frequency

uncertainty o,.by considering an amplitude spectrum of
the measured seismic data as characterizing the PDF.

5. The method of claim 4, further comprising;:

calculating a cumulative distribution function (CDF), or a

probability of cycle skipping Q=1-CDF, based on the
PDF, which is characterized the mean delay time and a
mean delay uncertainty, and the mean frequency and
the mean frequency uncertainty.

6. The method of claim 1, further comprising;:

calculating a maximum {requency 1 __ based on the

probabilistic measure, wherein frequencies below the
maximum Irequency are unlikely to have cycle-skip-
ping.

7. The method of claim 1, wherein the probabilistic
measure 1s derived from a probability distribution function,
PDF, calculated for a measured time delay between the
recorded and the estimated seismic data.

8. The method of claim 7, wherein a maximum frequency
1s given by an integral of amplitude spectrum between a
minimum frequency and the maximum Irequency being
smaller than an inverse of twice the time delay.

9. The method of claim 1, further comprising:

calculating the probabilistic measure for a time delay At,

between corresponding traces of the recorded and
traces of the estimated seismic data;

wherein, 1 the cost function used by the FWI techmique,

weights applied to the differences between the traces of
the recorded seismic data, 1dentified as prone to cycle
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skipping, and traces of the estimated seismic data are
related to the probabilistic measure.

10. A seismic exploration method comprising:

receiving recorded seismic data d,__ acquired with seismic

sensors over a subsurface of interest;
generating estimated datad_
the surveyed subsurface;

calculating a travel-time difference (At) for each ftrace
between the recorded seismic data d . and the esti-
mated data d__,;

converting the travel-time difference (At) to a phase

difference using a single frequency;

selecting traces with the phase difference of less than a

half cycle; and

feeding the selected traces 1n the recorded seismic data to

a full-wave mversion (FWI) for calculating physical
properties of the subsurface of interest, thereby obtain-
ing an enhanced image of the subsurface of interest
relative to an 1image obtained using all the traces, the
enhanced 1mage being used for detecting o1l and/or gas
reservoirs.

11. The method of claim 10, wherein the starting model 1s
a velocity model.

12. The method of claim 10, further comprising:

replacing the starting model with an improved model

output by the FWI and repeating the generating of the
estimated data, the calculating of the travel-time dif-
ference, the converting of the travel-time difference, the
selecting of the traces and the feeding of the selected
traces to the FWI.

13. The method of claim 10, wherein the travel-time
difference (At) 1s estimated using a windowed cross-corre-
lation function.

14. The method of claim 13, further comprising:

calculating a weight for each trace based on the cross-

correlation function, and

smoothing the selection based on the weight.

15. The method of claim 14, wherein a corresponding
weight 1s calculated for every time sample 1n a seismic trace.

16. A computing device comprising:

an interface configured to receive recorded seismic data

acquired with seismic sensors over a subsurface of

interest;

and a processor connected to the interface and configured
to 1dentify traces, from the recorded seismic data, as
prone to cycle skipping based on comparisons of proba-
bilistic measures of the traces with a predetermined

threshold, by:

based on a starting model of
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calculating estimated seismic data corresponding to the
recorded seismic data using an initial model, and

calculating a probabilistic measure that characterizes
differences between corresponding traces of the
recorded seismic data and of the estimated seismic
data, wherein the probabilistic measure 1s based on at
least one statistical function, and

to determine a structural model of the subsurface by
applying a full wavetorm inversion, FWI, techmque to
update the mitial model, the FWI technique employing
a cost function in which differences between the traces
of the recorded seismic data, identified as prone to
cycle skipping, and traces of the estimated seismic data
are weighted down, the structural model providing an
enhanced 1image of the subsurface relative to an 1mage
obtained without weighing down the differences in the
cost function, the enhanced 1image being used to detect
o1l and gas reservoirs 1n the subsurface.

17. The computing device of claim 16, wherein the
statistical function 1s a probability distribution function
(PDF).

18. A computing device comprising:

an interface configured to receive recorded seismic data

d. . acquired with seismic sensors over a subsurface of

Fec

interest; and
a processor connected to the interface and configured to,

generate estimated data d_, based on a starting model of

the surveyed subsurface,

"y

calculate a travel-time difference (At) for each ftrace
between the recorded data d, . and the estimated data

d

s

e

convert the travel-time difference (At) to a phase difler-
ence using a single frequency,

select traces with the phase difference less than a half
cycle, and

feed the selected traces 1n the recorded seismic data to a
full-wave 1nversion (FWI) for calculating physical
properties ol the subsurface of interest, thereby obtain-
ing an enhanced image of the subsurface of interest
relative to an 1mage obtained using all the traces, the
enhanced 1mage being used for detecting o1l and/or gas
reservoirs.

19. The computing device of claim 18, wherein the
starting model 1s a velocity model.
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