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CONDITIONS FOR UPDATING LUTS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of International Appli-

cation No. PCT/IB2019/055593, filed on Jul. 1, 2019, which
claims the prionity to and benefits of International Patent

Application No. PCT/CN2018/093663, filed on Jun. 29,
2018, International Patent Application No. PCT/CN2018/
094929, filed on Jul. 7, 2018, International Patent Applica-
tion No. PCT/CN2018/101220, filed on Aug. 18, 2018, and
International Patent Application No. PCT/CN2018/093987,
filed on Jul. 2, 2018. All the atorementioned patent appli-
cations are hereby incorporated by reference 1n their entire-
ties.

TECHNICAL FIELD

This patent document relates to video coding and decod-
ing techniques, devices and systems.

BACKGROUND

In spite of the advances in video compression, digital
video still accounts for the largest bandwidth use on the
internet and other digital communication networks. As the
number of connected user devices capable of receiving and
displaying video increases, 1t 1s expected that the bandwidth
demand for digital video usage will continue to grow.

SUMMARY

Devices, systems and methods related to encoding and
decoding digital video using a set of tables containing
coding candidates are described. The described methods
may be apphed to both the existing video coding standards
(e.g., High Efficiency Video Coding (HEVC)) and future
video coding standards or video codecs.

In one representative aspect, the disclosed technology
may be used to provide a video processing method which
comprises: maintaining tables, wherein each table includes
a set ol motion candidates and each motion candidate 1s
associated with corresponding motion information; performs-
ing a conversion between a first video block and a bitstream
representation of a video including the first video block
based on the tables; and updating, after performing of the
conversion, zero or more tables, based on an update rule.

In another representative aspect, maintaining tables,
wherein each table includes a set of motion candidates and
cach motion candidate 1s associated with corresponding
motion information; performing a conversion between a first

video block and a bitstream representation of a video
luding the first video block based on the tables; and

1NC.
updating, aiter performing of the conversion, one or more
tables, based on one or more video region 1n the video until
an update termination criterion 1s met.

In another representative aspect, the disclosed technology
may be used to provide another video processing method
which comprises maintaining one or more tables that include
motion candidates, each motion candidate being associated
with corresponding motion mformation; reordering motion
candidates 1n at least one of the one or more tables; and
performing, based on the reordered motion candidates 1n at
least one table, a conversion between a first video block and
a bitstream representation of a video including the first video

block.
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In yet another representative aspect, the disclosed tech-
nology may be used to provide another video processing

method which includes maintaining one or more tables that
include motion candidates, each motion candidate being
associated with corresponding motion information; performs-
ing, based on one or more ol the tables, a conversion
between a first video block and a bitstream representation of
a video 1ncluding the first video block using the one or more
tables; and updating one or more tables by adding an
additional motion candidate to the table based on the con-
version of the first video block and reordering of the motion
candidates 1n the table.

In yet another representative aspect, the above-described
method 1s embodied 1 the form of processor-executable
code and stored 1n a computer-readable program medium.

In yet another representative aspect, a device that 1s
configured or operable to perform the above-described
method 1s disclosed. The device may include a processor
that 1s programmed to implement this method.

In yet another representative aspect, a video decoder
apparatus may implement a method as described herein.

The above and other aspects and features of the disclosed
technology are described in greater detail 1in the drawings,
the description and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example block diagram of a typical High
Efficiency Video Coding (HEVC) wvideo encoder and
decoder.

FIG. 2 shows examples of macroblock (MB) partitions 1n
H.264/AVC.

FIG. 3 shows examples of splitting coding blocks (CBs)
into prediction blocks (PBs).

FIGS. 4A and 4B show an example of the subdivision of
a coding tree block (CTB) into CBs and transform blocks
(IBs), and the corresponding quadtree, respectively.

FIGS. 5A and 5B show an example of the subdivisions
and a corresponding QTBT (quadtree plus binary tree) for a
largest coding unit (LCU).

FIGS. 6A-6E show examples of partitioning a coding
block.

FIG. 7 shows an example subdivision of a CB based on
a QTBT.

FIGS. 8A-81 show examples of the partitions of a CB
supported the multi-tree type (IMTT), which 1s a generaliza-
tion of the QTBT.

FIG. 9A shows an example of tree-type signaling

FIG. 9B shows an example of constructing a merge
candidate list.

FIG. 10 shows an example of positions of spatial candi-
dates.

FIG. 11 shows an example of candidate pairs subject to a
redundancy check of spatial merge candidates.

FIGS. 12A and 12B show examples of the position of a
second prediction unit (PU) based on the size and shape of
the current block.

FIG. 13 shows an example of motion vector scaling for
temporal merge candidates.

FIG. 14 shows an example of candidate positions for
temporal merge candidates.

FIG. 15 shows an example of generating a combined
bi-predictive merge candidate.

FIGS. 16A and 16B show examples of a derivation
process for motion vector prediction candidates.

FIG. 17 shows an example of motion vector scaling for
spatial motion vector candidates.
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FIGS. 18A and 18B show examples of motion prediction
using the alternative temporal motion vector prediction
(ATMVP) algorithm for a coding unit (CU).

FIG. 19 shows an example of the identification of a source
block and source picture.

FIG. 20 shows an example of a coding unit (CU) with
sub-blocks and neighboring blocks used by the spatial-
temporal motion vector prediction (STMVP) algorithm.

FI1G. 21 shows an example of bilateral matching 1n pattern
matched motion vector derivation (PMMVD) mode, which
1s a special merge mode based on the frame-rate up conver-
sion (FRUC) algorithm.

FIG. 22 shows an example of template matching in the
FRUC algorithm.

FIG. 23 shows an example of unilateral motion estimation
in the FRUC algorithm.

FIG. 24 shows an example of the decoder-side motion
vector refinement (DMVR) algorithm based on bilateral
template matching.

FIG. 25 shows an example of neighboring samples used
for deriving 1llumination compensation (IC) parameters.

FIG. 26 shows an example of neighboring blocks used to
derive the spatial merge candidates.

FIG. 27 shows an example of the proposed 67 intra
prediction modes.

FI1G. 28 shows an example of neighboring blocks for Most
Probable Mode derivation.

FIGS. 29A and 29B show the corresponding luma and
chroma sub-blocks 1n an I-slice with the QTBT structure.

FIG. 30 depicts an example how selection of a represen-
tative position for look-up table updates.

FIGS. 31A and 31B illustrate examples of updating look
up table with new set of motion information.

FIG. 32 shows an example of a decoding tlow chart with
the proposed HMVP method.

FIG. 33 shows examples of updating tables using the
proposed HMVP method.

FIG. 34A-34B show examples of a redundancy-removal
based LUT updating method (with one redundancy motion
candidate removed).

FIG. 35A-35B show examples of a redundancy-removal
based LUT updating method (with multiple redundancy
motion candidates removed).

FIG. 36 shows a coding flow for an example of the
LUT-based MVP/intra mode prediction/IC parameters with
updating after one block.

FIG. 37 shows a coding flow for an example of the
LUT-based MVP/intra mode prediction/IC parameters with
updating after one region.

FIGS. 38A-38D show flowcharts of example methods for
video processing 1n accordance with the presently disclosed
technology.

FIG. 39 15 a block diagram of an example of a hardware
platform for implementing a visual media decoding or a
visual media encoding technique described in the present
document.

DETAILED DESCRIPTION

Due to the increasing demand of higher resolution video,
video coding methods and techniques are ubiquitous in
modern technology. Video codecs typically include an elec-
tronic circuit or software that compresses or decompresses
digital video, and are continually being improved to provide
higher coding efliciency. A video codec converts uncom-
pressed video to a compressed format or vice versa. There
are complex relationships between the video quality, the
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amount of data used to represent the video (determined by
the bit rate), the complexity of the encoding and decoding

algorithms, sensitivity to data losses and errors, ease of
editing, random access, and end-to-end delay (latency). The
compressed format usually conforms to a standard video

compression specification, e.g., the High FEiliciency Video

Coding (HEVC) standard (also known as H.265 or MPEG-H
Part 2), the Versatile Video Coding standard to be finalized,
or other current and/or future video coding standards.

Embodiments of the disclosed technology may be applied
to existing video coding standards (e.g., HEVC, H.265) and
future standards to 1mprove compression performance. Sec-
tion headings are used i the present document to improve
readability of the description and do not in any way limit the
discussion or the embodiments (and/or implementations) to
the respective sections only.

1. Example Embodiments of Video Coding

FIG. 1 shows an example block diagram of a typical
HEVC wvideo encoder and decoder (Reference [1]). An
encoding algorithm producing an HEVC compliant bait-
stream would typically proceed as follows. Each picture 1s
split mnto block-shaped regions, with the exact block parti-
tioning being conveyed to the decoder. The first picture of a
video sequence (and the first picture at each clean random
access point 1nto a video sequence) 1s coded using only
intra-picture prediction (that uses some prediction of data
spatially from region-to-region within the same picture, but
has no dependence on other pictures). For all remaiming
pictures of a sequence or between random access points,
inter-picture temporally predictive coding modes are typi-
cally used for most blocks. The encoding process for inter-
picture prediction consists of choosing motion data com-
prising the selected reference picture and motion vector
(MV) to be applied for predicting the samples of each block.
The encoder and decoder generate identical inter-picture
prediction signals by applying motion compensation (MC)
using the MV and mode decision data, which are transmitted
as side information.

The residual signal of the intra- or inter-picture prediction,
which 1s the difference between the original block and 1its
prediction, 1s transformed by a linear spatial transform. The
transform coellicients are then scaled, quantized, entropy
coded, and transmitted together with the prediction infor-
mation.

The encoder duplicates the decoder processing loop (see
gray-shaded boxes in FIG. 1) such that both will generate
identical predictions for subsequent data. Therefore, the
quantized transform coeflicients are constructed by inverse
scaling and are then inverse transformed to duplicate the
decoded approximation of the residual signal. The residual
1s then added to the prediction, and the result of that addition
may then be fed into one or two loop filters to smooth out
artifacts induced by block-wise processing and quantization.
The final picture representation (that 1s a duplicate of the
output of the decoder) 1s stored 1n a decoded picture buller
to be used for the prediction of subsequent pictures. In
general, the order of encoding or decoding processing of
pictures often differs from the order in which they arrive
from the source; necessitating a distinction between the
decoding order (1.e., bitstream order) and the output order
(1.e., display order) for a decoder.

Video material to be encoded by HEVC i1s generally
expected to be mput as progressive scan imagery (either due
to the source video originating in that format or resulting
from deinterlacing prior to encoding). No explicit coding
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features are present in the HEVC design to support the use
of interlaced scanning, as interlaced scanning 1s no longer
used for displays and 1s becoming substantially less common
for distribution. However, a metadata syntax has been pro-
vided 1n HEVC to allow an encoder to indicate that inter-
lace-scanned video has been sent by coding each field (i.e.,
the even or odd numbered lines of each video frame) of
interlaced video as a separate picture or that 1t has been sent
by coding each interlaced frame as an HEVC coded picture.
This provides an eflicient method of coding interlaced video

without burdening decoders with a need to support a special
decoding process for it.

1.1. Examples of Partition Tree Structures in
H.264/AVC

The core of the coding layer 1n previous standards was the
macroblock, containing a 16x16 block of luma samples and,
in the usual case of 4:2:0 color sampling, two corresponding
8x8 blocks of chroma samples.

An 1ntra-coded block uses spatial prediction to exploit
spatial correlation among pixels. Two partitions are defined:
16x16 and 4x4.

An 1nter-coded block uses temporal prediction, instead of
spatial prediction, by estimating motion among pictures.
Motion can be estimated independently for either 16x16
macroblock or any of its sub-macroblock partitions: 16x8,
8x16, 8x8, 8x4, 4x8, 4x4, as shown 1 FIG. 2 (Reference
[2]). Only one motion vector (MV) per sub-macroblock
partition 1s allowed.

1.2 Examples of Partition Tree Structures in HEVC

In HEVC, a coding tree unit (CTU) 1s split into coding
units (CUs) by using a quadtree structure denoted as coding,
tree to adapt to various local characteristics. The decision
whether to code a picture area using inter-picture (temporal)
or intra-picture (spatial) prediction 1s made at the CU level.
Each CU can be further split into one, two or four prediction
units (PUs) according to the PU splitting type. Inside one
PU, the same prediction process 1s applied and the relevant
information 1s transmitted to the decoder on a PU basis.
After obtaining the residual block by applying the prediction
process based on the PU splitting type, a CU can be
partitioned into transform units (1Us) according to another
quadtree structure similar to the coding tree for the CU. One
of key feature of the HEVC structure i1s that 1t has the
multiple partition conceptions including CU, PU, and TU.

Certain features mvolved in hybrid video coding using

HEVC include:

(1) Coding tree units (CTUSs) and coding tree block (C'TB)
structure: The analogous structure in HEVC 1s the
coding tree unit (C'TU), which has a size selected by the
encoder and can be larger than a traditional macrob-
lock. The CTU consists of a luma CTB and the corre-
sponding chroma CTBs and syntax elements. The size
[Lx. of a luma CTB can be chosen as .=16, 32, or 64
samples, with the larger sizes typically enabling better
compression. HEVC then supports a partitioming of the
CTBs into smaller blocks using a tree structure and
quadtree-like signaling.

(2) Coding units (CUs) and coding blocks (CBs): The
quadtree syntax of the CTU specifies the size and
positions of 1ts luma and chroma CBs. The root of the
quadtree 1s associated with the CTU. Hence, the size of
the luma CTB 1s the largest supported size for a luma

CB. The splitting of a C'T'U into luma and chroma CBs
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1s signaled jointly. One luma CB and ordinarily two
chroma CBs, together with associated syntax, form a
coding umt (CU). A CTB may contain only one CU or
may be split to form multiple CUs, and each CU has an
associated partitioning into prediction units (PUs) and
a tree of transform umts (TUs).

(3) Prediction umits and prediction blocks (PBs): The
decision whether to code a picture area using inter
picture or intra picture prediction 1s made at the CU
level. A PU partitioning structure has its root at the CU
level. Depending on the basic prediction-type decision,
the luma and chroma CBs can then be further split in
size and predicted from luma and chroma prediction
blocks (PBs). HEVC supports variable PB sizes from
64x64 down to 4x4 samples. FIG. 3 shows examples of
allowed PBs for an MxM CU.

(4) Transform units (Tus) and transform blocks: The
prediction residual 1s coded using block transforms. A
TU tree structure has its root at the CU level. The luma
CB residual may be identical to the luma transform
block (TB) or may be further split into smaller luma
TBs. The same applies to the chroma TBs. Integer basis
functions similar to those of a discrete cosine transform
(DCT) are defined for the square TB sizes 4x4, 8x8,
16x16, and 32x32. For the 4x4 transtorm of luma intra
picture prediction residuals, an integer transform
derived from a form of discrete sine transform (DST) 1s
alternatively specified.

1.2.1. Examples of Tree-Structured Partitioning into

TBs and TUs

For residual coding, a CB can be recursively partitioned
into transform blocks (TBs). The partitioning 1s signaled by
a residual quadtree. Only square CB and TB partitioning 1s
specified, where a block can be recursively split into quad-
rants, as 1llustrated 1in FIGS. 4A and 4B. For a given luma
CB of size MxM, a flag signals whether it 1s split into four
blocks of size M/2xM/2. It further splitting 1s possible, as
signaled by a maximum depth of the residual quadtree
indicated 1n the sequence parameter set (SPS), each quadrant
1s assigned a flag that indicates whether 1t 1s split into four
quadrants. The leaf node blocks resulting from the residual
quadtree are the transform blocks that are further processed
by transform coding. The encoder indicates the maximum
and minimum luma TB sizes that 1t will use. Splitting 1s
implicit when the CB size 1s larger than the maximum TB
s1ze. Not splitting 1s implicit when splitting would result 1n
a luma TB size smaller than the indicated minimum. The
chroma TB size 1s half the luma TB si1ze in each dimension,
except when the luma TB size 1s 4x4, 1n which case a single
4x4 chroma TB 1s used for the region covered by four 4x4
luma TBs. In the case of intra-picture-predicted CUs, the
decoded samples of the nearest-neighboring TBs (within or
outside the CB) are used as reference data for intra picture
prediction.

In contrast to previous standards, the HEVC design
allows a TB to span across multiple PBs for inter-picture
predicted CUs to maximize the potential coding efliciency
benelits of the quadtree-structured TB partitioning.

1.2.2. Parent and Child Nodes

A CTB 1s divided according to a quad-tree structure, the
nodes of which are coding units. The plurality of nodes in a
quad-tree structure includes leat nodes and non-leaf nodes.
The leatf nodes have no child nodes 1n the tree structure (i.e.,
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the leal nodes are not further split). The, non-leal nodes
include a root node of the tree structure. The root node
corresponds to an initial video block of the video data (e.g.,
a CTB). For each respective non-root node of the plurality
of nodes, the respective non-root node corresponds to a
video block that 1s a sub-block of a video block correspond-
ing to a parent node 1n the tree structure of the respective
non-root node. Each respective non-leal node of the plural-

ity ol non-leaf nodes has one or more child nodes 1n the tree
structure.

1.3. Examples of Quadtree Plus Binary Tree Block
Structures With Larger CTUs 1n JEM

In some embodiments, future video coding technologies
are explored using a reference software known as the Joint
Exploration Model (JEM). In addition to binary tree struc-

tures, JEM describes quadtree plus binary tree (QTBT) and
ternary tree (1T'T) structures.

1.3.1.

Examples of the QTBT Block Partitioning
Structure

In contrast to HEVC, the QTBT structure removes the
concepts of multiple partition types, 1.e. it removes the
separation of the CU, PU and TU concepts, and support
more flexibility for CU partition shapes. In the QTBT block
structure, a CU can have either a square or rectangular
shape. As shown 1n FIG. SA, a coding tree unit (CTU) 1s first
partitioned by a quadtree structure. The quadtree leaf nodes
are Turther partitioned by a binary tree structure. There are
two splitting types, symmetric horizontal splitting and sym-
metric vertical splitting, 1n the binary tree splitting. The
binary tree leat nodes are called coding units (CUSs), and that
segmentation 1s used for prediction and transform process-
ing without any turther partitioning. This means that the CU,
PU and TU have the same block size 1n the QTBT coding
block structure. In the JEM, a CU sometimes consists of
coding blocks (CBs) of different colour components, e.g.
one CU contains one luma CB and two chroma CBs 1n the
case¢ of P and B slices of the 4:2:0 chroma format and
sometimes consists of a CB of a single component, e.g., one
CU contains only one luma CB or just two chroma CBs 1n
the case of I slices.

The following parameters are defined for the QTBT
partitioning scheme:

CTU size: the root node size of a quadtree, the same

concept as 1n HEVC
MinQTSi1ze: the mimmally allowed quadtree leaf node
S1Z&

MaxBTSi1ze: the maximally allowed binary tree root node
S1Z&

MaxBTDepth: the maximally allowed binary tree depth

MimnBTSize: the minimally allowed binary tree leaf node
S1Z&

In one example of the QTBT partitioning structure, the
CTU size 1s set as 128x128 luma samples with two corre-
sponding 64x64 blocks of chroma samples, the MinQTSize
1s set as 16x16, the MaxBTSize 1s set as 64x64, the
MinBTSize (for both width and height) 1s set as 4x4, and the
MaxBTDepth is set as 4. The quadtree partitioning 1s applied
to the CTU first to generate quadtree leal nodes. The
quadtree leal nodes may have a size from 16x16 (1.e., the
MinQTSi1ze) to 128x128 (i.e., the CTU size). If the quadtree
leat node 1s 128x128, 1t will not be further split by the binary
tree since the size exceeds the MaxBTSi1ze (i1.e., 64x64).
Otherwise, the quadtree leal node could be further parti-
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tioned by the binary tree. Therefore, the quadtree leal node
1s also the root node for the binary tree and it has the binary
tree depth as 0. When the binary tree depth reaches MaxB'T-
Depth (1.e., 4), no further splitting 1s considered. When the
binary tree node has width equal to MinBTSize (1.e., 4), no
turther horizontal splitting 1s considered. Similarly, when the
binary tree node has height equal to MinBTS1ze, no further
vertical splitting 1s considered. The leal nodes of the binary
tree are further processed by prediction and transform pro-
cessing without any further partitioning. In the JEM, the
maximum CTU size 1s 256x256 luma samples.

FIG. 5A shows an example of block partitioning by using
QTBT, and FIG. 5B shows the corresponding tree represen-
tation. The solid lines indicate quadtree splitting and dotted
lines indicate binary tree splitting. In each splitting (i.e.,
non-leal) node of the binary tree, one flag 1s signalled to
indicate which splitting type (1.e., horizontal or vertical) 1s
used, where 0 indicates horizontal splitting and 1 indicates
vertical splitting. For the quadtree splitting, there 1s no need
to indicate the splitting type since quadtree splitting always
splits a block both horizontally and vertically to produce 4
sub-blocks with an equal size.

In addition, the QTBT scheme supports the ability for the
luma and chroma to have a separate QTBT structure. Cur-
rently, for P and B slices, the luma and chroma CTBs in one
CTU share the same QTBT structure. However, for I slices,
the luma CTB 1s partitioned into CUs by a QTBT structure,
and the chroma CTBs are partitioned into chroma CUs by
another QTBT structure. This means that a CU 1n an I slice
consists of a coding block of the luma component or coding
blocks of two chroma components, and a CU 1n a P or B slice
consists of coding blocks of all three colour components.

In HEVC, inter prediction for small blocks 1s restricted to
reduce the memory access of motion compensation, such
that bi-prediction 1s not supported for 4x8 and 8x4 blocks,
and inter prediction 1s not supported for 4x4 blocks. In the
QTBT of the JEM, these restrictions are removed.

1.4. Ternary-Tree (1T) for Versatile Video Coding
(VVC)

FIG. 6 A shows an example of quad-tree (QT) partitioning,
and FIGS. 6B and 6C show examples of the vertical and
horizontal binary-tree (B1) partitioning, respectively. In
some embodiments, and i1n addition to quad-trees and

binary-trees, ternary tree (1'1) partitions, e.g., horizontal and
vertical center-side ternary-trees (as shown 1n FIGS. 6D and
6E) are supported.

In some implementations, two levels of trees are sup-
ported: region tree (quad-tree) and prediction tree (binary-
tree or ternary-tree). A CTU 1s firstly partitioned by region
tree (RT). A RT leal may be further split with prediction tree
(PT). A PT leaf may also be further split with PT until max
PT depth 1s reached. A PT leatf 1s the basic coding unit. It 1s
still called CU for convenience. A CU cannot be further split.
Prediction and transform are both applied on CU 1n the same
way as JEM. The whole partition structure 1s named ‘mul-
tiple-type-tree’.

1.5. Examples of Partitioning Structures in
Alternate Video Coding Technologies

In some embodiments, a tree structure called a Multi-Tree
Type (MTT), which 1s a generalization of the QTBT, 1s

supported. In QTBT, as shown 1n FIG. 7, a Coding Tree Unit
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(CTU) 1s firstly partitioned by a quad-tree structure. The
quad-tree leal nodes are further partitioned by a binary-tree
structure.

The structure of the MTT constitutes of two types of tree
nodes: Region Tree (RT) and Prediction Tree (PT), support-
ing nine types of partitions, as shown 1n FIG. 8. A region tree
can recursively split a C'TU 1nto square blocks down to a 4x4
s1ze region tree leal node. At each node 1n a region tree, a
prediction tree can be formed from one of three tree types:
Binary Tree, Ternary Tree, and Asymmetric Binary Tree. In
a PT split, 1t 1s prohibited to have a quadtree partition 1n
branches of the prediction tree. As in JEM, the luma tree and
the chroma tree are separated in 1 slices. The signaling

methods for RT and PT are illustrated in FIG. 9A.

2 Examples of Inter-Prediction in HEVC/H.265

Video coding standards have significantly improved over
the years, and now provide, 1n part, high coding efliciency
and support for higher resolutions. Recent standards such as
HEVC and H.265 are based on the hybrid video coding
structure wherein temporal prediction plus transform coding
are utilized.

2.1 Examples of Prediction Modes

Each ter-predicted PU (prediction unit) has motion
parameters for one or two reference picture lists. In some
embodiments, motion parameters include a motion vector
and a reference picture mdex. In other embodiments, the
usage of one of the two reference picture lists may also be
signaled using inter_pred_idc. In yet other embodiments,
motion vectors may be explicitly coded as deltas relative to
predictors.

When a CU 1s coded with skip mode, one PU 1s associated
with the CU, and there are no significant residual coetli-
cients, no coded motion vector delta or reference picture
index. A merge mode 1s specified whereby the motion
parameters for the current PU are obtained from neighboring
PUs, including spatial and temporal candidates. The merge
mode can be applied to any inter-predicted PU, not only for
skip mode. The alternative to merge mode 1s the explicit
transmission of motion parameters, where motion vector,
corresponding reference picture index for each reference
picture list and reference picture list usage are signaled
explicitly per each PU.

When signaling indicates that one of the two reference
picture lists 1s to be used, the PU 1s produced from one block
of samples. This 1s referred to as ‘um-prediction’. Uni-
prediction 1s available both for P-slices and B-slices.

When signaling indicates that both of the reference pic-
ture lists are to be used, the PU 1s produced from two blocks
of samples. This 1s referred to as *bi-prediction’. Bi-predic-
tion 1s available for B-slices only.

2.1.1 Embodiments of Constructing Candidates For
Merge Mode

When a PU 1s predicted using merge mode, an index
pointing to an entry in the merge candidates list 1s parsed
from the bitstream and used to retrieve the motion informa-
tion. The construction of this list can be summarized accord-
ing to the following sequence of steps:

Step 1: Imitial candidates derivation

Step 1.1: Spatial candidates derivation

Step 1.2: Redundancy check for spatial candidates

Step 1.3: Temporal candidates derivation
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Step 2: Additional candidates insertion

Step 2.1: Creation of bi-predictive candidates

Step 2.2: Insertion of zero motion candidates

FIG. 9B shows an example ol constructing a merge
candidate list based on the sequence of steps summarized
above. For spatial merge candidate derivation, a maximum
of four merge candidates are selected among candidates that
are located 1n five different positions. For temporal merge
candidate derivation, a maximum of one merge candidate 1s
selected among two candidates. Since constant number of
candidates for each PU 1s assumed at decoder, additional
candidates are generated when the number of candidates
does not reach to maximum number of merge candidate
(MaxNumMergeCand) which 1s signalled in slice header.
Since the number of candidates 1s constant, index of best
merge candidate 1s encoded using truncated unary binariza-
tion (T'U). If the size of CU 1s equal to 8, all the PUs of the
current CU share a single merge candidate list, which 1s
identical to the merge candidate list of the 2Nx2N prediction
unit.

2.1.2 Constructing Spatial Merge Candidates

In the dertvation of spatial merge candidates, a maximum
of four merge candidates are selected among candidates
located 1n the positions depicted 1n FIG. 10. The order of
derivationis A, B,, B,, A, and B,. Position B, 1s considered
only when any PU of position A, B,, B,, A, 1s not available
(e.g. because 1t belongs to another slice or tile) or 1s 1ntra
coded. After candidate at position A, 1s added, the addition
of the remaining candidates 1s subject to a redundancy check
which ensures that candidates with same motion information
are excluded from the list so that coding efliciency 1is
improved.

To reduce computational complexity, not all possible
candidate pairs are considered in the mentioned redundancy
check. Instead only the pairs linked with an arrow 1n FIG. 11
are considered and a candidate 1s only added to the list 1t the
corresponding candidate used for redundancy check has not
the same motion information. Another source of duplicate
motion information 1s the “second PU” associated with
partitions different from 2ZNx2N. As an example, FIGS. 12A
and 12B depict the second PU for the case of Nx2N and
2NxN, respectively. When the current PU 1s partitioned as
Nx2N, candidate at position A, 1s not considered for list
construction. In some embodiments, adding this candidate
may lead to two prediction units having the same motion
information, which 1s redundant to just have one PU 1n a

coding unit. Similarly, position Bi 1s not considered when
the current PU 1s partitioned as 2NxN.

2.1.3 Constructing Temporal Merge Candidates

In this step, only one candidate 1s added to the list.
Particularly, 1n the dernivation of this temporal merge candi-
date, a scaled motion vector 1s derived based on co-located
PU belonging to the picture which has the smallest POC
difference with current picture within the given reference
picture list. The reference picture list to be used for deriva-
tion of the co-located PU 1s explicitly signaled in the slice
header.

FIG. 13 shows an example of the dernivation of the scaled
motion vector for a temporal merge candidate (as the dotted
line), which 1s scaled from the motion vector of the co-
located PU using the POC distances, tb and td, where tb 1s
defined to be the POC difference between the reference
picture of the current picture and the current picture and td
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1s defined to be the POC difference between the reference
picture of the co-located picture and the co-located picture.
The reference picture index of temporal merge candidate 1s
set equal to zero. For a B-slice, two motion vectors, one 1s
for reference picture list 0 and the other 1s for reference
picture list 1, are obtained and combined to make the
bi-predictive merge candidate.

In the co-located PU (Y') belonging to the reference frame,
the position for the temporal candidate 1s selected between
candidates C, and C,, as depicted mn FIG. 14. If PU at
position C, 1s not available, 1s 1ntra coded, or i1s outside of
the current C'TU, position C, 1s used. Otherwise, position C,
1s used 1n the derivation of the temporal merge candidate.

2.1.4 Constructing Additional Types of Merge
Candidates

Besides spatio-temporal merge candidates, there are two
additional types of merge candidates: combined bi-predic-
tive merge candidate and zero merge candidate. Combined
bi-predictive merge candidates are generated by utilizing
spatio-temporal merge candidates. Combined bi-predictive
merge candidate 1s used for B-Slice only. The combined
bi-predictive candidates are generated by combining the first
reference picture list motion parameters of an initial candi-
date with the second reference picture list motion parameters
of another. If these two tuples provide different motion
hypotheses, they will form a new bi-predictive candidate.

FIG. 15 shows an example of this process, wherein two
candidates 1n the original list (1510, on the leit), which have
mvL.0 and refldx[.LO or mvLL1 and refldxLL1, are used to
create a combined bi-predictive merge candidate added to
the final list (1520, on the right).

Zero motion candidates are inserted to fill the remaining
entries 1n the merge candidates list and therefore hit the
MaxNumMergeCand capacity. These candidates have zero
spatial displacement and a reference picture index which
starts from zero and increases every time a new zero motion
candidate 1s added to the list. The number of reference
frames used by these candidates 1s one and two for uni- and
bi-directional prediction, respectively. In some embodi-
ments, no redundancy check 1s performed on these candi-
dates.

2.1.5 Examples of Motion Estimation Regions for

Parallel Processing

To speed up the encoding process, motion estimation can
be performed 1n parallel whereby the motion vectors for all
prediction units mside a given region are derived simulta-
neously. The dertvation of merge candidates from spatial
neighborhood may intertere with parallel processing as one
prediction unit cannot derive the motion parameters from an
adjacent PU until its associated motion estimation 1s com-
pleted. To mitigate the trade-ofl between coding efliciency
and processing latency, a motion estimation region (MER)
may be defined. The size of the MER may be signaled 1n the
picture parameter set (PPS) using the
“log2_parallel_merge level _minus2”  syntax  clement.
When a MER 1s defined, merge candidates falling in the
same region are marked as unavailable and therefore not
considered 1n the list construction.

The picture parameter set (PPS) raw byte sequence pay-
load (RBSP) syntax 1s shown in Table 1, where
log2_ parallel_merge_level_minus2 plus 2 specifies the
value of the vanable Log2ParMrgl.evel, which 1s used in the
derivation process for luma motion vectors for merge mode
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and the derivation process for spatial merging candidates as
specified 1n an existing video coding standard. The value of

log2_parallel_merge_level_minus2 shall be in the range of
0 to CtbLog2Si1zeY-2, inclusive.

The variable Log2ParMrglevel 1s derived as follows:
Log2ParMrgl evel=log2_parallel_merge level minus2+2

Note that the value of Log2ParMrgl.evel indicates the
built-in capability of parallel derivation of the merging
candidate lists. For example, when Log2ParMrgl.evel 1s
equal to 6, the merging candidate lists for all the prediction
units (PUs) and coding units (CUs) contained 1n a 64x64
block can be derived in parallel.

TABLE 1

General picture parameter set RBSP syntax

Descriptor

pic_parameter_set_rbsp( ) {
pps_pic_parameter_set_id ue(v)
ue(v)

u(l)

pps_seq_parameter_set 1d
dependent_slice_segments_enabled_flag
pps_scaling_list data_present_flag u(l)
1f( pps_scaling list_data_present_flag )

scaling_list data( )
u(l)
ue(v)
u(l)
u(l)

lists_ modification_present_flag
log2_parallel_merge level minus2
slice_segment_header extension_present_flag
pps_extension_present_flag

rbsp_trailing bits( )

2.2 Embodiments of Motion Vector Prediction in
AMVP Mode

Motion vector prediction exploits spatio-temporal corre-
lation of motion vector with neighboring PUs, which 1s used
for explicit transmission of motion parameters. It constructs
a motion vector candidate list by firstly checking availability
of left, above temporally neighboring PU positions, remov-
ing redundant candidates and adding zero vector to make the
candidate list to be constant length. Then, the encoder can
select the best predictor from the candidate list and transmit
the corresponding index indicating the chosen candidate.
Similarly with merge 1index signaling, the index of the best
motion vector candidate 1s encoded using truncated unary.

2.2.1 Examples of Constructing Motion Vector

Prediction Candidates

FIGS. 16A and 16B summarize derivation process for
motion vector prediction candidate, and may be imple-
mented for each reference picture list with refidx as an input.

In motion vector prediction, two types of motion vector
candidates are considered: spatial motion vector candidate
and temporal motion vector candidate. For spatial motion
vector candidate derivation, two motion vector candidates
are eventually derived based on motion vectors of each PU

located 1n five different positions as previously shown 1n
FIG. 10.
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For temporal motion vector candidate derivation, one
motion vector candidate 1s selected from two candidates,
which are derived based on two different co-located posi-
tions. After the first list of spatio-temporal candidates 1s
made, duplicated motion vector candidates 1n the list are
removed. If the number of potential candidates 1s larger than
two, motion vector candidates whose reference picture index
within the associated reference picture list 1s larger than 1
are removed from the list. If the number of spatio-temporal
motion vector candidates 1s smaller than two, additional zero
motion vector candidates 1s added to the list.

2.2.2 Constructing Spatial Motion Vector
Candidates

In the derivation of spatial motion vector candidates, a
maximum ol two candidates are considered among five
potential candidates, which are derived from PUs located in
positions as previously shown in FIG. 10, those positions
being the same as those of motion merge. The order of
derivation for the left side of the current PU 1s defined as A,
A,, and scaled A, scaled A,. The order of dertvation for the
above side of the current PU 1s defined as B, B,, B,, scaled
B,, scaled B,, scaled B,. For each side there are therefore
four cases that can be used as motion vector candidate, with
two cases not required to use spatial scaling, and two cases
where spatial scaling 1s used. The four different cases are
summarized as follows:

No Spatial Scaling

(1) Same reference picture list, and same reference picture
index (same POC)

(2) Different reference picture list, but same reference
picture (same POC)
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Spatial Scaling

(3) Same reference picture list, but different reference

picture (different POC)

(4) Datferent reference picture list, and different reference

picture (diflerent POC)

The no-spatial-scaling cases are checked first followed by
the cases that allow spatial scaling. Spatial scaling 1s con-
sidered when the POC 1s different between the reference
picture of the neighbouring PU and that of the current PU
regardless of reference picture list. If all PUs of left candi-
dates are not available or are intra coded, scaling for the
above motion vector 1s allowed to help parallel derivation of
left and above MV candidates. Otherwise, spatial scaling 1s
not allowed for the above motion vector.

As shown 1n the example mn FIG. 17, for the spatial
scaling case, the motion vector of the neighbouring PU 1s
scaled 1n a similar manner as for temporal scaling. One
difference 1s that the reference picture list and index of
current PU 1s given as input; the actual scaling process 1s the
same as that of temporal scaling.

2.2.3 Constructing Temporal Motion Vector
Candidates

Apart from the reference picture index derivation, all
processes for the derivation of temporal merge candidates
are the same as for the derivation of spatial motion vector
candidates (as shown in the example 1 FIG. 14). In some
embodiments, the reference picture index 1s signaled to the
decoder.

2.2.4 Signaling of Merge/ AMVP Information

For the AMVP mode, four parts may be signalled in the
bitstream, e.g., prediction direction, reference index, MVD
and my predictor candidate index, which are described 1n the
context of the syntax shown in Table 2-4. While for the
merge mode, only a merge index may need to be signalled.

TABLE 2

(reneral slice segment header syntax

Descriptor
slice_segment_header( ) {
if( slice_type = = P || slice_type = =B ) {
if( ( weighted_pred_flag && slice_type == P ) ||
( weighted_bipred_flag && slice_type==B ) )
pred_welght_table( )
five minus_ max_num_ merge_ cand ue(v)
if{ motion_vector_resolution_control_1dc == 2 )
use_integer mv_flag u(l)
h
TABLE 3
Prediction unit syntax
Descriptor
prediction_unit( x0, y0, nPbW, nPbH ) {
if( cu_skip_flag[ x0 ][ vO 1) {
if{ MaxNumMergeCand > 1 )
merge_1dx[ xO | [ yO ] ae(v)
}else { /* MODI_INTER */
merge_flag] x0 ][ vO ] ae(v)

if( merge_flag[ x0 J[ yO 1) {
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TABLE 3-continued

Prediction unit syntax

16

11 MaxNumMergeCand > 1 )
merge_1dx[ X0 | [ yO ]
Felse 4
11( slice_type == B )
inter_pred_ide[ x0 ][ yO ]
if( inter_pred_ide[ X0 ][ vO ] = PRED_L1 ) {
1f( num_ref_1dx_10_active_minusl > 0 )
ref 1dx_10[ xO ][ vO ]
mvd_coding( x0, yO, 0 )
mvp_l0_flag] x0 ][ yO ]
h
if( inter_pred_ide[ X0 ][ vO ] = PRED_LO ) {
1f( num_ref 1dx 11_active_minusl > 0 )
ref 1dx_I1[ xO ][ yO ]

Descriptor

ae(v)

ae(v)

ae(v)

ae(v)

ae(v)

if( mvd_l1_zero_flag && inter_pred_idc[ X0 ][ yO ] == PRED_BI) {

MvdL1[ xO0 [[yO ][O ] =0

MvdL1[xO ][yO][1]=0
} else

mvd_coding( x0, y0, 1 )
mvp_Il1 flag] x0 ][ yO ]

TABLE 4

Motion vector difference syntax

Descriptor
mvd_coding( x0, y0, refList ) {
abs_mvd_greaterO_flag[ O ] ac(v)
abs_mvd_greaterO_flag[ 1 ] ae(v)
1f( abs_mvd_greaterO_flag[ O ] )
abs_mvd_greaterl_flag[ O ] ae(v)
1f( abs_mvd_greaterO_flag[ 1 ] )
abs_mvd_greaterl_flag [ 1 ] ae(v)
if( abs_mvd_greater0_flag[ 0 ] ) {
11( abs_mvd_greaterl_flag[ O ] )
abs_mvd_minus2[ O ] ae(v)
mvd_sign_flag [ O ] ae(v)
h
if( abs_mvd_greater0_flag[ 1 ] ) {
11( abs_mvd_greaterl_flag[ 1 ] )
abs_mvd_minus2[ 1 ] ac(v)
mvd_sign_flag[ 1 ] ae(v)

h
h

The corresponding semantics include:

five_minus_max_num_merge cand specifies the maxi-
mum number of merging MVP candidates supported 1n the
slice subtracted from 5. The maximum number of merging
MVP candidates, MaxNumMergeCand 1s derived as fol-
lows:

MaxNumMergeCand=5-five_minus_max_num_
merge_cand

The value of MaxNumMergeCand shall be 1n the range of
1 to 5, inclusive.

merge_flag[x0][y0] specifies whether the inter prediction
parameters for the current prediction unit are imnferred from
a neighboring inter-predicted partition. The array indices x0,
y0 specily the location (x0, y0) of the top-left luma sample
of the considered prediction block relative to the top-leit
luma sample of the picture.

When merge flag[x0][y0] 1s not present, it 1s inferred as
follows:

If CuPredMode[x0][y0] 1s equal to MODE_SKIP,

1.

merge_tlag[x0][y0] 1s inferred to be equal to
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ae(v)

Otherwise, merge flag[x0][y0] 1s inferred to be equal to
0.
merge 1dx[x0][y0] specifies the merging candidate index
of the merging candidate list where x0, yO specity the
location (x0, y0) of the top-left luma sample of the consid-
ered prediction block relative to the top-left luma sample of
the picture.

3. Example of Inter Prediction Methods 1 Joint
Exploration Model (JEM)

In some embodiments, future video coding technologies
are explored using a reference software known as the Joint

Exploration Model (JEM). In JEM, sub-block based predic-
tion 1s adopted in several coding tools, such as afline
prediction, alternative temporal motion vector prediction
(ATMVP), spatial-temporal motion vector prediction
(STMVP), bi-directional optical tflow (B TO), Frame-Rate
Up Conversion (FRUC), Locally Adaptive Motion Vector
Resolution (LAMVR), Overlapped Block Motion Compen-
sation (OBMC), Local Illumination Compensation (LIC),
and Decoder-side Motion Vector Refinement (DMVR).

3.1

Examples of Sub-CU Based Motion Vector
Prediction

In the JEM with quadtrees plus binary trees (QTBT), each
CU can have at most one set of motion parameters for each
prediction direction. In some embodiments, two sub-CU
level motion vector prediction methods are considered 1n the
encoder by splitting a large CU 1nto sub-CUs and deriving
motion information for all the sub-CUs of the large CU.
Alternative temporal motion vector prediction (ATMVP)
method allows each CU to fetch multiple sets of motion
information from multiple blocks smaller than the current
CU 1n the collocated reference picture. In spatial-temporal
motion vector prediction (STMVP) method motion vectors
of the sub-CUs are derived recursively by using the temporal
motion vector predictor and spatial neighbouring motion
vector. In some embodiments, and to preserve more accurate
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motion field for sub-CU motion prediction, the motion
compression for the reference frames may be disabled.

3.1.1 Examples of Alternative Temporal Motion
Vector Prediction (ATMVP)

In the ATMVP method, the temporal motion vector pre-
diction (ITMVP) method 1s modified by fetching multiple
sets ol motion mformation (including motion vectors and
reference 1ndices) from blocks smaller than the current CU.

FIG. 18 shows an example of ATMVP motion prediction
process for a CU 1800. The ATMVP method predicts the

motion vectors of the sub-CUs 1801 within a CU 1800 1n
two steps. The first step 1s to identily the corresponding
block 1851 in a reference picture 1850 with a temporal
vector. The reference picture 1850 1s also referred to as the
motion source picture. The second step 1s to split the current
CU 1800 1nto sub-CUs 1801 and obtain the motion vectors
as well as the reference indices of each sub-CU from the
block corresponding to each sub-CU.

In the first step, a reference picture 1850 and the corre-
sponding block 1s determined by the motion information of
the spatial neighboring blocks of the current CU 1800. To
avoid the repetitive scanning process ol neighboring blocks,
the first merge candidate in the merge candidate list of the
current CU 1800 1s used. The first available motion vector as
well as 1ts associated reference index are set to be the
temporal vector and the index to the motion source picture.
This way, the corresponding block may be more accurately
identified, compared with TMVP, wherein the correspond-
ing block (sometimes called collocated block) 1s always 1n
a bottom-right or center position relative to the current CU.

In one example, 11 the first merge candidate 1s from the left
neighboring block (1.e., A; 1 FIG. 19), the associated MV
and reference picture are utilized to 1dentity the source block
and source picture.

In the second step, a corresponding block of the sub-CU
1851 1s identified by the temporal vector in the motion
source picture 1850, by adding to the coordinate of the
current CU the temporal vector. For each sub-CU, the
motion information of 1ts corresponding block (e.g., the
smallest motion grid that covers the center sample) 1s used
to denive the motion mformation for the sub-CU. After the
motion information of a corresponding NxIN block 1s 1den-
tified, 1t 1s converted to the motion vectors and reference
indices of the current sub-CU, 1n the same way as TMVP of
HEVC, wherein motion scaling and other procedures apply.
For example, the decoder checks whether the low-delay
condition (e.g. the POCs of all reference pictures of the
current picture are smaller than the POC of the current
picture) 1s fulfilled and possibly uses motion vector MVx
(e.g., the motion vector corresponding to reference picture
list X) to predict motion vector MVy (e.g., with X being
equal to O or 1 and Y being equal to 1-X) for each sub-CU.

3.1.2 Examples of Spatial-Temporal Motion Vector
Prediction (STMVP)

In the STMVP method, the motion vectors of the sub-CUSs

are derived recursively, following raster scan order. FIG. 20
shows an example of one CU with four sub-blocks and
neighboring blocks. Consider an 8x8 CU 2000 that includes
four 4x4 sub-CUs A (2001), B (2002), C (2003), and D
(2004). The neighboring 4x4 blocks 1n the current frame are
labelled as a (2011), b (2012), ¢ (2013), and d (2014).
The motion derivation for sub-CU A starts by identifying
its two spatial neighbors. The first neighbor 1s the NxN block
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above sub-CU A 2001 (block ¢ 2013). If this block ¢ (2013)
1s not available or 1s intra coded the other NxN blocks above
sub-CU A (2001) are checked (from left to right, starting at
block ¢ 2013). The second neighbor 1s a block to the left of
the sub-CU A 2001 (block b 2012). If block b (2012) 1s not
available or 1s 1ntra coded other blocks to the left of sub-CU
A 2001 are checked (from top to bottom, staring at block b
2012). The motion information obtained from the neighbor-
ing blocks for each list 1s scaled to the first reference frame
for a given list. Next, temporal motion vector predictor
(TMVP) of sub-block A 2001 1s derived by following the
same procedure of TMVP derivation as specified in HEVC.
The motion mformation of the collocated block at block D
2004 1s fetched and scaled accordingly. Finally, after retriev-
ing and scaling the motion information, all available motion
vectors are averaged separately for each reference list. The
averaged motion vector 1s assigned as the motion vector of
the current sub-CU.

3.1.3 Examples of Sub-CU Motion Prediction
Mode Signaling

In some embodiments, the sub-CU modes are enabled as
additional merge candidates and there 1s no additional syn-
tax element required to signal the modes. Two additional
merge candidates are added to merge candidates list of each
CU to represent the ATMVP mode and STMVP mode. In
other embodiments, up to seven merge candidates may be
used, if the sequence parameter set indicates that ATMVP
and STMVP are enabled. The encoding logic of the addi-
tional merge candidates 1s the same as for the merge
candidates in the HM, which means, for each CU in P or B
slice, two more RD checks may be needed for the two
additional merge candidates. In some embodiments, e.g.,
JEM, all bins of the merge index are context coded by
CABAC (Context-based Adaptive Binary Arithmetic Cod-
ing). In other embodiments, e.g., HEVC, only the first bin 1s

context coded and the remaining bins are context by-pass
coded.

3.2 Examples of Adaptive Motion Vector
Difference Resolution

In some embodiments, motion vector differences (MVDs)
(between the motion vector and predicted motion vector of
a PU) are signalled 1n units of quarter luma samples when
use_integer mv_tlag 1s equal to O 1n the slice header. In the
JEM, a locally adaptive motion vector resolution (LAMVR)
1s introduced. In the JEM, MVD can be coded in units of
quarter luma samples, mteger luma samples or four luma
samples. The MVD resolution 1s controlled at the coding
umt (CU) level, and MVD resolution flags are conditionally
signalled for each CU that has at least one non-zero MVD
components.

For a CU that has at least one non-zero MVD compo-
nents, a first flag 1s signalled to indicate whether quarter
luma sample MV precision 1s used in the CU. When the first
flag (equal to 1) indicates that quarter luma sample MV
precision 1s not used, another flag 1s signalled to indicate
whether 1integer luma sample MV precision or four luma
sample MV precision 1s used.

When the first MVD resolution flag of a CU 1s zero, or not
coded for a CU (meaning all MVDs 1n the CU are zero), the
quarter luma sample MV resolution 1s used for the CU.
When a CU uses iteger-luma sample MV precision or




US 11,159,817 B2

19

four-luma-sample MV precision, the MVPs in the AMVP
candidate list for the CU are rounded to the corresponding

precision.

In the encoder, CU-level RD checks are used to determine
which MVD resolution 1s to be used for a CU. That 1s, the
CU-level RD check 1s performed three times for each MVD
resolution. To accelerate encoder speed, the following
encoding schemes are applied 1n the JEM:

During RD check of a CU with normal quarter luma
sample MVD resolution, the motion information of the
current CU (integer luma sample accuracy) is stored.
The stored motion information (after rounding) 1s used
as the starting point for further small range motion
vector refinement during the RD check for the same CU
with integer luma sample and 4 luma sample MVD
resolution so that the time-consuming motion estima-
tion process 1s not duplicated three times.

RD check of a CU with 4 luma sample MVD resolution
1s conditionally invoked. For a CU, when RD cost
integer luma sample MVD resolution 1s much larger
than that of quarter luma sample MVD resolution, the
RD check of 4 luma sample MVD resolution for the CU

1s skipped.

3.2.1 Examples of AMVP Candidate List
Construction

In JEM, the procedure 1s similar to the HEVC design.
However, when the current block chooses a lower precision
of MVs (e.g., integer-precision), rounding operations may
be applied. In the current implementation, after selecting the
2 candidates from spatial positions, 1 both are available,
these two are rounded, followed by pruning.

3.3 Examples of Pattern Matched Motion Vector

Derivation (PMMVD)

The PMMVD mode is a special merge mode based on the
Frame-Rate Up Conversion (FRUC) method. With this
mode, motion information of a block i1s not signaled but
derived at decoder side.

A FRUC flag can be signaled for a CU when its merge tlag
1s true. When the FRUC flag 1s false, a merge index can be
signaled and the regular merge mode 1s used. When the
FRUC flag 1s true, an additional FRUC mode flag can be
signaled to indicate which method (e.g., bilateral matching
or template matching) 1s to be used to derive motion
information for the block.

At the encoder side, the decision on whether using FRUC
merge mode for a CU 1s based on RD cost selection as done
for normal merge candidate. For example, multiple match-
ing modes (e.g., bilateral matching and template matching)
are checked for a CU by using RD cost selection. The one
leading to the minimal cost 1s further compared to other CU
modes. If a FRUC matching mode 1s the most eflicient one,
FRUC flag 1s set to true for the CU and the related matching
mode 1s used.

Typically, motion dernivation process in FRUC merge
mode has two steps: a CU-level motion search 1s first
performed, then followed by a Sub-CU level motion refine-
ment. At CU level, an 1nitial motion vector 1s derived for the
whole CU based on bilateral matching or template matching.
First, a list of MV candidates 1s generated and the candidate
that leads to the mimimum matching cost 1s selected as the
starting point for further CU level refinement. Then a local
search based on bilateral matching or template matching
around the starting point 1s performed. The MV results in the
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minimum matching cost 1s taken as the MV for the whole
CU. Subsequently, the motion information 1s further refined
at sub-CU level with the derived CU motion vectors as the
starting points.

For example, the following derivation process 1s per-
formed for a WxH CU motion information derivation. At the
first stage, MV for the whole WxH CU 1s derived. At the
second stage, the CU 1s further split into MxM sub-CUs. The
value of M 1s calculated as in Eq. (3), D 1s a predefine
splitting depth which 1s set to 3 by default in the JEM. Then
the MV for each sub-CU 1s derived.

M =max{4, mjn{gﬂﬂ, ;—D}} Eq. (3)

FIG. 21 shows an example of bilateral matching used 1n
the Frame-Rate Up Conversion (FRUC) method. The bilat-
eral matching 1s used to derive motion information of the
current CU by finding the closest match between two blocks
along the motion trajectory of the current CU (2100) 1n two
different reference pictures (2110, 2111). Under the assump-
tion of continuous motion trajectory, the motion vectors
MV (2101) and MV1 (2102) pointing to the two reference
blocks are proportional to the temporal distances, e.g., TDO
(2103) and TD1 (2104), between the current picture and the
two reference pictures. In some embodiments, when the
current picture 2100 1s temporally between the two reference
pictures (2110, 2111) and the temporal distance from the
current picture to the two reference pictures 1s the same, the
bilateral matching becomes mirror based bi-directional MV,

FIG. 22 shows an example of template matching used 1n
the Frame-Rate Up Conversion (FRUC) method. Template
matching can be used to derive motion mformation of the
current CU 2200 by finding the closest match between a
template (e.g., top and/or left neighboring blocks of the
current CU) 1n the current picture and a block (e.g., same
s1ze to the template) 1n a reference picture 2210. Except the
aforementioned FRUC merge mode, the template matching
can also be applied to AMVP mode. In both JEM and
HEVC, AMVP has two candidates. With the template
matching method, a new candidate can be derived. If the
newly derived candidate by template matching 1s different to
the first existing AMVP candidate, 1t 1s mserted at the very
beginning of the AMVP candidate list and then the list size
1s set to two (e.g., by removing the second existing AMVP
candidate). When applied to AMVP mode, only CU level
search 1s applied.

The MV candidate set at CU level can include the
following: (1) original AMVP candidates 11 the current CU
1s in AMVP mode, (2) all merge candidates, (3) several MVs
in the mterpolated MV field (described later), and top and
left neighboring motion vectors.

When using bilateral matching, each valid MV of a merge
candidate can be used as an imnput to generate a MV pair with
the assumption of bilateral matching. For example, one valid
MYV of a merge candidate 1s (MVa, ret ) at reference list A.
Then the reference picture ref, of 1ts paired bilateral MV 1s
found 1n the other reference list B so that ref | and ref, are
temporally at different sides of the current picture. If such a
ref, 1s not available in reference list B, ref, 1s determined as
a reference which 1s different from ref, and its temporal
distance to the current picture 1s the mimimal one in list B.
After retf, 1s determined, MVb i1s derived by scaling MVa
based on the temporal distance between the current picture
and ref , ref,.
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In some implementations, four MVs from the iterpolated
MYV field can also be added to the CU level candidate list.
More specifically, the interpolated MVs at the position (0,
0), (W/2, 0), (0, H/2) and (W/2, H/2) of the current CU are
added. When FRUC 1s applied in AMVP mode, the original
AMVP candidates are also added to CU level MV candidate
set. In some implementations, at the CU level, 15 MVs for

AMVP CUs and 13 MV for merge CUs can be added to the
candidate list.

The MV candidate set at sub-CU level includes an MV
determined from a CU-level search, (2) top, left, top-left and
top-right neighboring MVs, (3) scaled versions of collocated
MVs from reference pictures, (4) one or more ATMVP
candidates (e.g., up to four), and (5) one or more STMVP
candidates (e.g., up to four). The scaled MV from reference
pictures are derived as follows. The reference pictures in
both lists are traversed. The MVs at a collocated position of
the sub-CU 1n a reference picture are scaled to the reference
of the starting CU-level MV. ATMVP and STMVP candi-
dates can be the four first ones. At the sub-CU level, one or
more MVs (e.g., up to 17) are added to the candidate list.

Generation of an interpolated MV field. Before coding a
frame, mterpolated motion field 1s generated for the whole
picture based on unilateral ME. Then the motion field may
be used later as CU level or sub-CU level MV candidates.

In some embodiments, the motion field of each reference
pictures 1n both reference lists 1s traversed at 4x4 block
level. FIG. 23 shows an example of unilateral Motion
Estimation (ME) 2300 1n the FRUC method. For each 4x4
block, 1f the motion associated to the block passing through
a 4x4 block 1n the current picture and the block has not been
assigned any interpolated motion, the motion of the refer-
ence block 1s scaled to the current picture according to the
temporal distance TDO0 and TD1 (the same way as that of
MYV scaling of TMVP in HEVC) and the scaled motion is
assigned to the block in the current frame. If no scaled MV
1s assigned to a 4x4 block, the block’s motion 1s marked as
unavailable 1n the mterpolated motion field.

Interpolation and matching cost. When a motion vector
points to a fractional sample position, motion compensated
interpolation 1s needed. To reduce complexity, bi-linear
interpolation instead of regular 8-tap HEVC interpolation
can be used for both bilateral matching and template match-
ng.

The calculation of matching cost 1s a bit different at
different steps. When selecting the candidate from the can-
didate set at the CU level, the matching cost can be the
absolute sum difference (SAD) of bilateral matching or
template matching. After the starting MV 1s determined, the
matching cost C of bilateral matching at sub-CU level search
1s calculated as follows:

C=SAD+w-(IMV ~MV, 5|+ IMV,~MV 5) Eg. (4)

Here, w 1s a weighting factor. In some embodiments, w
can be empirically set to 4. MV and MV" indicate the current
MYV and the starting MV, respectively. SAD may still be used
as the matching cost of template matching at sub-CU level
search.

In FRUC mode, MV 1s derived by using luma samples
only. The derived motion will be used for both luma and
chroma for MC inter prediction. After MV 1s decided, final
MC 1s performed using 8-taps interpolation filter for luma
and 4-taps interpolation filter for chroma.

MYV refinement 1s a pattern based MV search with the
criterion of bilateral matching cost or template matching
cost. In the JEM, two search patterns are supported—an
unrestricted center-biased diamond search (UCBDS) and an
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adaptive cross search for MV refinement at the CU level and
sub-CU level, respectively. For both CU and sub-CU level
MYV refinement, the MV 1s directly searched at quarter luma
sample MV accuracy, and this 1s followed by one-eighth
luma sample MV refinement. The search range of MV
refinement for the CU and sub-CU step are set equal to 8
luma samples.

In the bilateral matching merge mode, bi-prediction 1s
applied because the motion mformation of a CU 1s derived
based on the closest match between two blocks along the
motion trajectory of the current CU 1n two diflerent refer-
ence pictures. In the template matching merge mode, the
encoder can choose among uni-prediction from list), uni-
prediction from listl, or bi-prediction for a CU. The selec-
tion ca be based on a template matching cost as follows:

I costBi<=factor*min (cost0, costl)

bi-prediction 1s used;

Otherwise, 1f costO0<=cost1l

uni-prediction from list0 1s used;

Otherwise,

uni-prediction from listl 1s used;

Here, cost0 1s the SAD of list0 template matching, costl
1s the SAD of listl template matching and costB1 1s the SAD
of bi-prediction template matching. For example, when the
value of factor 1s equal to 1.25, it means that the selection
process 1s biased toward bi-prediction. The inter prediction
direction selection can be applied to the CU-level template
matching process.

3.4 Examples of Decoder-Side Motion Vector
Refinement (DMVR)

In a bi-prediction operation, for the prediction of one
block region, two prediction blocks, formed using a motion
vector (MV) of list0 and a MV of listl, respectively, are
combined to form a single prediction signal. In the decoder-
side motion vector refinement (DMVR) method, the two
motion vectors of the bi-prediction are further refined by a
bilateral template matching process. The bilateral template
matching applied 1n the decoder to perform a distortion-
based search between a bilateral template and the recon-
struction samples 1n the reference pictures in order to obtain
a refined MV without transmission of additional motion
information.

In DMVR, a bilateral template 1s generated as the
weighted combination (1.e. average) of the two prediction
blocks, from the 1mmitial MVO of list0 and MV1 of list0,
respectively, as shown 1n FIG. 24. The template matching
operation consists of calculating cost measures between the
generated template and the sample region (around the 1nitial
prediction block) in the reference picture. For each of the
two reference pictures, the MV that yields the minimum
template cost 1s considered as the updated MV of that list to
replace the original one. In the JEM, nine MV candidates are
searched for each list. The nine MV candidates include the
original MV and 8 surrounding MVs with one luma sample
oflset to the original MV 1n either the horizontal or vertical

irection, or both. Finally, the two new MVs, 1.e., MV(0' and
MV1' as shown 1n FIG. 24, are used for generating the final
bi-prediction results. A sum of absolute differences (SAD) 1s
used as the cost measure.

DMVR 1s applied for the merge mode of bi-prediction
with one MV from a reference picture in the past and another
from a reference picture 1n the future, without the transmis-
sion of additional syntax elements. In the JEM, when LIC,
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alline motion, FRUC, or sub-CU merge candidate 1s enabled
for a CU, DMVR 1s not applied.

3.5 Local Illumination Compensation

Local lllumination Compensation (IC) 1s based on a linear
model for 1llumination changes, using a scaling factor a and
an oflset b. And 1t 1s enabled or disabled adaptively for each
inter-mode coded coding unit (CU).

When IC applies for a CU, a least square error method 1s
employed to derive the parameters a and b by using the
neighbouring samples of the current CU and their corre-
sponding reference samples. More specifically, as illustrated
in FIG. 25, the subsampled (2:1 subsampling) neighbouring
samples of the CU and the corresponding samples (identified
by motion mformation of the current CU or sub-CU) in the
reference picture are used. The IC parameters are derived
and applied for each prediction direction separately.

When a CU 1s coded with merge mode, the IC flag 1s
copied from neighbouring blocks, 1n a way similar to motion
information copy in merge mode; otherwise, an IC flag 1s
signalled for the CU to indicate whether LIC applies or not.

When IC 1s enabled for a picture, additional CU level RD

check 1s needed to determine whether LIC 1s applied or not
for a CU. When IC 1s enabled for a CU, mean-removed sum

of absolute difference (MR-SAD) and mean-removed sum
ol absolute Hadamard-transformed difference (MR-SATD)
are used, mstead of SAD and SATD, for integer pel motion
search and fractional pel motion search, respectively.

To reduce the encoding complexity, the following encod-
ing scheme 1s applied in the JEM. IC 1s disabled for the
entire picture when there 1s no obvious i1llumination change
between a current picture and its reference pictures. To
identify this situation, histograms of a current picture and
every reference picture of the current picture are calculated
at the encoder. If the histogram difference between the
current picture and every reference picture of the current
picture 1s smaller than a given threshold, IC 1s disabled for
the current picture; otherwise, IC 1s enabled for the current
picture.

3.6 Examples of Merge/Skip Mode With Bilateral
Matching Refinement

A merge candidate list 1s first constructed by inserting the
motion vectors and reference indices of the spatial neigh-
boring and temporal neighboring blocks into the candidate
list with redundancy checking until the number of the
available candidates reaches the maximum candidate size of
19. The merge candidate list for the merge/skip mode is
constructed by inserting spatial candidates, temporal candi-
dates, afline candidates, advanced temporal MVP (ATMVP)
candidate, spatial temporal MVP (STMVP) candidate and
the additional candidates as used in HEVC (Combined
candidates and Zero candidates) according to a pre-defined
insertion order, and 1n the context of the numbered blocks
shown 1n FIG. 25:

(1) Spatial candidates for blocks 1-4

(2) Extrapolated athine candidates for blocks 1-4

(3) ATMVP

(4) STMVP

(5) Virtual afline candidate

(6) Spatial candidate (block 5) (used only when the
number of the available candidates 1s smaller than 6)

(7) Extrapolated afline candidate (block 3)

(8) Temporal candidate (derived as in HEVC)
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(9) Non-adjacent spatial candidate followed by extrapo-
lated afline candidate (blocks 6 to 49)

(10) Combined candidates

(11) Zero candidates

It may be noted that IC flags are also inherited from merge
candidates except for STMVP and ailine. Moreover, for the
first four spatial candidates, the bi-prediction ones are
inserted before the ones with um-prediction.

4. Examples of Binanization Methods and Merge
Index Coding

In some embodiments, several binarization methods could
be selected. For one syntax element, the related value should

be firstly binarized to a bin string based on the distribution.
For each bin, 1t may be coded with context or bypass coding
methods.

4.1 Exemplary Unary and Truncated Unary (TU)
Binarization Process

For each unsigned integer valued symbol x=0 the unary
code word in CABAC consists of X “1” bits plus a termi-
nating “0” bit. The truncated unary (TU) code 1s only defined
for x with O=x=S, where for x<S the code 1s given by the
unary code, whereas for x=S the termuinating “0” bit 1s
neglected such that the TU code of x=S 1s given by code-

word consisting of x “1” bits only.

TABLE 5

Bin string of the unary binarization

prefixVal Bin string
0 0
1 1 0
2 1 0
3 ] 0
4 1 0
5 1 1 0
binldx 0 1 2 3 4 5
TABLE 6

Bin string of the truncated unarv binarization

prefixVal Bin string
0 0
1 1 0
2 1 0
3 0
4 1 0
5 1 1 1 1 1 0
binldx 0 1 2 3 4 5

4.2 Exemplary K-th Order Exp-Golomb (EGk)
Binarization Process

For the EGk binarization the number of symbols having
the same code length of k+2-1(x)+1 1s geometrically grow-
ing. By mnverting Shannon’s relationship between 1deal code
length and symbol probability, we can e.g. easily deduce that
EGO 1s the optimal code for a pdf p(x)=12-(x+1)-2 with
x=0. This implies that for an appropriately chosen parameter
k the EGk code represents a fairly good first-order approxi-
mation of the ideal prefix-free code for tails of typically
observed pdis.
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TABLE 7

Bin string of the EGO binarization

K=20

prefixVal Bin string

0 0

1 1 0 0

2 1 0 1

3 1 1 0 0 0

4 1 1 0 0 1

5 1 1 0 1 0

6 1 1 0 1 1

7 1 1 1 0 0 0 0

binldx 0 1 2 3 4 5 6

4.3 Exemplary Truncated Rice (TR) Binarization

Process

Input to this process 1s a request for a TR binarization,
cMax, and cRiceParam.

Output of this process 1s the TR binarization associating,
cach value symbolVal with a corresponding bin string.

A TR bin string 1s a concatenation of a prefix bin string
and, when present, a suilix bin string.

For the dernivation of the prefix bin string, the following
applies:

The prefix value of symbolVal, prefixVal, 1s derived as
follows:

prefixVal=symbolVal>>cRiceParam
The prefix of the TR bin string 1s specified as follows:

It prefixVal 1s less than cMax>>cRiceParam, the prefix
bin string 1s a bit string of length prefixVal+1 indexed by
binldx. The bins for binldx less than prefixVal are equal to
1. The bin with binldx equal to prefixVal 1s equal to O.

When cMax 1s greater than symbolVal and cRiceParam 1s
greater than 0, the suilix of the TR bin string 1s present and
it 1s derived as follows:

The suthix value suthxVal 1s derived as tollows:

sutlixVal=symbol Val-((prefixVal)<<cRiceParam)

The suilix of the TR bin string 1s specified by invoking the
fixed-length (FL) binarization process for suflixVal
with a cMax value equal to (1<<cRiceParam)-1.

Note that for the mput parameter cRiceParam=0 the TR
binarization 1s exactly a truncated unary binarization and it
1s always mvoked with a cMax value equal to the largest
possible value of the syntax element being decoded.

4.4 Exemplary Fixed-Length (FL) Binarization
Process

Inputs to this process are a request for a FLL binarization
and cMax.

Output of this process 1s the FL. binarization associating
cach value symbolVal with a corresponding bin string.

FL binarization 1s constructed by using the fixedLength-
bit unsigned integer bin string of the symbol value symbol-
Val, where fixedLength=Ceil(Log2(cMax+1)). The indexing,
of bins for the FL binarization is such that the binldx=0
relates to the most significant bit with increasing values of
binldx towards the least significant bat.
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TABLE 8

Bin string of the FL. binarization (cMax = 7)

prefix Val Bin String
0 0 0 0
1 0 0 1
2 0 1 0
3 0 1 1
4 1 0 0
5 1 0 1
binldx 0 1 2
4.5 Exemplary Coding of Merge 1dx

As specified 1n the HEVC specification, the merge index
1s firstly binarized to a bin string if the total number of
allowed merge candidate 1s larger than 1.

TABLE 9

binarization and ways of coding bins for merge 1dx

merge_1dx[ ][ ] TR/TU cMax = MaxNumMergeCand - 1,
cRiceParam = 0
binldx
Syntax element 0 1 2 3 4 >=3
merge_1dx[ ][ ] 0 bypass bypass bypass n/a  N/a

TR with cRiceParam equal to 0, 1.e., TU 1s used. The first
bin of merge_1dx 1s coded with one context and the remain-
ing bins, 1f exist, are coded with bypass.

5 Example Embodiments of Intra Prediction in
JEM

5.1 Examples of Intra Mode Coding With 67 Intra
Prediction Modes

To capture the arbitrary edge directions presented 1n
natural video, the number of directional intra modes 1s
extended from 33, as used in HEVC, to 65. The additional
directional modes are depicted as light grey dotted arrows 1n
FIG. 27, and the planar and DC modes remain the same.
These denser directional intra prediction modes apply for all
block sizes and for both luma and chroma intra predictions.

5.2 Examples of Luma Intra Mode Coding

In JEM, the total number of intra prediction modes has
been increased from 35 in HEVC to 67. FIG. 27 depicts the
examples of the 67 intra prediction modes.

To accommodate the increased number of directional 1ntra
modes, an intra mode coding method with 6 Most Probable
Modes (MPMs) 1s used. Two major technical aspects are
involved: 1) the derivation of 6 MPMs, and 2) entropy
coding of 6 MPMs and non-MPM modes.

In the JEM, the modes included into the MPM lists are
classified into three groups:

Neighbor 1ntra modes

Derved 1ntra modes

Default intra modes

Five neighbouring intra prediction modes are used to form
the MPM list. Those locations of the 5 neighbouring blocks
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are the same as those used in the merge mode, 1.e., left (L),
above (A), below-left (BL), above-right (AR), and above-

lett (AL) as shown in FIG. 28. An mitial MPM list 1s formed
by inserting 5 neighbour 1intra modes and the planar and DC
modes into the MPM list. A pruning process 1s used to
remove duplicated modes so that only unique modes can be
included 1nto the MPM list. The order in which the mitial
modes are included 1s: left, above, planar, DC, below-lett,
above-right, and then above-left.

If the MPM list 1s not tull (1.e., there are less than 6 MPM
candidates 1n the list), derived modes are added; these intra
modes are obtained by adding -1 or +1 to the angular modes
that are already included in the MPM list. Such additional
derived modes are not generated from the non-angular
modes (DC or planar).

Finally, if the MPM list 1s still not complete, the default
modes are added in the following order: vertical, horizontal,
mode 2, and diagonal mode. As a result of this process, a
unique list of 6 MPM modes 1s generated.

For entropy coding of the selected mode using the 6
MPMs, a truncated unary binarization 1s used. The first three
bins are coded with contexts that depend on the MPM mode
related to the bin currently being signalled. The MPM mode
1s classified into one of three categories: (a) modes that are
predominantly horizontal (i.e., the MPM mode number 1s
less than or equal to the mode number for the diagonal
direction), (b) modes that are predominantly vertical (i.e.,
the MPM mode 1s greater than the mode number for the
diagonal direction), and (c) the non-angular (DC and planar)
class. Accordingly, three contexts are used to signal the
MPM index based on this classification.

The coding for selection of the remaining 61 non-MPMs
1s done as follows. The 61 non-MPMs are first divided mto
two sets: a selected mode set and a non-selected mode set.
The selected modes set contains 16 modes and the rest (45
modes) are assigned to the non-selected modes set. The
mode set that the current mode belongs to 1s indicated 1n the
bitstream with a flag. If the mode to be indicated 1s within
the selected modes set, the selected mode 1s signalled with
a 4-bit fixed-length code, and if the mode to be indicated 1s
from the non-selected set, the selected mode 1s signalled
with a truncated binary code. The selected modes set 1s
generated by sub-sampling the 61 non-MPM modes as

follows:
Selected modes set={0, 4, 8, 12, 16,20 ... 60}

Non-selected modes set={1, 2, 3, 5,6, 7,9, 10 . . . 59}

At the encoder side, the similar two-stage intra mode
decision process of HM 1s used. In the first stage, 1.¢., the
intra mode pre-selection stage, a lower complexity Sum of
Absolute Transform Difference (SATD) cost 1s used to
pre-select N 1ntra prediction modes from all the available
intra modes. In the second stage, a higher complexity R-D
cost selection 1s further applied to select one intra prediction
mode from the N candidates. However, when 67 intra
prediction modes 1s applied, since the total number of
available modes 1s roughly doubled, the complexity of the
intra mode pre-selection stage will also be increased it the
same encoder mode decision process of HM 1s directly used.
To minimize the encoder complexity increase, a two-step
intra mode pre-selection process 1s performed. At the first
step, N (N depends on 1ntra prediction block size) modes are

selected from the original 35 intra prediction modes (1ndi-
cated by black solid arrows 1n FIG. 27) based on the Sum of

Absolute Transform Difference (SATD) measure; At the
second step, the direct neighbours (additional intra predic-
tion directions as indicated by light grey dotted arrows in

FIG. 27) of the selected N modes are further examined by
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SATD, and the list of selected N modes are updated. Finally,
the first M MPMs are added to the N modes 11 not already
included, and the final list of candidate intra prediction
modes 1s generated for the second stage R-D cost examina-
tion, which 1s done 1n the same way as HM. The value of M
1s increased by one based on the original setting 1n the HM,
and N 1s decreased somewhat as shown below 1n Table 10.

TABLE 10
Number of mode candidates at the intra mode pre-selection step
Intra prediction block size
4x4d4 8x8 16x16 32x32 64x 64 =64 x 64
HM 8 8 3 3 3 3
JEM with 67 intra 7 7 2 2 2 2

prediction modes

5.3 Examples of Chroma Intra Mode Coding

In the JEM, a total of 11 intra modes are allowed for
chroma CB coding. Those modes include 5 traditional intra
modes and 6 cross-component linear model modes. The list
of chroma mode candidates includes the following three
parts:

CCLM modes

DM modes, intra prediction modes derived from luma

CBs covering the collocated five positions of the cur-

rent chroma block

The five positions to be checked 1n order are: center
(CR), top-lett (TL), top-right (TR ), bottom-leit (BL)
and bottom-right (BR) 4x4 block within the corre-
sponding luma block of current chroma block for I
slices. For P and B slices, only one of these five
sub-blocks 1s checked since they have the same
mode index. An example of five collocated luma
positions 1s shown 1n FIGS. 29A and 29B.

Chroma prediction modes from spatial neighbouring

blocks:

5> chroma prediction modes: from left, above, below-
left, above-right, and above-left spatially neighbour-
ing blocks

Planar and DC modes

Derived modes are added, these intra modes are
obtained by adding -1 or +1 to the angular modes
which are already included into the list

Vertical, horizontal, mode 2

A pruning process 1s applied whenever a new chroma
intra mode 1s added to the candidate list. The non-CCLM
chroma intra mode candidates list size 1s then trimmed to 5.
For the mode signalling, a flag 1s first signalled to indicate
whether one of the CCLM modes or one of the traditional
chroma intra prediction mode 1s used. Then a few more flags
may follow to specily the exact chroma prediction mode
used for the current chroma CBs.

6. Examples of Existing Implementations

The current HEVC design could take the correlation of
current block its neighbouring blocks (next to the current
block) to better code the motion mformation. However, it 1s
possible that that the neighbouring blocks correspond to
different objects with different motion trajectories. In this
case, prediction from 1ts neighbouring blocks 1s not efficient.
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Prediction from motion information of non-adjacent
blocks could bring additional coding gain with the cost of

storing all the motion mnformation (typically on 4x4 level)
into cache which significantly increase the complexity for
hardware implementation.

Unary binarization method works fine for smaller number
of allowed merge candidates. However, when the total
number of allowed candidate becomes larger, the unary
binarization may be sub-optimal.

The HEVC design of AMVP candidate list construction
process only invokes pruning among two spatial AMVP
candidates. Full pruning (each of the available candidate
compared to all others) 1s not utilized since there 1s negli-
gible coding loss due to limited pruming. However, if there
are more AMVP candidates available, pruning becomes

important. Also, when LAMVR 1is enabled, how to construct
the AVMP candidate list should be studied.

7. Example Methods for LUT-Based Motion Vector
Prediction

Embodiments of the presently disclosed technology over-
come the drawbacks of existing implementations, thereby
providing video coding with higher coding efliciencies. To
overcome the drawbacks of existing implementations, LUT-
based motion vector prediction techniques using one or
more tables (e.g., look up tables) with at least one motion
candidate stored to predict motion information of a block
can be implemented 1n various embodiments to provide
video coding with higher coding efliciencies. A look up table
1s an example of a table which can be used to include motion
candidates to predict motion information of a block and
other implementations are also possible. Each LUT can
include one or more motion candidates, each associated with
corresponding motion information. Motion mformation of a
motion candidate can include partial or all of the prediction
direction, reference indices/pictures, motion vectors, LIC
flags, atline flags, Motion Vector Derivation (MVD) preci-
sions, and/or MVD values. Motion information may further
include the block position information to indicate from
which the motion information 1s coming.

The LUT-based motion vector prediction based on the
disclosed technology, which may enhance both existing and
tuture video coding standards, 1s elucidated in the following
examples described for various implementations. Because
the LUTs allow the encoding/decoding process to be per-
formed based on historical data (e.g., the blocks that have
been processed), the LUT-based motion vector prediction
can also be referred to as History-based Motion Vector
Prediction (HMVP) method. In the LUT-based motion vec-
tor prediction method, one or multiple tables with motion
information from previously coded blocks are maintained
during the encoding/decoding process. These motion can-
didates stored in the LUTs are named HMVP candidates.
During the encoding/decoding of one block, the associated
motion mnformation in LUTs may be added to the motion
candidate lists (e.g., merge/ AMVP candidate lists), and after
encoding/decoding one block, LUTs may be updated. The
updated LUTs are then used to code the subsequent blocks.
Thus, the updating of motion candidates 1 the LUTs are
based on the encoding/decoding order of blocks.

The LUT-based motion vector prediction based on the
disclosed technology, which may enhance both existing and
tuture video coding standards, 1s elucidated 1n the following
examples described for various implementations. The
examples of the disclosed technology provided below
explain general concepts, and are not meant to be interpreted
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as limiting. In an example, unless explicitly indicated to the
contrary, the various features described 1n these examples
may be combined.

With regard to terminology, the following examples an
entry of a LUT 1s a motion candidate. The term motion
candidate 1s used to indicate a set of motion information
stored 1n a look up table. For conventional AMVP or merge
modes, AMVP or merge candidates are used for storing the
motion information. As will be described below, and 1n a
non-limiting example, the notion of LUTs with motion
candidates for motion vector prediction 1s extended to LUTSs
with 1nftra prediction modes for intra mode coding, or
extended to LUTs with illumination compensation param-
eters for IC parameter coding or extended to LUTs with filter
parameters. The LUT based methods for motion candidates
may be extended to other types of coding information, as
described in this patent document, existing and future video
coding standards.

Examples of Look-Up Tables

Example A: Each look up table may contain one or more
motion candidates wherein each candidate 1s associated with
its motion information.

In one example, the table size (e.g., the number of
maximally allowed entries of motion candidates) and/or
number of tables may depend on sequence resolution, largest
coding unit size, size of merge candidate lists.

Update of Look Up Tables

Example B1: After coding a block with motion informa-
tion (1.e., IntraBC mode, inter coded mode), one or multiple
look up tables may be updated.

a. In one example, whether to update a look up table may

reuse the rules for selecting look up tables, e.g., when

a look up table could be selected for coding the current
block, after coding/decoding the block, the selected
look up table may further be updated.

b. Look up tables to be updated may be selected based on
coded mformation, and/or positions of the block/LCU.

c. If the block 1s coded with motion information directly
signaled (such as AMVP mode, MMVD mode for
normal/athne inter mode, AMVR mode for normal/

afline inter mode), the motion information for the block

may be added to a look up table.

1. Alternatively, 1 the block 1s coded with motion
information directly inherited from a spatial neigh-
boring block without any refinement (e.g., spatial
merge candidate without refinement), the motion
information for the block shouldn’t be added to a
look up table.

11. Alternatively, 1f the block 1s coded with motion
information directly inherited from a spatial neigh-
boring block with refinement (such as DMVR,
FRUC), the motion information for the block
shouldn’t be added to any look up table.

111. Alternatively, 1f the block 1s coded with motion
information directly mherited from a motion candi-

date stored 1n a look up table, the motion information
tor the block shouldn’t be added to any look up table.

1v. In one example, such motion information may be
directly added to the look up table, such as to the last
entry of the table or to the entry which 1s used for
storing the next available motion candidate.
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v. Alternatively, such motion nformation may be
directly added to the look up table without pruning,
¢.g., without any pruning.

v1. Alternatively, such motion information may be used
to reorder the look up table.

vil. Alternatively, such motion information may be used
to update the look up table with limited pruning (e.g.,
compared to the latest one 1n the look up table).

d. M (M>=1) representative position within the block 1s

chosen and the motion information associated with the

representative 1s used to update look up tables.

1. In one example, the representative position 1s defined
as one of the four corner positions (e.g., C0-C3 in
FIG. 30) within the block.

11. In one example, the representative position 1s defined
as the center position (e.g., Ca-Cd i FIG. 30) within
the block.

111. When sub-block prediction 1s disallowed for block,
M 1s set to 1.

1v. When sub-block prediction 1s allowed for block, M
could be set to 1 or total number of sub-blocks or any
other value between [1, number of sub-blocks]
exclusively.

v. Alternatively, when sub-block prediction 1s allowed
for block, M could be set to 1 and the selection of a
representative sub-block 1s based on
1. the frequency of utilized motion information,

2. whether 1t 1s a bi-prediction block

3. based on the reference picture index/reference
picture

4. motion vector differences compared to other
motion vectors (e.g., selecting the maximum MV
differences)

5. other coded information.

. When M (M>=1) sets of representative positions are

selected to update look up tables, further conditions

may be checked before adding them as additional
motion candidates to look up tables.

1. Pruning may be applied to the new sets of motion
information to the existing motion candidates 1n the
look up table.

11. In one example, a new set of motion information
shouldn’t be identical to any or partial of existing
motion candidates 1n the look up table.

111. Alternatively, for same reference pictures from a
new set of motion nformation and one existing
motion candidate, the MV difterence should be no
smaller than one/multiple thresholds. For example,
horizontal and/or vertical component of the MV
difference should be larger than 1-pixel distance.

1v. Alternatively, the new sets of motion information are
only pruned with the last K candidates or the first K
% L existing motion candidates when K>L to allow
reactivating the old motion candidates.

v. Alternatively, no pruning 1s applied.

f. If M sets of motion information are used to update a

look up table, the corresponding counter should be
increased by M.
. Suppose a counter of a look up table to be updated 1s
denoted by K before coding the current block, after
coding the block, for one selected set of motion 1nfor-
mation (with methods mentioned above0, 1t 1s added as
an additional motion candidate with index equal to K %
L (wherein L 1s the look up table size). Examples are
shown 1 FIGS. 31A and 31B
1. Alternatively, it 1s added as an additional motion
candidate with index equal to min(K+1, L-1). Alter-
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natively, furthermore, 1f K>=L,, the first motion can-

didate (index equal to 0) 1s removed from the look-

up table, and the following K candidates indices are

reduced by 1.

11. For above both methods (either adding the new
motion candidate to entry index equal to K % L or
adding i1t with index equal to min(K+1, L-1)), they
are trying to keep the latest few sets of motion
information from previously coded blocks regardless
whether there are identical/similar motion candi-
dates.

111. Alternatively, when adding a new set of motion
information as a motion candidate to a LUT, redun-
dancy checking 1s firstly applied. In this case, the
LUT will keep the latest several sets of motion
information from previously coded blocks, however,
redundant ones may be removed from LUTs. Such a
method 1s called redundancy-removal based LUT
updating method.

1. If there are redundant motion candidates in the
LUT, the counter associated with the LUT may be
not increased or decreased.

2. The redundant checking may be defined as the
pruning process in merge candidate list construc-
tion process, €.g., checking whether the reference
pictures/reference picture indices are the same,
and motion vector differences are within a range
or 1dentical.

3. If there 1s a redundant motion candidate found 1n
a LUT, the redundant motion candidate 1s moved
from 1ts current position to the last one of the LUT.
a. Similarly, 1t there 1s a redundant motion candi-

date found 1n a LUT, this redundant motion
candidate 1s removed from the LUT. In addi-
tion, all the motion candidates inserted to LUT
aiter the redundant motion candidate move for-
ward to refill the removed entry of the redun-
dant motion candidate. After the shifting, the
new motion candidate 1s added to the LUT.

b. In this case, the counter 1s kept unchanged.

¢. Once a redundant motion candidate 1s 1dentified
in a LUT, the redundant checking process 1s
terminated.

4. Multiple redundant motion candidates may be
identified. In this case, all of them are removed
from the LUT. In addition, all of the remaining
motion candidates may move forward in order.
a. In this case, the counter 1s decreased by (number

of redundant motion candidates minus 1).

b. The redundant checking process 1s terminated
alter 1dentitying maxR redundant motion can-
didates (maxR 1s a positive integer variable).

5. The redundancy checking process may start from
the first to the last motion candidate (1.e., 1n the
order of added to LUTs, 1n the order of decoding
process ol blocks where motion information 1is
from).

6. Alternatively, when there are redundant motion
candidates in LUT, istead of removing one or
multiple of redundant ones form LUTs, virtual
motion candidates may be derived from redundant
ones and the virtual motion candidates may be
used to replace the redundant ones.

a. Virtual motion candidates may be derived from
a redundant motion candidate by adding

offset(s) to horizontal and/or vertical compo-

nent of one or multiple motion vectors; or
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average ol two motion vectors 1f pointing to the
same reference pictures. Alternatively, the vir-
tual motion candidate may be dertved from any
function with motion vectors in the look up
table as the mput. Exemplary functions are:
Adding two or motion vectors together; Aver-
aging two or more motion vectors. The motion
vectors may be scaled before being input into
the function.

b. Virtual motion candidates may be added to the
same position as the redundant motion candi-
dates.

c. Virtual motion candidates may be added before
all the other motion candidates (e.g., starting
from smallest entry indices, like zero).

d. In one example, it 1s applied only under certain
conditions, such as when the current LUT 1s not
tull.

7. The redundancy-removal based LUT updating
method may be invoked under certain conditions,
such as
a. the current block 1s coded with merge mode,
b. the current block 1s coded with AMVP mode but

with at least one component of MV diflerence 1s
non-zero;

c. the current block 1s or 1s not coded with sub-
block based motion prediction/motion compen-
sation methods (e.g., not coded with ailine
mode)

d. the current block 1s coded with merge mode and
the motion information 1s associated with a
certain type (e.g., from the spatial neighboring
blocks, from the left neighboring block, from
the temporal block)

h. After encoding/decoding one block, one or more look-

up tables may be updated by just 1nserting the M sets

of motion information to the end of the table, 1.e., after

all existing candidates.

1. Alternatively, furthermore, some existing motion
candidates 1n the table may be removed.

1. In one example, 11 the table 1s full after inserting,
the M sets of motion information, the first several
entries ol motion candidates may be removed
from the table.

2. In one example, 11 the table 1s full before 1nserting
the M sets of motion information, the first several
entries of motion candidates may be removed
from the table.

11. Alternatively, furthermore, if the block 1s coded with
a motion candidate from a table, the motion candi-
dates 1n the table may be reordered so that the
selected motion candidate 1s put to the last entry of
the table.

1. In one example, before encoding/decoding a block, a

look-up table may include motion candidates denoted
by HMVP,, HMVP,, HMVP,, . . . , HMVP,_,,
HMVP,, HMVP,. ,, HMVP,_ , wherein HMVP,
denotes the 1-th entry 1n the look-up table. If the block
1s predicted from HMVP, (K 1s within the range [0,
L.-1], inclusively), after encoding/decoding this block,
the look-up table 1s re-ordered to: HMVP,, HMVP,,
HMVP,, . .., HMVP,._,, HMVP,, HMVP,. ... ..,
HMVP,_,, HMVP,.

1. The look-up table may be emptied after coding one

intra-constrained block.

k. If an entry of motion mmformation i1s added into the

lookup table, more entries of motion information may
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also be added into the table by denivation from the

motion information. In this case, the counter associated

with the look up table may be increased more than 1.

1. In one example, the MV of an entry of motion
information 1s scaled and put into the table;

11. In one example, the MV of an entry of motion
information 1s added by (dx, dy) and put into the
table;

111. In one example, the average of MVs of two or more
entries of motion information 1s calculated and put
into the table.

Example B2: I one block 1s located at a picture/slice/tile
border, updating of look up tables may be always disal-
lowed.

Example B3: Motion information of above LCU rows
may be disabled to code the current LCU row.

a. In this case, at the beginning of a new slice/tile/LCU
row, the number of available motion candidates may be
reset to 0.

Example B4: At the beginning of coding a slice/tile with

a new temporal layer index, the number of available motion
candidates may be reset to 0.

Example B5: The look up table may be continuously
updated with one slice/tile/LCU row/slices with same tem-
poral layer index.

a. Alternatively, the look up table may be updated only
after coding/decoding each S (S>=1) CTUs/CTBs/
CUs/CBs or after coding/decoding a certain region
(e.g., size equal to 8x8 or 16x16).

b. Alternatively, the look up table may be updated only
after coding/decoding each S (8>=1) blocks (e.g., CUs/
CBs) with certain modes (e.g., S inter-coded blocks).
Alternatively, the look up table may be updated only
after coding/decoding each S (S>=1) inter-coded
blocks (e.g., CUs/CBs) which are not coded with
sub-block based motion prediction/motion compensa-
tion method (e.g., not coded with afline and/or ATMVP
mode).

c. Alternatively, the look up table may be updated only
when the left-top coordinate of the coded/decoded
block satisfies some conditions. For example, the look
up table 1s updated only when X&M=—=0)&&
(y&M==0), where (X, y) 1s left-top coordinate of the
coded/decoded block. M 1s an integer such as 2, 4, 8,
16, 32, or 64.

d. Alternatively, one look up table may stop updating once
it reaches a maximumly allowed counter.

¢. In one example, the counter may be predefined. Alter-
natively, 1t be signalled 1n Video Parameter Set (VPS),
Sequence Parameter Set (SPS), Picture Parameter Set
(PPS), Slice header, tile header, Coding Tree Unit
(CTU), Coding Tree Block (CTB), Coding Unit (CU)
or Prediction Unit (PU), region covering multiple CTU/
CTB/CU/PUs.

Example B6: A LUT may be updated with motion infor-
mation associated with the block when the block 1s coded
with merge or AMVP mode.

Example B/7: Before updating a LUT by adding a motion
candidate obtained from a coded block, pruning may be
applied.

Example B8: A LUT may be updated periodically.

Example C: Reordering of motion candidates in LUT may
be applied.

(a) In one example, after coding one block, a new motion
candidate may be obtained from this block. It may be
firstly added to LUTs and then the reordering may be
applied. In this case, for the subsequence block, 1t will
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utilize the reordered LUTs. For example, the reordering
happens after finish coding a certain umt (e.g., one

LCU, one LCU row, multiple LCUs, etc.).

(b) In one example, motion candidates 1n LUTs are not
reordered. However, when coding a block, the reorder-
ing of motion candidates may be firstly applied, fol-
lowed by being checked and inserted to the merge/
AMVP/or other kinds of motion information candidate
l1st.

Example D: Similar to the usage of LUTs with motion
candidates for motion vector prediction, it 1s proposed that
one or multiple LUTs may be constructed, and/or updated to
store intra prediction modes from previously coded blocks
and LUTs may be used for coding/decoding an intra-coded

block.

8. Additional Embodiments for .UT-Based Motion
Vector Prediction

A history-based MVP (HMVP) method i1s proposed
wherein a HMVP candidate 1s defined as the motion infor-
mation ol a previously coded block. A table with multiple
HMYVP candidates 1s maintained during the encoding/decod-
ing process. The table 1s emptied when a new slice 1s
encountered. Whenever there 1s an inter-coded block, the
associated motion information 1s added to the last entry of
the table as anew HMVP candidate. The overall coding flow
1s depicted in FIG. 32.

In one example, the table size 1s set to be L (e.g., L=16 or
6, or 44), which indicates up to L HMVP candidates may be
added to the table.

In one embodiment (corresponding to example Bl.g.1), if
there are more than L HMVP candidates from the previously
coded blocks, a First-In-First-Out (FIFO) rule 1s applied so
that the table always contains the latest previously coded L
motion candidates. FIG. 33 depicts an example wherein the
FIFO rule 1s applied to remove a HMVP candidate and add
a new one to the table used 1n the proposed method.

In another embodiment (corresponding to 1invention
B1.g.111), whenever adding a new motion candidate (such as
the current block i1s inter-coded and non-atline mode), a
redundancy checking process 1s applied firstly to i1dentify
whether there are i1dentical or similar motion candidates in
LUTs.

Some examples are depicted as follows:

FIG. 34 A shows an example when the LUT 1s full before
adding a new motion candidate.

FIG. 34B shows an example when the LUT 1s not full
before adding a new motion candidate.

FIGS. 34A and 34B together show an example of redun-
dancy-removal based LUT updating method (with one
redundancy motion candidate removed).

FIGS. 35A and 35B show example implementation for
two cases of the redundancy-removal based LUT updating,
method (with multiple redundancy motion candidates
removed, 2 candidates in the figures)

FIG. 35A shows an example case of when the LUT 1s full
before adding a new motion candidate.

FIG. 35B shows an example case of When the LUT 1s not
tull before adding a new motion candidate

HMVP candidates could be used 1n the merge candidate
list construction process. All HMVP candidates from the last
entry to the first entry (or the last KO HMVP, e.g., KO equal
to 16 or 6) in the table are inserted after the TMVP
candidate. Pruning 1s applied on the HMVP candidates.
Once the total number of available merge candidates reaches
the signaled maximally allowed merge candidates, the
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merge candidate list construction process 1s terminated.
Alternatively, once the total number of added motion can-
didates reaches a given value, the fetching of motion can-
didates from LUTs 1s terminated.

Similarly, HMVP candidates could also be used in the

AMVP candidate list construction process. The motion
vectors of the last K1 HMVP candidates in the table are
inserted after the TMVP candidate. Only HMVP candidates
with the same reference picture as the AMVP target refer-
ence picture are used to construct the AMVP candidate list.
Pruning 1s applied on the HMVP candidates. In one
example, K1 1s set to 4. An example of the coding tlow for
the LUT-based prediction methods 1s depicted 1n FIG. 36. In
the context of the periodic updating, the updating process 1s
done after decoding a region. An example 1s depicted 1n FIG.
37 to avoid frequently updating LUTs.

The examples described above may be incorporated 1n the
context of the methods described below, e.g., methods 3810,
3820, 3830, 3840 which may be implemented at a video
decoder and/or video encoder.

FIG. 38A shows a flowchart of an exemplary method for
video processing. The method 3810 includes, at step 3812,
maintaining tables, wherein each table includes a set of
motion candidates and each motion candidate 1s associated
with corresponding motion mformation. The method 3810
further includes, at step 3814, performing a conversion
between a first video block and a bitstream representation of
a video including the first video block based on the tables.
The method 3810 further includes, at step 3816, updating,
alter performing of the conversion, zero or more tables,
based on an update rule.

FIG. 38B shows another flowchart of an exemplary
method for video processing. The method 3820 includes, at
step 3822, maintaining tables, wherein each table includes a
set of motion candidates and each motion candidate 1s
associated with corresponding motion nformation. The
method 3820 further includes, at step 3824, performing a
conversion between a first video block and a bitstream
representation of a video including the first video block
based on the tables. The method 3820 further includes, at
step 3826, updating, after performing of the conversion, one
or more tables, based on one or more video region in the
video until an update termination criterion 1s met.

FIG. 38C shows another flowchart of an exemplary
method for video processing. The method 3830 includes, at
step 3832, maintaining one or more tables that include
motion candidates, each motion candidate being associated
with corresponding motion mformation. The method 3830
turther includes, at step 3834, reordering motion candidates
in at least one of the one or more tables. The method 3830
turther 1includes, at step 3836, performing, based on one or
more of the reordered tables, a conversion between a first
video block and a bitstream representation of a wvideo
including the first video block using the one or more tables.

FIG. 38D shows another flowchart of an exemplary
method for video processing. The method 3840 includes, at
step 3842, maintaining one or more tables that include
motion candidates, each motion candidate being associated
with corresponding motion mformation. The method 3840
turther 1includes, at step 3844, performing, based on one or
more of the reordered tables, a conversion between a first
video block and a bitstream representation of a wvideo
including the first video block using the one or more tables.
The method 3840 further includes, at step 3846, updating
one or more tables by adding an additional motion candidate
to the table based on the conversion of the first video block
and reordering of the motion candidates in the table.
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9. Example Implementations of the Disclosed
Technology

FIG. 39 1s a block diagram of a video processing appa-
ratus 3900. The apparatus 3900 may be used to implement
one or more of the methods described herein. The apparatus
3900 may be embodied in a smartphone, tablet, computer,
Internet of Things (IoT) recerver, and so on. The apparatus
3900 may include one or more processors 3902, one or more
memories 3904 and video processing hardware 3906. The
processor(s) 3902 may be configured to implement one or
more methods (including, but not limited to, methods 3810-
3840) described 1n the present document. The memory
(memories) 3904 may be used for storing data and code used
for implementing the methods and techniques described
herein. The video processing hardware 3906 may be used to
implement, 1n hardware circuitry, some techniques
described in the present document.

In some embodiments, the video coding and decoding
methods may be implemented using an apparatus that 1s
implemented on a hardware platform as described with
respect to FIGS. 38A-38D.

Additional features and embodiments of the above-de-
scribed methods/techniques are described below using a
clause-based description format.

1. A video processing method, comprising: maintaining
tables, wherein each table includes a set of motion candi-
dates and each motion candidate 1s associated with corre-
sponding motion nformation; performing a conversion
between a first video block and a bitstream representation of
a video including the first video block based on the tables;
and updating, after performing of the conversion, zero or
more tables, based on an update rule.

2. The method of clause 1, wherein the update rule
disallows updating of tables for video blocks that are located
at a picture or a slice or a tile border of the video.

3. A video processing method, comprising: maintaining,
tables, wherein each table includes a set of motion candi-
dates and each motion candidate 1s associated with corre-
sponding motion nformation; performing a conversion
between a first video block and a bitstream representation of
a video including the first video block based on the tables;
and updating, after performing of the conversion, one or
more tables, based on one or more video region 1n the video
until an update termination criterion 1s met.

4. The method of clause 1 or 3, wherein a table 1s updated
only within a slice, tile, Largest Coding Unit (LCU) row, or
slices with same temporal layer imndex.

5. The method of clause 1 or 3, wherein a table 1s updated
alter performing the conversion on S video regions or after
performing the conversion on a video region with a certain
s1Ze, where S 1s an integer.

6. The method of clause 3, wherein the update termination
criterion 1s met when a counter associated with a table that
1s being updated reaches a maximally allowed number.

7. The method of clause 3, wherein the update termination
criterion 1s met when a counter associated with a table that
1s being updated reaches a pre-defined value.

8. The method of clause 7, wherein the pre-defined value
1s signaled 1 a Video Parameter Set (VPS), a Sequence
Parameter Set (SPS), a Picture Parameter Set (PPS), a Slice
header, a tile header, a Coding Tree Unit (CTU), a Coding,
Tree Block (CTB), a Coding Unit (CU), or a Prediction Unait
(PU), or a video region covering multiple CTUs, multiple
CTBs, multiple CUs, or multiple PUs.
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9. The method of clause 1 or 3, wherein the update rule
updates a table when a left-top coordinate (X, y) of the first
video block satisfies a certain condition defined 1n the update
rule.

10. The method of clause 9, wherein the table 1s updated
when (x & M==0) && (y&M==0), where M 1s 2, 4, 8, 16,
32, or 64.

11. The method of clause 1 or 3, wherein the update rule
updates a table after performing the conversion on S video
blocks, where S 1s an iteger not smaller than 1.

12. The method of clause 11, wherein the S video blocks
are inter-coded blocks.

13. The method of clause 11, wherein the S video blocks
are not coded with a sub-block based motion prediction or
a sub-block based motion compensation method.

14. The method of clause 11, wherein the S video blocks
are not coded with an afline mode or Alternative Temporal

Motion Vector Prediction (ATMVP) mode.

15. A video processing method, comprising: maintaining,
one or more tables that include motion candidates, each
motion candidate being associated with corresponding
motion mformation; reordering motion candidates 1n at least
one of the one or more tables; and performing, based on the
reordered motion candidates in at least one table, a conver-
sion between a first video block and a bitstream represen-
tation of a video including the first video block.

16. The method of clause 15, further comprising, based on
the conversion, updating one or more tables.

17. A video processing method, comprising: maintaining
one or more tables that include motion candidates, each
motion candidate being associated with corresponding
motion mformation; performing, based on one or more of
the tables, a conversion between a first video block and a
bitstream representation of a video including the first video
block using the one or more tables; and updating one or
more tables by adding an additional motion candidate to the
table based on the conversion of the first video block and
reordering of the motion candidates 1n the table.

18. The method of clause 15 or 17, further comprising:
performing a conversion between a subsequent video block
of the video and the bitstream representation of the video
based on the reordered table.

19. The method of clause 17, wherein the reordering 1s
performed after performing the conversion on a video unit
including at least one of a Largest Coding Unit (LCU), LCU
row, multiple LCUSs.

20. The method of any one of clauses 1-19, wherein the
performing of the conversion includes generating the bit-
stream representation from the first video block.

21. The method of any one of clauses 1-19, wherein the
performing of the conversion includes generating the first
video block from the bitstream representation.

22. The method of any one of clauses 1-21, wherein a
motion candidate 1s associated with motion information
including at least one of: a prediction direction, a reference
picture index, motion vector values, an intensity compen-
sation flag, an athne flag, a motion vector difference preci-
sion, or motion vector difference value.

23. The method of any one of clauses 1-14 and 16-22,
wherein the updating of one or more tables includes updat-
ing one or more tables based on the motion information of
the first video block aifter performing the conversion.

24. The method of clause 23, further comprising: per-
forming a conversion between a subsequent video block of
the video and the bitstream representation of the video based
on the updated tables.
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25. An apparatus comprising a processor and a non-
transitory memory with instructions thereon, wherein the
istructions upon execution by the processor, cause the
processor to implement the method 1n any one of clauses 1
to 24.

26. A computer program product stored on a non-transi-
tory computer readable media, the computer program prod-
uct including program code for carrying out the method in
any one of clauses 1 to 24.

From the foregoing, it will be appreciated that specific
embodiments of the presently disclosed technology have
been described herein for purposes of illustration, but that
various modifications may be made without deviating from
the scope of the mvention. Accordingly, the presently dis-
closed technology 1s not limited except as by the appended
claims.

Implementations of the subject matter and the functional
operations described 1n this patent document can be 1mple-
mented 1n various systems, digital electronic circuitry, or in
computer soitware, firmware, or hardware, including the
structures disclosed in this specification and their structural
equivalents, or 1n combinations of one or more of them.
Implementations of the subject matter described 1n this
specification can be implemented as one or more computer
program products, 1.e., one or more modules ol computer
program 1instructions encoded on a tangible and non-transi-
tory computer readable medium for execution by, or to
control the operation of, data processing apparatus. The
computer readable medium can be a machine-readable stor-
age device, a machine-readable storage substrate, a memory
device, a composition of matter effecting a machine-read-
able propagated signal, or a combination of one or more of
them. The term “data processing unit” or “data processing
apparatus” encompasses all apparatus, devices, and
machines for processing data, including by way of example
a programmable processor, a computer, or multiple proces-
sors or computers. The apparatus can include, 1n addition to
hardware, code that creates an execution environment for the
computer program in question, e€.g., code that constitutes
processor firmware, a protocol stack, a database manage-
ment system, an operating system, or a combination of one
or more of them.

A computer program (also known as a program, software,
soltware application, script, or code) can be written 1n any
form of programming language, including compiled or
interpreted languages, and 1t can be deployed in any form,
including as a stand-alone program or as a module, compo-
nent, subroutine, or other unit suitable for use in a computing,
environment. A computer program does not necessarily
correspond to a file 1n a file system. A program can be stored
in a portion of a file that holds other programs or data (e.g.,
one or more scripts stored 1n a markup language document),
in a single file dedicated to the program in question, or 1n
multiple coordinated files (e.g., files that store one or more
modules, sub programs, or portions of code). A computer
program can be deployed to be executed on one computer or
on multiple computers that are located at one site or dis-

tributed across multiple sites and interconnected by a com-
munication network.

The processes and logic flows described 1n this specifi-
cation can be performed by one or more programmable
processors executing one or more computer programs to
perform functions by operating on input data and generating,
output. The processes and logic flows can also be performed
by, and apparatus can also be implemented as, special
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purpose logic circuitry, e.g., an FPGA (field programmable
gate array) or an ASIC (application specific integrated
circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing instructions and
one or more memory devices for storing instructions and
data. Generally, a computer will also include, or be opera-
tively coupled to receive data from or transier data to, or
both, one or more mass storage devices for storing data, e.g.,
magnetic, magneto optical disks, or optical disks. However,
a computer need not have such devices. Computer readable
media suitable for storing computer program instructions
and data include all forms of nonvolatile memory, media and
memory devices, mncluding by way of example semiconduc-
tor memory devices, e.g., EPROM, EEPROM, and flash
memory devices. The processor and the memory can be
supplemented by, or incorporated 1n, special purpose logic
circuitry.

It 1s intended that the specification, together with the
drawings, be considered exemplary only, where exemplary
means an example. As used herein, the singular forms “a”,
“an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. Addi-
tionally, the use of “or” 1s intended to include “and/or”,
unless the context clearly indicates otherwise.

While this patent document contains many specifics, these
should not be construed as limitations on the scope of any
invention or of what may be claimed, but rather as descrip-
tions of features that may be specific to particular embodi-
ments of particular inventions. Certain features that are
described 1n this patent document 1n the context of separate
embodiments can also be implemented 1n combination 1n a
single embodiment. Conversely, various features that are
described in the context of a single embodiment can also be
implemented 1n multiple embodiments separately or 1in any
suitable subcombination. Moreover, although features may
be described above as acting 1n certain combinations and
even 1nitially claimed as such, one or more features from a
claimed combination can in some cases be excised from the
combination, and the claimed combination may be directed
to a subcombination or variation of a subcombination.

Similarly, while operations are depicted 1n the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. Moreover, the
separation of various system components in the embodi-
ments described in this patent document should not be
understood as requiring such separation 1n all embodiments.

Only a few implementations and examples are described
and other implementations, enhancements and vanations
can be made based on what 1s described and illustrated 1n

this patent document.

What 1s claimed 1s:

1. A method of coding video data, comprising:

maintaining one or multiple tables, wherein each table
includes one or more motion candidates derived from
one or more video blocks that have been coded, and
arrangement of the motion candidates 1n the each table
1s based on a sequence of addition of the motion
candidates into the table;
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constructing a motion candidate list for a current video
block;

determining motion information of the current video
block using the motion candidate list; and

coding the current video block based on the determined
motion information;

wherein whether the determined motion information 1s
used to update a table of the one or multiple tables 1s
based on coded information of the current video block,
wherein the table, after updating, 1s used to construct a
motion candidate list of a subsequent video block, and

wherein using the table to construct the motion candidate
l1st comprises checking at least one motion candidate of
the table to determine whether to add the checked

motion candidate from the table to the motion candi-
date list of the subsequent video block, and the coded
information comprises a coding mode of the current

video block.

2. The method of claim 1, wherein the coded information
turther includes at least one of: a position of the current
video block, or a size of the current video block.

3. The method of claim 1, wherein 1f at least one condition
1s satisfied, the determined motion information 1s used to
update a table of the one or multiple tables, wherein the at
least one condition 1s based on the coded information.

4. The method of claim 1, wherein 1f at least one condition
1s not satisfied, the determined motion information 1s not
used to update a table of the one or multiple tables, wherein
the at least one condition 1s based on the coded information.

5. The method of claim 3, wherein the at least one
condition comprises:

a coding mode of the current video block belonging to at

least one specific mode.

6. The method of claim 5, wherein the at least one specific
mode comprises at least one of an intra-block copy (IBC)
mode or an mnter coding mode.

7. The method of claim 5, wherein the at least one specific
mode excludes a sub-block based inter coding mode.

8. The method of claam 7, wherein the sub-block based
inter coding mode comprises at least one of an afline mode
or an Alternative Temporal Motion Vector Prediction
(ATMVP) mode.

9. The method of claim 3, wherein the at least one
condition comprises:

a s1ze ol the current video block satisiying a size require-

ment.

10. The method of claim 2, wherein the position of the
video block comprises a top-left coordinate (x, y) of the
current video block.

11. The method of claim 1, wherein the coded information
includes whether the table 1s used to construct the motion
candidate list.

12. The method of claim 1, wherein 1 the determined
motion information is used to update a table of the one or
multiple tables, the table to be updated is selected based on
at least one of which table being used to construct the motion
candidate list of the current video block, a position of the
current video block, a position a Coding Tree Umt (CTU)
comprising the current video block.

13. The method of claim 1, wherein 1t the determined
motion information 1s used to update a table of the one or
multiple tables, the table to be updated 1s the same as that
used to construct the motion candidate list of the current
video block.

14. The method of claim 1, wherein 1f the determined
motion information 1s used to update a table of the one or
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multiple tables, the table 1s updated by adding motion
information derived from the current video block to the
table.

15. The method of claim 1, wherein the motion candidate
in the table 1s associated with motion information which
includes at least one of: block position information indicat-
ing source of the motion information, a prediction direction,
a reference picture index, motion vector values, intensity
compensation flag, athne flag, motion vector difference
precision, or motion vector diflerence value, a filter param-
cter used 1n a filtering process.

16. The method of claim 1, wherein using the table to
construct the motion candidate list comprises:

checking one or more candidates in the table during

constructing the motion candidate list.

17. An apparatus for coding video data comprising a
processor and a non-transitory memory with instructions
thereon, wherein the instructions upon execution by the
processor, cause the processor to:

maintain one or multiple tables, wherein each table

includes one or more motion candidates derived from
one or more video blocks that have been coded, and
arrangement of the motion candidates 1n the each table
1s based on a sequence of addition of the motion
candidates into the table;

constructing a motion candidate list for a current video

block;

determine motion information of the current video block

using the motion candidate list; and

code the current video block based on the determined

motion information;
wherein whether the determined motion information 1s
used to update a table of the one or multiple tables 1s
based on coded information of the current video block,
wherein the table, after updating, 1s used to construct a
motion candidate list of a subsequent video block, and

wherein using the table to construct the motion candidate
list comprises checking at least one motion candidate of
the table to determine whether to add the checked
motion candidate from the table to the motion candi-
date list of the subsequent video block, and the coded
information comprises a coding mode of the current
video block.

18. The apparatus of claim 17, wherein the coded infor-
mation further includes at least one of: a position of the
current video block, or a size of the current video block.

19. The apparatus of claim 17, wheremn 11 at least one
condition 1s satisfied, the determined motion information 1s
used to update a table of the one or multiple tables, wherein
the at least one condition 1s based on the coded information.

20. A non-transitory computer-readable storage medium
storing instructions that cause a processor to:

maintain one or multiple tables, wherein each table

includes one or more motion candidates derived from
one or more video blocks that have been coded, and
arrangement of the motion candidates 1n the each table
1s based on a sequence of addition of the motion
candidates into the table;

construct a motion candidate list for a current video block:

determine motion mformation of the current video block

using the motion candidate list; and

code the current video block based on the determined

motion information;

wherein whether the determined motion information 1s

used to update a table of the one or multiple tables 1s
based on coded information of the current video block,
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wherein the table, after updating, 1s used to construct a
motion candidate list of a subsequent video block, and

wherein using the table to construct the motion candidate
l1ist comprises checking at least one motion candidate of
the table to determine whether to add the checked
motion candidate from the table to the motion candi-
date list of the subsequent video block, and the coded
information comprises a coding mode of the current

video block.

21. The method of claim 1, wherein the coding comprises

encoding the current video block into a bitstream.

22. The method of claim 1, wherein the coding comprises

decoding the current video block from a bitstream.

23. A non-transitory computer-readable recording

medium storing a bitstream which 1s generated by a method
performed by a video processing apparatus, wherein the
method comprises:

maintaiming one or multiple tables, wherein each table
includes one or more motion candidates derived from
one or more video blocks that have been coded, and
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arrangement of the motion candidates 1n the each table
1s based on a sequence of addition of the motion
candidates into the table;

constructing a motion candidate list for a current video
block;

determiming motion information of the current video
block using the motion candidate list; and

encoding the current video block based on the determined
motion information,

wherein whether the determined motion information 1s
used to update a table of the one or multiple tables 1s
based on coded information of the current video block,
wherein the table, after updating, 1s used to construct a
motion candidate list of a subsequent video block, and

wherein using the table to construct the motion candidate
list comprises checking at least one motion candidate of
the table to determine whether to add the checked
motion candidate from the table to the motion candi-
date list of the subsequent video block, and the coded
information comprises a coding mode of the current

video block.
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