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MODEL PROCESSING METHOD AND
APPARATUS, AND MACHINE-READABLE
MEDIUM

PRIORITY STATEMENT

The present application hereby claims priority under 335
US.C. § 119 to Chinese patent application number CN
201611089542.6 filed Nov. 30, 2016, the entire contents of

which are hereby incorporated herein by reference.

FIELD

At least one embodiment of the present invention gener-
ally relates to the technical field of industrial automation, 1n
particular to a model processing method and/or apparatus,
and/or a machine-readable medium.

BACKGROUND

In the field of industrial automation, semantic models can
be used to describe the various components 1n a production
system (e.g. a factory), attributes of the various components,
data generated by the various components during produc-
tion, and associations between the various components.
Components 1 a production system could be an electric
machine (motor), gearbox, vibration sensor and {friction
wheel (roller), etc. Associations between components could
be a drnive relationship between an electric machine and a
gearbox, a physical connection relationship between a vibra-
tion sensor and a Iriction wheel, etc.

Features of various devices or components and associa-
tions between various devices or components during auto-
mated production, which are described by a semantic model,
may be used for example to simulate, and perform data
analysis on, the operating situation of various devices during
automated production. Thus, the precision of description by
a semantic model will have a direct impact on the accuracy
of simulation and data analysis.

SUMMARY

A semantic model 1s generally constructed manually
according to an automated production process, or con-
structed with the aid of certain tools, the precision and
reliability of which are not high; furthermore, the features of
various devices or components and the associations between
the various devices or components, which are to be
described by a semantic model, are relatively complex and

variable. For these reasons, the mventors have recognized
that the semantic model that 1s constructed may not be
precise.

In view of the above, embodiments of the present inven-
tion provides a model processing method, apparatus and/or
machine-readable medium, which are intended to evaluate
the precision of a semantic model, 1n order to discover an
imprecise semantic model, and then adjust the semantic
model according to an evaluation result.

In a first aspect, an embodiment of the present invention
provides a model processing method, for evaluating a
semantic model to be evaluated of a target production
system, the method comprising:

acquiring feature iformation for describing a feature of a
reference semantic model of at least one other production
system; and
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2

cvaluating, on the basis of the feature information
acquired, the precision of the semantic model to be evalu-
ated.

In a second aspect, an embodiment of the present inven-
tion provides a model processing apparatus, for evaluating a
semantic model to be evaluated of a target production
system, the apparatus comprising:

a first acquisition module, for acquiring feature informa-
tion for describing a feature of a reference semantic model
of at least one other production system; and

an evaluation module, for evaluating, on the basis of the
feature mnformation acquired by the first acquisition module,
the precision of the semantic model to be evaluated.

In a third aspect, an embodiment of the present invention
provides a model processing apparatus, for evaluating a
semantic model to be evaluated of a target production
system, the apparatus comprising:

at least one memory, for storing a semantic model evalu-
ation program; and

at least one processor, for calling the semantic model
evaluation program stored in the at least one memory, and
executing any one of the embodiments of methods described
above.

In a fourth aspect, an embodiment of the present invention
provides a machine-readable medium, wherein a machine-
readable instruction 1s stored on the machine-readable
medium, and the machine-readable instruction, when
executed by a processor, causes the processor to execute any
one of the embodiments of the model processing methods
described above.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1s a schematic diagram of a target production
system and at least one other production system provided 1n
an embodiment of the present invention.

FIG. 1B 1s a flow chart of a model processing method
provided 1in an embodiment of the present invention.

FIG. 2 1s a schematic structural diagram of a target
production system provided 1n an embodiment of the present
invention.

FIG. 3 1s a flowchart of a model processing method
provided 1n an embodiment of the present invention.

FIG. 4 1s a schematic structural diagram of at least one
other production system provided in an embodiment of the

present 1nvention.

FIG. 5 1s a tlow chart of feature study of a sample model
provided 1n an embodiment of the present invention.

FIG. 6 1s a flow chart of a model processing method
provided 1n an embodiment of the present invention.

FIG. 7 1s a schematic structural diagram of a region
provided 1in an embodiment of the present invention.

FIG. 8 1s a schematic structural diagram of another
production system provided 1n an embodiment of the present
invention.

FIG. 9 1s a schematic structural diagram of a region
provided 1 an embodiment of the present invention.

FIG. 10 1s a schematic structural diagram of a region
provided 1n an embodiment of the present invention.

FIG. 11 1s a schematic structural diagram of an evaluated
production system with fraction markers, provided i1n an
embodiment of the present invention.

FIG. 12 1s wavelorm graphs of field data generated by two
components having an association, provided 1n an embodi-
ment of the present invention.
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FIG. 13 1s a schematic structural diagram of a corrected
production system with fraction markers, provided in an
embodiment of the present invention.

FIG. 14 1s a flowchart of a model processing method
provided 1n an embodiment of the present invention.

FIG. 15 1s a schematic structural diagram of a semantic
model evaluation system provided 1n an embodiment of the
present invention.

FIG. 16 1s a flow chart of processing of an mput model,
provided in an embodiment of the present invention.

FIG. 17 1s a flow chart of an evaluation process of a
semantic model evaluation system provided in an embodi-
ment of the present invention.

FIG. 18 1s a structural schematic diagram of a
processing apparatus provided in an embodiment
present mvention.

FIG. 19 1s a structural schematic diagram of a
processing apparatus provided in an embodiment
present invention.

FIG. 20 1s a structural schematic diagram of a
processing apparatus provided in an embodiment
present mvention.

FIG. 21 1s a structural schematic diagram of a

processing apparatus provided in an embodiment
present mvention.
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LIST OF LABELS USED IN TH.

L1

DRAWINGS

10: target production 20: other production 101: acquire
system; system; feature information;

102: evaluate precision of semantic model to be evaluated;

103: verily evaluation result;

104: amend feature information on basis of verification
result;

301: acquire first probability of first association;

302: determine whether first association exists between
relevant components 1n target production system
described by semantic model to be evaluated;

303: evaluate precision of semantic model to be evaluated,
on basis of first probability and determination result.
601: for each of at least two combinations of components,

acquire second probability of second association;

602: for each combination, determine whether second asso-
ciation corresponding to the combination exists in target
production system described by semantic model to be
evaluated;

603: on basis of second probability corresponding to each
combination and determination result, evaluate precision
of semantic model to be evaluated;

1401: acquire probability corresponding to association
stored 1n feature library;

1402: grade each association described by semantic model
to be evaluated;

1403: on basis of at least one reference semantic model
stored 1n historical library, acquire associations corre-
sponding to at least two combinations;

1404: grade a region described by semantic model to be
evaluated;

1405: allocate mitial labels for association and region;

1406: adjust association grading result and region grading
result;

1407: amend association initial label and region 1nitial 1abel;

1408: output association for which probability 1s less than
preset precision threshold;

1409: amend probability corresponding to association stored
in feature library;
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1410: store adjusted semantic model to be evaluated 1n
historical library;

150: semantic model 1501: model 1502: feature evaluation
system; processing library; apparatus;

1503: historical library; 1801: first 1802: acquisition mod-
ule; evaluation module:

18021: first determination 18022: first evaluation sub-mod-
ule; sub-module:

18023: second 18024: second evaluation sub-module; deter-
mination sub-module;

1803: list outputting 1804: second 1805: module; acquisi-
tion module; verification module;

1806: alteration module; 2101: at least one memory;

2102: at least one processor;

L1l

DETAILED DESCRIPTION OF EXAMPL.
EMBODIMENTS

The drawings are to be regarded as being schematic
representations and elements illustrated 1n the drawings are
not necessarily shown to scale. Rather, the various elements
are represented such that their function and general purpose
become apparent to a person skilled 1n the art. Any connec-
tion or coupling between functional blocks, devices, com-
ponents, or other physical or functional units shown 1n the
drawings or described herein may also be implemented by
an indirect connection or coupling. A coupling between
components may also be established over a wireless con-
nection. Functional blocks may be implemented 1in hard-
ware, firmware, software, or a combination thereof.

Various example embodiments will now be described
more fully with reference to the accompanying drawings in
which only some example embodiments are shown. Specific
structural and functional details disclosed herein are merely
representative for purposes of describing example embodi-
ments. Example embodiments, however, may be embodied
in various different forms, and should not be construed as
being limited to only the illustrated embodiments. Rather,
the illustrated embodiments are provided as examples so that
this disclosure will be thorough and complete, and will tully
convey the concepts of this disclosure to those skilled in the
art. Accordingly, known processes, elements, and tech-
niques, may not be described with respect to some example
embodiments. Unless otherwise noted, like reference char-
acters denote like elements throughout the attached draw-
ings and written description, and thus descriptions will not
be repeated. The present invention, however, may be embod-
ied 1n many alternate forms and should not be construed as
limited to only the example embodiments set forth herein.

It will be understood that, although the terms first, second,
ctc. may be used herein to describe various eclements,
components, regions, layers, and/or sections, these elements,
components, regions, layers, and/or sections, should not be
limited by these terms. These terms are only used to distin-
guish one element from another. For example, a first element
could be termed a second element, and, similarly, a second
clement could be termed a first element, without departing
from the scope ol example embodiments of the present
invention. As used herein, the term “and/or,” includes any
and all combinations of one or more of the associated listed
items. The phrase “at least one of”” has the same meanming as
“and/or”.

Spatially relative terms, such as “beneath,” “below,”
“lower,” “under,” “above,” “upper,” and the like, may be
used herein for ease of description to describe one element
or feature’s relationship to another element(s) or feature(s)
as illustrated in the figures. It will be understood that the

A B 4 4 A Y
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spatially relative terms are itended to encompass different
orientations of the device 1n use or operation 1n addition to
the orientation depicted 1n the figures. For example, 1 the
device 1n the figures 1s turned over, elements described as
“below,” “beneath,” or “under,” other elements or features
would then be oriented “above” the other elements or
teatures. Thus, the example terms “below” and “under” may
encompass both an orientation of above and below. The
device may be otherwise oriented (rotated 90 degrees or at
other orientations) and the spatially relative descriptors used
herein interpreted accordingly. In addition, when an element
1s referred to as being “between” two elements, the element
may be the only element between the two elements, or one
or more other intervening elements may be present.

Spatial and functional relationships between elements (for
example, between modules) are described using various
terms, including “connected,” “engaged,” “interfaced,” and
“coupled.” Unless explicitly described as being “direct,”
when a relationship between first and second elements 1s
described 1n the above disclosure, that relationship encom-
passes a direct relationship where no other intervening
clements are present between the first and second elements,
and also an indirect relationship where one or more nter-
vening elements are present (either spatially or functionally)
between the first and second elements. In contrast, when an
clement 1s referred to as being “directly” connected,
engaged, intertaced, or coupled to another element, there are
no 1ntervening elements present. Other words used to
describe the relationship between elements should be inter-
preted 1n a like fashion (e.g., “between,” versus “directly
between,” “adjacent,” versus “directly adjacent,” etc.).

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not mtended to be
limiting of example embodiments of the invention. As used
herein, the singular forms “a,” “an,” and *“‘the,” are intended
to include the plural forms as well, unless the context clearly
indicates otherwise. As used herein, the terms “and/or” and
“at least one of”” include any and all combinations of one or
more ol the associated listed items. It will be further
understood that the terms “comprises,” ‘“‘comprising,”
“includes,” and/or “including,” when used herein, specily
the presence of stated features, integers, steps, operations,
clements, and/or components, but do not preclude the pres-
ence or addition of one or more other features, integers,
steps, operations, elements, components, and/or groups
thereol. As used herein, the term “and/or” includes any and
all combinations of one or more of the associated listed
items. Expressions such as “at least one of,” when preceding
a list of elements, modity the entire list of elements and do
not modity the mndividual elements of the list. Also, the term
“exemplary” 1s 1ntended to refer to an example or 1llustra-
tion.

When an element 1s referred to as being “on,” “connected
to,” “coupled to,” or “adjacent to,” another element, the
clement may be directly on, connected to, coupled to, or
adjacent to, the other element, or one or more other inter-
vening elements may be present. In contrast, when an
clement 1s referred to as being “directly on,” “directly
connected to,” “directly coupled to,” or “immediately adja-
cent to,” another element there are no intervening elements
present.

It should also be noted that in some alternative imple-
mentations, the functions/acts noted may occur out of the
order noted in the figures. For example, two figures shown
in succession may 1n fact be executed substantially concur-
rently or may sometimes be executed in the reverse order,
depending upon the functionality/acts 1nvolved.
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Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art to
which example embodiments belong. It will be further
understood that terms, e.g., those defined 1n commonly used
dictionaries, should be interpreted as having a meaning that
1s consistent with their meaning in the context of the relevant
art and will not be interpreted in an idealized or overly
formal sense unless expressly so defined herein.

Betore discussing example embodiments in more detail, it
1s noted that some example embodiments may be described
with reference to acts and symbolic representations of
operations (e.g., 1 the form of flow charts, flow diagrams,
data flow diagrams, structure diagrams, block diagrams,
ctc.) that may be implemented in conjunction with units
and/or devices discussed in more detail below. Although
discussed 1n a particularly manner, a function or operation
specified 1n a specific block may be performed differently
from the flow specified 1n a flowchart, tlow diagram, etc. For
example, Tunctions or operations 1illustrated as being per-
formed senally 1n two consecutive blocks may actually be
performed simultaneously, or 1n some cases be performed in
reverse order. Although the tlowcharts describe the opera-
tions as sequential processes, many of the operations may be
performed 1n parallel, concurrently or simultaneously. In
addition, the order of operations may be re-arranged. The
processes may be terminated when their operations are
completed, but may also have additional steps not included
in the figure. The processes may correspond to methods,
functions, procedures, subroutines, subprograms, etc.

Specific structural and functional details disclosed herein
are merely representative for purposes ol describing
example embodiments of the present invention. This inven-
tion may, however, be embodied 1n many alternate forms
and should not be construed as limited to only the embodi-
ments set forth herein.

Units and/or devices according to one or more example
embodiments may be implemented using hardware, sofit-
ware, and/or a combination thereof. For example, hardware
devices may be implemented using processing circuitry such
as, but not limited to, a processor, Central Processing Unait
(CPU), a controller, an arithmetic logic unit (ALU), a digital
signal processor, a microcomputer, a field programmable
gate array (FPGA), a System-on-Chip (SoC), a program-
mable logic unit, a microprocessor, or any other device
capable of responding to and executing instructions 1n a
defined manner. Portions of the example embodiments and
corresponding detailed description may be presented 1n
terms of soltware, or algorithms and symbolic representa-
tions of operation on data bits within a computer memory.
These descriptions and representations are the ones by
which those of ordinary skill 1n the art effectively convey the
substance of their work to others of ordinary skill 1n the art.
An algorithm, as the term 1s used here, and as it 1s used
generally, 1s conceived to be a seli-consistent sequence of
steps leading to a desired result. The steps are those requir-
ing physical manipulations of physical quantities. Usually,
though not necessarily, these quantities take the form of
optical, electrical, or magnetic signals capable of being
stored, transierred, combined, compared, and otherwise
mampulated. It has proven convenient at times, principally
for reasons ol common usage, to refer to these signals as
bits, values, elements, symbols, characters, terms, numbers,
or the like.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied
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to these quantities. Unless specifically stated otherwise, or as
1s apparent from the discussion, terms such as “processing”
or “computing” or “calculating” or “determining” of “dis-
playing” or the like, refer to the action and processes of a
computer system, or similar electronic computing device/
hardware, that manipulates and transforms data represented
as physical, electronic quantities within the computer sys-
tem’s registers and memories into other data similarly
represented as physical quantities within the computer sys-
tem memories or registers or other such information storage,
transmission or display devices.

In this application, including the defimtions below, the
term ‘module’ or the term ‘controller’ may be replaced with
the term ‘circuit.” The term ‘module’ may refer to, be part of,
or include processor hardware (shared, dedicated, or group)
that executes code and memory hardware (shared, dedicated,
or group) that stores code executed by the processor hard-
ware.

The module may 1include one or more interface circuits. In
some examples, the interface circuits may include wired or
wireless interfaces that are connected to a local area network
(LAN), the Internet, a wide area network (WAN), or com-
binations thereof. The functionality of any given module of

the present disclosure may be distributed among multiple
modules that are connected via interface circuits. For
example, multiple modules may allow load balancing. In a
turther example, a server (also known as remote, or cloud)
module may accomplish some functionality on behalf of a
client module.

Software may include a computer program, program
code, 1nstructions, or some combination thereof, for inde-
pendently or collectively instructing or configuring a hard-
ware device to operate as desired. The computer program
and/or program code may include program or computer-
readable 1nstructions, software components, soitware mod-
ules, data files, data structures, and/or the like, capable of
being implemented by one or more hardware devices, such
as one or more of the hardware devices mentioned above.
Examples of program code include both machine code
produced by a compiler and higher level program code that
1s executed using an interpreter.

For example, when a hardware device 1s a computer
processing device (e.g., a processor, Central Processing Unit
(CPU), a controller, an arithmetic logic unit (ALU), a digital
signal processor, a microcomputer, a miCroprocessor, etc.),
the computer processing device may be configured to carry
out program code by performing arithmetical, logical, and
input/output operations, according to the program code.
Once the program code 1s loaded 1nto a computer processing
device, the computer processing device may be programmed
to perform the program code, thereby transforming the
computer processing device 1into a special purpose computer
processing device. In a more specific example, when the
program code 1s loaded into a processor, the processor
becomes programmed to perform the program code and
operations corresponding thereto, thereby transforming the
processor 1nto a special purpose processor.

Soltware and/or data may be embodied permanently or
temporarily 1n any type of machine, component, physical or
virtual equipment, or computer storage medium or device,
capable of providing instructions or data to, or being inter-
preted by, a hardware device. The software also may be
distributed over network coupled computer systems so that
the software 1s stored and executed 1n a distributed fashion.
In particular, for example, software and data may be stored
by one or more computer readable recording mediums,
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including the tangible or non-transitory computer-readable
storage media discussed herein.

Even further, any of the disclosed methods may be
embodied in the form of a program or software. The program
or software may be stored on a non-transitory computer
readable medium and 1s adapted to perform any one of the
alorementioned methods when run on a computer device (a
device including a processor). Thus, the non-transitory,
tangible computer readable medium, 1s adapted to store
information and 1s adapted to interact with a data processing
tacility or computer device to execute the program of any of
the above mentioned embodiments and/or to perform the
method of any of the above mentioned embodiments.

Example embodiments may be described with reference
to acts and symbolic representations of operations (e.g., in
the form of flowcharts, flow diagrams, data tlow diagrams,
structure diagrams, block diagrams, etc.) that may be imple-
mented 1n conjunction with units and/or devices discussed in
more detaill below. Although discussed 1 a particularly
manner, a function or operation specified in a specific block
may be performed differently from the tlow specified i a
flowchart, flow diagram, etc. For example, functions or
operations 1illustrated as being performed sernally in two
consecutive blocks may actually be performed simultane-
ously, or 1n some cases be performed 1n reverse order.

According to one or more example embodiments, com-
puter processing devices may be described as including
various functional units that perform various operations
and/or functions to increase the clarity of the description.
However, computer processing devices are not intended to
be limited to these functional units. For example, in one or
more example embodiments, the various operations and/or
functions of the functional units may be performed by other
ones of the functional units. Further, the computer process-
ing devices may perform the operations and/or functions of
the various functional umts without sub-dividing the opera-
tions and/or functions of the computer processing units 1nto
these various functional units.

Units and/or devices according to one or more example
embodiments may also include one or more storage devices.
The one or more storage devices may be tangible or non-
transitory computer-readable storage media, such as random
access memory (RAM), read only memory (ROM), a per-
manent mass storage device (such as a disk drive), solid state
(e.g., NAND flash) device, and/or any other like data storage
mechanism capable of storing and recording data. The one
or more storage devices may be configured to store com-
puter programs, program code, 1nstructions, or some com-
bination thereof, for one or more operating systems and/or
for 1implementing the example embodiments described
herein. The computer programs, program code, 1nstructions,
or some combination thereof, may also be loaded from a
separate computer readable storage medium into the one or
more storage devices and/or one or more computer process-
ing devices using a drive mechanism. Such separate com-
puter readable storage medium may include a Universal
Serial Bus (USB) flash drive, a memory stick, a Blu-ray/
DVD/CD-ROM dnive, a memory card, and/or other like
computer readable storage media. The computer programs,
program code, 1nstructions, or some combination thereof,
may be loaded into the one or more storage devices and/or
the one or more computer processing devices from a remote
data storage device via a network interface, rather than via
a local computer readable storage medium. Additionally, the
computer programs, program code, mnstructions, or some
combination thereol, may be loaded into the one or more
storage devices and/or the one or more processors from a
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remote computing system that 1s configured to transier
and/or distribute the computer programs, program code,
instructions, or some combination thereof, over a network.
The remote computing system may transier and/or distribute
the computer programs, program code, instructions, or some
combination thereof, via a wired interface, an air interface,
and/or any other like medium.

The one or more hardware devices, the one or more
storage devices, and/or the computer programs, program
code, 1nstructions, or some combination thereof, may be
specially designed and constructed for the purposes of the
example embodiments, or they may be known devices that
are altered and/or modified for the purposes of example
embodiments.

A hardware device, such as a computer processing device,
may run an operating system (OS) and one or more software
applications that run on the OS. The computer processing
device also may access, store, manipulate, process, and
create data in response to execution of the software. For
simplicity, one or more example embodiments may be
exemplified as a computer processing device or processor;
however, one skilled 1 the art will appreciate that a hard-
ware device may include multiple processing elements or
processors and multiple types of processing elements or
processors. For example, a hardware device may include
multiple processors or a processor and a controller. In
addition, other processing configurations are possible, such
as parallel processors.

The computer programs include processor-executable
instructions that are stored on at least one non-transitory
computer-readable medium (memory). The computer pro-
grams may also include or rely on stored data. The computer
programs may encompass a basic input/output system
(BIOS) that interacts with hardware of the special purpose
computer, device drivers that interact with particular devices
of the special purpose computer, one or more operating
systems, user applications, background services, back-
ground applications, etc. As such, the one or more proces-
sors may be configured to execute the processor executable
instructions.

The computer programs may include: (1) descriptive text
to be parsed, such as HIML (hypertext markup language) or
XML (extensible markup language), (11) assembly code, (111)
object code generated from source code by a compiler, (1v)
source code for execution by an interpreter, (v) source code
for compilation and execution by a just-in-time compiler,
etc. As examples only, source code may be written using
syntax from languages including C, C++, C#, Objective-C,
Haskell, Go, SQL, R, Lisp, Java®, Fortran, Perl, Pascal,
Curl, OCaml, Javascript®, HITMLS5, Ada, ASP (active server
pages), PHP, Scala, Eiflel, Smalltalk, Erlang, Ruby, Flash®,
Visual Basic®, Lua, and Python®.

Further, at least one embodiment of the invention relates
to the non-transitory computer-readable storage medium
including electronically readable control information (pro-
cessor executable mstructions) stored thereon, configured 1n
such that when the storage medium 1s used 1n a controller of
a device, at least one embodiment of the method may be
carried out.

The computer readable medium or storage medium may
be a built-in medium installed inside a computer device
main body or a removable medium arranged so that 1t can be
separated from the computer device main body. The term
computer-readable medium, as used herein, does not encom-
pass transitory electrical or electromagnetic signals propa-
gating through a medium (such as on a carrier wave); the
term computer-readable medium 1s therefore considered
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tangible and non-transitory. Non-limiting examples of the
non-transitory computer-readable medium include, but are
not limited to, rewriteable non-volatile memory devices
(including, for example flash memory devices, erasable
programmable read-only memory devices, or a mask read-
only memory devices); volatile memory devices (including,
for example static random access memory devices or a
dynamic random access memory devices); magnetic storage
media (including, for example an analog or digital magnetic
tape or a hard disk drive); and optical storage media (1includ-
ing, for example a CD, a DVD, or a Blu-ray Disc). Examples
of the media with a built-in rewriteable non-volatile
memory, include but are not limited to memory cards; and
media with a built-in ROM, including but not limited to
ROM cassettes; etc. Furthermore, various information
regarding stored 1mages, for example, property information,
may be stored 1n any other form, or 1t may be provided in
other ways.

The term code, as used above, may include software,
firmware, and/or microcode, and may refer to programs,
routines, functions, classes, data structures, and/or objects.
Shared processor hardware encompasses a single micropro-
cessor that executes some or all code from multiple modules.
Group processor hardware encompasses a miCroprocessor
that, 1 combination with additional microprocessors,
executes some or all code from one or more modules.
References to multiple microprocessors encompass multiple
microprocessors on discrete dies, multiple microprocessors
on a single die, multiple cores of a single microprocessor,
multiple threads of a single microprocessor, or a combina-
tion of the above.

Shared memory hardware encompasses a single memory
device that stores some or all code from multiple modules.
Group memory hardware encompasses a memory device
that, 1n combination with other memory devices, stores some
or all code from one or more modules.

The term memory hardware 1s a subset of the term
computer-readable medium. The term computer-readable
medium, as used herein, does not encompass transitory
clectrical or electromagnetic signals propagating through a
medium (such as on a carrier wave); the term computer-
readable medium 1s therefore considered tangible and non-
transitory. Non-limiting examples of the non-transitory com-
puter-readable medium include, but are not limited to,
rewriteable non-volatile memory devices (including, for
example flash memory devices, erasable programmable
read-only memory devices, or a mask read-only memory
devices); volatile memory devices (including, for example
static random access memory devices or a dynamic random
access memory devices); magnetic storage media (includ-
ing, for example an analog or digital magnetic tape or a hard
disk drive); and optical storage media (including, for
example a CD, a DVD, or a Blu-ray Disc). Examples of the
media with a bwlt-in rewriteable non-volatile memory,
include but are not limited to memory cards; and media with
a built-in ROM, including but not limited to ROM cassettes;
etc. Furthermore, various information regarding stored
images, for example, property information, may be stored 1n
any other form, or it may be provided in other ways.

The apparatuses and methods described 1n this application
may be partially or fully implemented by a special purpose
computer created by configuring a general purpose computer
to execute one or more particular functions embodied in
computer programs. The functional blocks and tflowchart
clements described above serve as software specifications,
which can be translated into the computer programs by the
routine work of a skilled technician or programmer.
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Although described with reference to specific examples
and drawings, modifications, additions and substitutions of
example embodiments may be variously made according to
the description by those of ordinary skill in the art. For
example, the described techniques may be performed 1n an
order different with that of the methods described, and/or

components such as the described system, architecture,
devices, circuit, and the like, may be connected or combined
to be different from the above-described methods, or results

may be approprniately achieved by other components or
equivalents.

In a first aspect, an embodiment of the present mnvention
provides a model processing method, for evaluating a
semantic model to be evaluated of a target production
system, the method comprising:

acquiring feature information for describing a feature of a
reference semantic model of at least one other production
system; and

cvaluating, on the basis of the feature nformation
acquired, the precision of the semantic model to be evalu-
ated.

Since semantic models describing different production
systems have i1dentical or similar features, the precision of a
semantic model to be evaluated 1s evaluated on the basis of
a feature of a semantic model which already exists, 1.e. the
semantic model of the other production system mentioned
above, so as to obtain an evaluation result for the semantic
model to be evaluated, thereby realizing evaluation of the
precision of the semantic model to be evaluated of the target
production system.

Optionally, a semantic model of a production system may
be used to describe at least one of the following three 1tems
ol content:

item 1: an attribute of each of at least two components
included in the production system:;

item 2: data generated by the at least two components;

item 3: an association between the at least two compo-
nents 1 a production process executed by the production
system.

Since a semantic model of a production system 1s used to
describe at least one of the three items of content above,
evaluation of the precision of a semantic model to be
evaluated of a target production system can be realized by
cvaluating any one or more of the three items of content
above.

Optionally, a semantic model of a production system
describes an association between at least two components
included in the production system, each other production
system comprising a first type of component and a second
type of component, wherein the feature mformation com-
Prises:

a first probability that the first type of component and the
second type of component have a first association.

Further, the step of evaluating, on the basis of the feature
information acquired, the precision of the semantic model to
be evaluated, comprises:

determining, on the basis of the semantic model to be
evaluated, whether the first association exists between a
component belonging to the first type of component and a
component belonging to the second type of component and
connected to the component belonging to the first type of
component 1n the target production system, as a first deter-
mination result; and

evaluating, on the basis of the first probability and the first
determination result, the precision of the semantic model to
be evaluated.
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The description, by a semantic model, of an association
between two components 1n a production process executed
by a production system will have a direct impact on the
precision of the semantic model; therefore the abovemen-
tioned process, by way of a {irst probability corresponding
to an association described by feature information, deter-
mines whether an association exists between two specific
types ol component described by a semantic model to be
evaluated of a target production system, and evaluates the
precision of the semantic model to be evaluated on the basis
of a determination result, thereby providing a method for
evaluating semantic model precision.

Optionally, a semantic model of a production system
describes an association between at least two components
included 1n the production system, each other production
system comprising at least three types of component,
wherein the feature immformation may comprise: a second
probability, for the other production system, that a second
association exists between two types ol component involved
in each of at least two pairwise combinations of the at least
three types of component.

Further, the step of evaluating, on the basis of the feature
information acquired, the precision of the semantic model to
be evaluated, comprises:

for each of the at least two combinations, and based on the
semantic model to be evaluated, determining whether the
second association corresponding to the combination exists
between each pair of connected components belonging
respectively to two types ol component mvolved in the
combination in the target production system, as a second
determination result; and

on the basis of the second probability corresponding to
each of the at least two combinations, and the second
determination result, evaluating the precision of the seman-
tic model to be evaluated.

Since at least two pairwise combinations of at least three
types of component imn a production system can form a
region 1n the production system, the precision of description
of a region of the production system by a semantic model of
the production system can be evaluated.

Optionally, a portion of or all of the at least one other
production system 1s of the same type as the target produc-
tion system.

Since semantic models of production systems of the same
type have a high degree of similarity, the accuracy of the
evaluation result can be increased by ensuring that a portion
of or all of the at least one other production system is of the
same type as the target production system.

Optionally, the step of evaluating, on the basis of the
feature information acquired, the precision of the semantic
model to be evaluated, comprises:

obtaining scoring information relating to the precision of
the semantic model to be evaluated.

Optionally, the step of evaluating, on the basis of the
feature information acquired, the precision of the semantic
model to be evaluated, comprises:

obtaining indication information relating to a precision
rank of the semantic model to be evaluated.

The result of evaluating the semantic model to be evalu-
ated can be displayed 1n a more visually direct way by way
of the scoring information and/or indication information.

Optionally, after the step of evaluating, on the basis of the
feature information acquired, the precision of the semantic
model to be evaluated, also 1included 1s the following:

on the basis of a result of the evaluation, setting out a list
of a part lower than a preset semantic model precision
threshold in the semantic model to be evaluated.
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Through the list, an evaluation result worthy of attention
can be presented, to remind a user to pay special attention or
provide confirmation, to guide a subsequent process of
semantic model correction.

Optionally, the method further comprises: acquiring field
data generated 1n a production process executed by the target
production system;

and after the step of evaluating, on the basis of the feature
information acquired, the precision of the semantic model to
be evaluated, further comprises:

verilying a result of the evaluation on the basis of the field
data.

When content which a semantic model of a production
system 1s used to describe comprises item two mentioned
above, field data generated by the production system 1n a
production process may also be apart described by the
semantic model; when content which a semantic model of a
production system 1s used to describe comprises item three
mentioned above, field data generated by the production
system 1n a production process can also reflect associations
between corresponding components in the production sys-
tem to a certain extent, thus the accuracy of an evaluation
result 1s further ensured by the abovementioned step of
verilying a result of the evaluation on the basis of the field
data.

Optionally, the step of veriiying a result of the evaluation
on the basis of the field data comprises:

veritying a result of the evaluation on the basis of data
item configuration information of the target production
system and the field data, wherein the data item configura-
tion information 1s description information, for the field
data, of the semantic model to be evaluated of the target
production system.

A correspondence relationship between a component
described by a semantic model to be evaluated of the target
production system and field data generated by a component
in a production process ol the target production system 1is
realized by data item configuration information; the corre-
spondence relationship can ensure accurate correspondence
between a component and field data, so as to ensure the
accuracy of verification of an evaluation result by field data.

Optionally, after the step of venifying the evaluation result
on the basis of the field data, the following 1s also included:

amending the feature information on the basis of a result
ol the verification.

By amending the feature information, the accuracy of the
feature information 1s increased; moreover, when the feature
information 1s subsequently used to evaluate another seman-
tic model to be evaluated, the accuracy of evaluation of the
other semantic model to be evaluated can be further
increased.

In a second aspect, an embodiment of the present inven-
tion provides a model processing apparatus, for evaluating a
semantic model to be evaluated of a target production
system, the apparatus comprising:

a first acquisition module, for acquiring feature informa-
tion for describing a feature of a reference semantic model
ol at least one other production system; and

an evaluation module, for evaluating, on the basis of the
feature information acquired by the first acquisition module,
the precision of the semantic model to be evaluated.

Since semantic models describing different production
systems have 1dentical or similar features, the precision of a
semantic model to be evaluated 1s evaluated on the basis of
a Teature of a semantic model which already exists, 1.e. the
semantic model of the other production system mentioned
above, so as to obtain an evaluation result for the semantic
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model to be evaluated, thereby realizing evaluation of the
precision of the semantic model to be evaluated of the target
production system.

Optionally, a semantic model of a production system may
be used to describe at least one of the following three 1tems
ol content:

item 1: an attribute of each of at least two components
included in the production system;

item 2: data generated by the at least two components; and

item 3: an association between the at least two compo-
nents 1 a production process executed by the production
system.

Since a semantic model of a production system 1s used to
describe at least one of the three items of content above,
evaluation of the precision of a semantic model to be
evaluated of a target production system can be realized by
cvaluating any one or more of the three items of content
above.

Optionally, a semantic model of a production system
describes an association between at least two components
included in the production system, each other production
system comprising a first type of component and a second
type of component, and the first acquisition module, when
acquiring the feature information, 1s specifically used for
acquiring a first probabaility that the first type of component
and the second type of component have a first association;

the evaluation module comprises: a first determination
sub-module and a first evaluation sub-module, wherein

the first determination sub-module 1s used for determin-
ing, on the basis of the semantic model to be evaluated,
whether the first association exists between a component
belonging to the first type of component and a component
belonging to the second type of component and connected to
the component belonging to the first type of component in
the target production system;

the first evaluation sub-module 1s used for evaluating the
precision of the semantic module to be evaluated, on the
basis of the first probability acquired by the first acquisition
module and a first determination result of determination by
the first determination sub-module.

The description, by a semantic model, of an association
between two components 1n a production process executed
by a production system will have a direct impact on the
precision of the semantic model; therefore the abovemen-
tioned apparatus, by way of a first probability corresponding
to an association described by feature information, deter-
mines whether an association exists between two specific
types ol component described by a semantic model to be
evaluated of a target production system, and evaluates the
precision ol the semantic model to be evaluated of the
production system on the basis of a determination result,
thereby providing a method for evaluating semantic model
precision.

Optionally, a semantic model of a production system
describes an association between at least two components
included 1n the production system, and each other produc-
tion system comprises at least three types of component;

the first acquisition module, when acquiring the feature
information, 1s specifically used for acquiring a second
probability, for the other production system, that a second
association exists between two types ol component involved
in each of at least two pairwise combinations of the at least
three types of component;

the evaluation module comprises: a second determination
sub-module and a second evaluation sub-module, wherein

the second determination sub-module 1s used for deter-
mining, for each of the at least two combinations, and based
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on the semantic model to be evaluated, whether the second
association corresponding to the combination exists between
cach pair of connected components belonging respectively
to two types of component involved 1n the combination in
the target production system;

the second evaluation sub-module 1s used for evaluating
the precision of the semantic model to be evaluated, on the
basis of the second probability corresponding to each of the
at least two combinations acquired by the first acquisition
module, and a second determination result of determination
by the second determination sub-module.

Since at least two pairwise combinations of at least three
types ol component in a production system can form a
region in the production system, the precision of description
of a region of the production system by a semantic model of
the production system can be evaluated.

Optionally, a portion of or all of the at least one other
production system 1s of the same type as the target produc-
tion system.

Since semantic models of production systems of the same
type have a high degree of similarity, the accuracy of the
evaluation result can be increased by the first acquisition
module acquiring a portion of or all of at least one other
production system of the same type as the target production
system.

Optionally, the evaluation module may be used to obtain
scoring information relating to the precision of the semantic
model to be evaluated.

Optionally, the evaluation module may be used to obtain
indication information relating to a precision rank of the
semantic model to be evaluated.

The result of evaluating the semantic model to be evalu-
ated can be displayed in a more visually direct way by way
of the scoring information and/or indication information.

Optionally, the apparatus further comprises: a list output-
ting module, for setting out, on the basis of a result of
evaluation by the evaluation module, a list of a part lower
than a preset semantic model precision threshold in the
semantic model to be evaluated.

Through the list set out by the list outputting module, an
evaluation result worthy of attention can be presented, to
remind a user to pay special attention or provide confirma-
tion, to guide a subsequent process of semantic model
correction.

Optionally, the apparatus further comprises: a second
acquisition module and a verification module, wherein

the second acquisition module 1s used for acquiring field
data generated 1n a production process executed by the target
production system;

the verification module 1s used for veritying a result of
evaluation by the evaluation module on the basis of field
data acquired by the second acquisition module.

When content which a semantic model of a production
system 1s used to describe comprises item two mentioned
above, field data generated by the production system 1n a
production process may also be apart described by the
semantic model; when content which a semantic model of a
production system 1s used to describe comprises item three
mentioned above, field data generated by the production
system 1n a production process can also reflect associations
between corresponding components in the production sys-
tem to a certain extent, thus the accuracy of an evaluation
result 1s further ensured by the abovementioned step of
verilying a result of the evaluation on the basis of the field
data.

Optionally, the verification module 1s specifically used for
verilying the evaluation result on the basis of data item
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configuration information of the target production system
and the field data acquired by the second acquisition module,
wherein the data item configuration information 1s descrip-
tion information, for the field data, of a semantic model to
be evaluated of the target production system.

A correspondence relationship between a component
described by a semantic model to be evaluated of the target
production system and field data generated by a component
in a production process of the target production system 1s
realized by data item configuration information, so as to
ensure the accuracy of verification of an evaluation result by
field data.

Optionally, the apparatus further comprises: an alteration
module, for amending the feature information on the basis of
a result of verification by the verification module.

By amending the feature information, the accuracy of the
feature information 1s increased; moreover, when the feature
information 1s subsequently used to evaluate another seman-
tic model to be evaluated, the accuracy of evaluation of the
other production system to be evaluated can be further
increased.

In a third aspect, an embodiment of the present invention
provides a model processing apparatus, for evaluating a
semantic model to be evaluated of a target production
system, the apparatus comprising:

at least one memory, for storing a semantic model evalu-
ation program; and

at least one processor, for calling the semantic model
evaluation program stored in the at least one memory, and
executing any one of the embodiments of methods described
above.

Through the execution of any one of the methods
described above by the apparatus, evaluation of the preci-
sion of a semantic model of a production system can be
realized.

In a fourth aspect, an embodiment of the present invention
provides a machine-readable medium, wherein a machine-
readable instruction 1s stored on the machine-readable
medium, and the machine-readable instruction, when
executed by a processor, causes the processor to execute any
one of the embodiments of the model processing methods
described above.

A semantic model of a production system may describe
various components 1n the production system, data gener-
ated by components 1n a production process executed by the
production system, and associations between components in
the production process executed by the production system.
When a production process of a production system 1s
simulated, or a production process of a production system 1s
subjected to data analysis, a semantic model of the produc-
tion system 1s often taken as a basis. Thus, the precision of
a semantic model of a production system will have a direct
impact on a simulation result of the production system or a
data analysis result of the production system. In order to
obtain a semantic model of high precision, the precision of
a semantic model corresponding to a production system may
first be evaluated, then the semantic model may be adjusted
according to an evaluation result.

An embodiment of the present invention evaluates the
precision of a semantic model to be evaluated of a target
production system. Feature mformation i1s acquired via a
model processing apparatus, the feature information being
used to describe a feature of a reference semantic model of
at least one other production system, and the precision of the
semantic model to be evaluated 1s evaluated according to the
feature information acquired. A solution for evaluating the
precision of a semantic model to be evaluated 1s provided.
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Since reference 1s made to a feature of a reference semantic
model of another production system, there 1s a reference
basis for evaluation of the precision of the semantic model
to be evaluated, so the evaluation result 1s more accurate.

An embodiment of the present invention mentions that a
semantic model can be used to describe various components
in a production system (e.g. a factory), attributes of the
various components, data generated by the various compo-
nents during production, and associations between the vari-
ous components.

A target production system could be a factory, and could
also be one or more production lines etc. 1 a factory.

A reference semantic model of at least one other produc-
tion system could be a semantic model that already exists
and 1s used, such as a semantic model of a production system
of a brand of motor vehicle, and could also be a template
produced by a statistical method on the basis of existing
experience or standards, e.g. a template produced by a
statistical method through the international standard for the
integration of enterprise and control systems, standard
ISA9S5, etc.

Associations between various components mentioned 1n
an embodiment of the present invention 1include but are not
limited to a bearing association, a drive association and a
sequence association, etc., e€.g. an electric machine 1 1s
connected by a bearing to a vibration sensor, electric
machine 1 drives a gearbox, an electric machine 2 begins
operating after electric machine 1 operates, efc.

A joint probability mentioned 1 a portion of embodi-
ments of the present invention may be the probability that at

least two associations described by a semantic model will
occur simultaneously.

A region of a target production system mentioned 1n an
embodiment of the present invention may be composed of at
least two pairwise combinations of at least three types of
component described by a semantic model to be evaluated of
the target production system, and associations mvolved in
the at least two combinations.

Field data mentioned in an embodiment of the present
invention may comprise time sequence operating data, e.g.
real-time rotation speed of a gearbox, generated 1n real time
by various components during execution of a production
process by a target production system.

The method and equipment provided 1n embodiments of
the present invention are explained in detaill below with
reference to the accompanying drawings.

FIG. 1B 1s a flow chart of a model processing method
provided 1 an embodiment of the present mmvention. The
model processing method may be executed by a model
processing apparatus provided in an embodiment of the
present mvention, and may be used to evaluate a semantic
model to be evaluated of a target production system 10
shown 1n FIG. 1A, the method specifically comprising;:

step 101: acquiring feature information for describing a
feature of a reference semantic model of at least one other
production system 20 shown 1n FIG. 1A;

step 102: evaluating, on the basis of the feature informa-
tion acquired, the precision of a semantic model to be
evaluated.

A semantic model of a production system may be used to
describe at least one of the following three 1tems of content:

an attribute of each of at least two components 1ncluded
in the production system;

data generated by the at least two components;

an association between the at least two components 1n a
production process executed by the production system.
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In the method given 1n the embodiment shown 1n FIG. 1B,
semantic models describing different productions systems
have 1dentical or similar features, therefore the precision of
the semantic model to be evaluated (e.g. the semantic model
to be evaluated of the target production system 10 in FIG.
1A, mentioned 1n an embodiment of the present invention)
1s evaluated on the basis of a semantic model which already
exists (e.g. the reference semantic model of at least one other
production system 20 in FIG. 1A, mentioned 1n an embodi-
ment of the present invention), 1.e. evaluation of the preci-
sion of a semantic model to be evaluated 1s achieved.

In a specific application, the content that the semantic
model to be evaluated of the target production system 10 as
shown 1 FIG. 1A 1s used to describe may include: an
association between at least two components included in the
target production system 10, in a production process
executed by the target production system 10. An example
may be as shown in FIG. 2; a production system 10 may
comprise an electric machine, a gearbox, a vibration sensor
and a friction wheel. Thus, content described by a semantic
model to be evaluated of the target production system 10
shown 1n FIG. 2 may comprise: during production, associa-
tions between the electric machine and the vibration sensor,
between the electric machine and the gearbox, and between
the gearbox and the friction wheel, 1.e. associations which
the electric machine has with the vibration sensor and the
gearbox respectively, and an association between the gear-
box and the friction wheel.

An optional embodiment of step 102 shown 1n FIG. 1B,
evaluating the precision of the semantic model to be evalu-
ated of the target production system 10, could be evaluating
the precision of each association between at least two
components described by the semantic model to be evalu-
ated; and could also be evaluating the precision of a region
formed by at least two pairwise combinations of at least
three types of components described by the semantic model
to be evaluated of the target production system 10, and
associations involved 1n the at least two combinations. Thus,
the model processing method shown 1n FIG. 1B may com-
prise the following two application scenarios.

Application scenario 1: evaluating the precision of each
association between components described by the semantic
model to be evaluated of the target production system 10. As
shown 1 FIG. 3, the steps of the method of the application
scenario 1 comprise:

step 301: on the basis of a reference semantic model of at
least one other production system 20, acquiring a {irst
probability that a first type of component and a second type
of component included in at least one other production
system 20 have a first association;

this step may be a sub-step of step 101 shown 1n FIG. 1B,
¢.g.: Teature information specifically acquired thereby may
comprise: a {irst probability corresponding to an association
between an electric machine and a gearbox in at least one
other production system 20 as shown in FIG. 4, e.g. a
probability corresponding to a drive relationship between an
clectric machine and a gearbox.

The first probability may be calculated according to the
following calculation formula 1:

P/ j) = 2 (1)

Vi

wherein P(1/7) characterizes the probability that a compo-
nent 1 1s associated with a component j; X;,; characterizes the
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number of times that an association occurs between com-
ponent 1 and component ] 1n at least one other production
system 20; vy, characterizes the total number of times that an
association occurs between component 1 and any component
in at least one other production system 20. In the three other
production systems 20 shown i FIG. 4, suppose that
component 1 1s an electric machine, component 1 15 a
gearbox, and a drive relationship between an electric
machine serving as component 1 and a gearbox serving as
component ] occurs once in both FIG. 4A and FIG. 4B, so
X2

Furthermore, 1n FIG. 4A an association occurs between
the electric machine and any component 3 times (the electric
machine 1s associated with the gearbox, the electric machine
1s associlated with the wvibration sensor, and the electric
machine 1s associated with the friction wheel), in FIG. 4B an
association occurs between the electric machine and any
component 3 times (the electric machine 1s associated with
the gearbox, the electric machine 1s associated with the
vibration sensor, and the electric machine 1s associated with
the friction wheel), and 1n FIG. 4C an association occurs
between the electric machine and any component 2 times
(the electric machine 1s associated with the vibration sensor,
and the electric machine i1s associated with the friction
wheel); thus, 1n the three other production systems shown in
FI1G. 4, the total number of times that an association occurs
between an electric machine and any component 1s y,=3+
3+2=8. Thus the probability corresponding to a drive rela-
tionship between an electric machine and a gearbox 1s
2/8=0.25.

Furthermore, as shown 1n FIG. 5, 1n this step, a reference
semantic model of at least one other production system may
serve as a sample model, an association between compo-
nents 1n the sample model may be obtained 1n advance by
sample feature study, and a probability corresponding to the
association between components 1s calculated by calculation
formula 1 above; and the association between components,
and the probability corresponding to the association between
components, are stored 1n a feature library.

Through the abovementioned statistical determination of
the probability of occurrence of an association, 1t may be
concluded that if one type of association might exist and
might not exist in a production system, then the probability
corresponding thereto will be relatively small or even 0. On
this basis, evaluation of an association described by a
semantic model of a production system may be realized
through steps 302 and 303 below.

Step 302: based on a semantic model to be evaluated of
a target production system 10, determiming whether the first
association exists between a component belonging to the
first type of component and a component belonging to the
second type of component and connected to the component
belonging to the first type of component in the target
production system 10;

this step 1s a sub-step of step 102 shown 1n FIG. 1B. For
example: 1n this step, 1t can be determined whether a drive
relationship etc. exists between the electric machine and the
gearbox shown 1n FIG. 2.

Step 303: evaluating the precision of the semantic model
to be evaluated, on the basis of the first probability and a
determination result.

This step 1s a sub-step of step 102 shown in FIG. 1B. In
this step, the determination result may comprise: the first
association exists between a component belonging to the
first type of component and a component belonging to the
second type of component and connected to the component
belonging to the first type of component, or the first asso-
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ciation does not exist between a component belonging to the
first type of component and a component belonging to the
second type of component and connected to the component
belonging to the first type of component. A result of evalu-
ating the precision of the semantic model to be evaluated 1n
this step 1s obtained on the basis of the determination result
of step 302 above and the first probability of the first
association acquired in step 301.

Evaluating the precision of the semantic model to be
evaluated in step 303 may comprise: grading an association
described by the semantic model to be evaluated, and labels
ol different colors may be allocated to associations accord-
ing to grading, to locate associations which have lower
precision.

The grading of associations can be split into the following,
two situations:

The first situation may comprise: the determination result
1s that the first association exists between a component
belonging to the first type of component and a component
belonging to the second type of component and connected to
the component belonging to the first type of component;
then the following calculation formula 2 1s used to grade the
association, to obtain a grading result, 1.e. a fractional value
corresponding to the association.

f3;=0.8+P(i/j)x0.2 (2)

where 1;,; characterizes the grading result of the associa-
tion between component 1 and component j; P(1/1) charac-
terizes the probability that component 1 1s associated with
component 1; 0.8 characterizes a standard fraction that is
preset for the association; 0.2 characterizes a weighting.

The second situation may comprise: the determination
result 1s that the first association does not exist between a
component belonging to the first type of component and a
component belonging to the second type of component and
connected to the component belonging to the first type of
component; then the grading result obtained 1s 0. Based on
calculation formula 2 mentioned above, 1t can be seen that
if an association really exists 1n the target production system,
then the fractional value of the grading result obtained
therefor will be relatively large; 11 an association might exist
and might not exist 1n the target production system, then the
probability corresponding thereto will be relatively small or
even 0. Thus, 1n the determined results of association
grading, 11 the fractional value of the result of association
grading 1s higher, this indicates that the possibility of the
association occurring in the target production system 1is
higher, so this can reflect that the description of the asso-
ciation by the semantic model to be evaluated i1s more
precise; when the fractional value of an association 1s lower
or even O, this indicates that the possibility of the association
occurring in the target production system 1s lower, so this
can reflect that the description of the association by the
semantic model to be evaluated 1s less precise. Thus, the
precision of an association between two components
described by a semantic model to be evaluated 1s expressed
in a relatively visually direct way by way of the grading
result.

In the process described above, an association lower than
a preset fraction threshold can be marked, in order to make
it easier to locate an association of low precision, and
facilitate confirmation of whether the association of low
precision described by a semantic model 1s accurate.

Furthermore, 1n order to facilitate acquisition of feature
information, a {irst association existing between a first type
of component and a second type of component described by
a reference semantic model of at least one other production
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system 20, and a first probability of the first association
calculated by calculation formula 1, can be stored 1n at least
one feature library in advance; then during acquisition of
feature information, direct acquisition from the feature
library 1s possible.

Application scenario 2: evaluating a region composed of
at least three components described by a semantic model to
be evaluated of a target production system 10 and an
association corresponding to each pair of components 1n the
at least three components. The region 1s composed of at least
two pairwise combinations of at least three types of com-
ponent, and an association between two types of component
involved in each combination. As shown 1n FIG. 6, the steps
of the method of the application scenario 2 comprise:

step 601: on the basis of a reference semantic model of at
least one other production system 20, acquiring at least two
pairwise combinations of at least three types ol component,
a second probability that a second association exists between
two types of component mvolved in each of the combina-
tions:

this step 1s a sub-step of step 101 shown 1n FIG. 1B. For
example: a probability corresponding to a drive relationship
between the electric machine and the gearbox shown in FIG.
4A, and a probability corresponding to a bearing connection
relationship between the electric machine and the vibration
sensor, may be acquired; the probability corresponding to
the drive relationship between the electric machine and the
gearbox, and the probability corresponding to the bearing
connection relationship between the electric machine and
the vibration sensor, may be calculated using calculation
formula 1.

Furthermore, storing a probability corresponding to an
association 1n a feature library in advance has already been
mentioned above; thus, 1n this step, the process of acquiring,
the second probability could also be direct retrieval from a
teature library.

Furthermore, a reference semantic model of at least one
other production system 20 may be stored in a historical
library 1n advance as a sample model. Thus, at least two
pairwise combinations of at least three types of component
may be obtained by directly acquiring in a description of a
reference semantic model of any other production system in
a historical library.

Step 602: for each of the at least two combinations, and
based on a semantic model to be evaluated of the target
production system 10, determining whether the second
association corresponding to the combination exists between
cach pair of connected components belonging respectively
to two types of component involved in the combination in
the target production system 10;

This step 1s a sub-step of step 102 shown in FIG. 1B. In
this step, a determination result comprises: 1n the target
production system 10 described by the semantic model to be
evaluated, the second association corresponding to the com-
bination exists between each pair of connected components
belonging respectively to two types ol component involved
in the combination; or in the target production system 10
described by the semantic model to be evaluated, the second
association corresponding to the combination does not exist
between each pair of connected components belonging
respectively to two types ol component mmvolved in the
combination. For example: in this step, in the target pro-
duction system 10 described by the semantic model to be
evaluated, a region composed of at least three components,
as shown 1 FIG. 7, comprises: a drive relationship between
an electric machine and a gearbox, a bearing connection
relationship between the electric machine and a vibration

10

15

20

25

30

35

40

45

50

55

60

65

22

sensor, a drive relationship between the gearbox and a
friction wheel, and a bearing connection relationship
between the Iriction wheel and a displacement sensor.
Through this step, 1t 1s possible to determine whether a
region composed of the drive relationship between the
clectric machine and the gearbox, the bearing connection
relationship between the electric machine and the vibration
sensor, the drive relationship between the gearbox and the
friction wheel, and the bearing connection relationship
between the iriction wheel and the displacement sensor,
exists 1n at least one other production system 20.

Step 603: on the basis of the second probability corre-
sponding to each of the at least two combinations, and a
determination result, evaluating the precision of the seman-
tic model to be evaluated.

This step 1s a sub-step of step 102 shown i FIG. 1B. A
result of evaluation may comprise: grading of a region
composed of at least three components 1n a target production
system described by a semantic model to be evaluated, and
marking components in the region with different colors
according to grading of the region, 1n order to locate a region
with a low probability of occurrence, and facilitate search-
ing, 1in order to confirm whether the region with the low
probability of occurrence 1s accurate.

The specific evaluation process 1n this step may comprise:

on the basis of the second probability corresponding to
two types of component imnvolved 1n each of the at least two
combinations, calculating a joint probability corresponding
to the at least two combinations. The joint probability may
be calculated by calculation formula 3 below:

P XPryXx...xP,
CPIXPyX . . XP,+ (1 =POX(l =P)%...x(1=P,)

(3)

P

where P characterizes the joint probability; P, character-
1zes the probability of an association between two types of
component involved in an i”” combination; the value of i is
1, 2,...,n;and n characterizes the number of combinations.

For example: 1n this step, 4 combinations corresponding,
to 5 components, and corresponding associations, are
obtained, being as follows: a drive relationship between an
clectric machine and a gearbox, a bearing connection rela-
tionship between the electric machine and a vibration sensor,
a drive relationship between the gearbox and a 1friction
wheel, and a bearing connection relationship between the
friction wheel and a displacement sensor, wherein a prob-
ability corresponding to the drive relationship between the
clectric machine and the gearbox 1s 0.1; a probability
corresponding to the bearing connection relationship
between the electric machine and the vibration sensor 1s 0.2;
a probability corresponding to the drive relationship
between the gearbox and the friction wheel 1s 0.25, and a
probability corresponding to the bearing connection rela-
tionship between the friction wheel and the displacement

sensor 1s 0.3; thus, the joint probability corresponding to
these 4 combinations 1is:

0.1x0.2x0.25%0.3

P: —
0.1x02x025%x03+(1-0.)x(1-0.2)x(1 -025)%(1—0.3)

0.004.



US 11,150,638 B2

23

Furthermore, the probability of an association between
two types of component and the abovementioned first prob-
ability are acquired by the same process, which 1s not
repeated here.

Next, the joint probability obtained by calculation 1s used
to grade a region composed ol any three components in the
production system.

Region grading 1s split into three methods of calculation.

The first method of calculation may be as follows:

in the case where a region composed of at least three
components 1n a target production system 10 described by a
semantic model to be evaluated 1s exactly the same as a
partial region 1n at least one other production system 20, 1.¢.
associations between the various components contained in a
region 1n a target production system 10 are exactly the same
as associations between the various components contained
in a partial region 1n at least one other production system 20,
then a grading result for the region 1s calculated using
calculation formula 4 below; a label color such as green may
be set for components and associations of the region, then
the color label such as green 1s used to output components
and associations of a region corresponding to the {first
method of calculation and described by a semantic model.

,=0.8+Px0.2 (4)

where ¢, characterizes a grading result for a region 1; P
characterizes the joint probability for region 1; 0.8 charac-
terizes a standard fraction that 1s preset for the first method
of calculation; 0.2 characterizes a weighting allocated for the
joint probability.

A region as shown in FIG. 7 exists 1n a production system
shown 1n FIG. 8, so a grading result for the region shown 1n
FIG. 7 1s calculated according to calculation formula 4
above; at the same time, components and associations 1n the
region shown in FIG. 7 are outputted with a green label.

The second method of calculation may be as follows: in
the case where an association 1n a region exists 1n at least one
other production system 20, but the region i1s not the same
as any partial region 1n any other production system, then the
grading result 1s calculated using calculation formula 5
below; furthermore, a label color such as yellow may be
allocated to the region, then the color label such as yellow
1s used to output components and associations ol a region
corresponding to the second method of calculation and
described by a semantic model.

p~0.4+Px0.2 (5)

where characterizes a grading result for a region 7; P
characterizes the joint probability for region 7; 0.4 charac-
terizes a standard fraction that i1s preset for the second
method of calculation; 0.2 characterizes a weighting allo-
cated for the joint probability.

A region as shown mn FIG. 9 comprises: a sequential
connection relationship between an electric machine 1 and
an electric machine 2, a bearing connection relationship
between electric machine 1 and a vibration sensor 1, and a
bearing connection relationship between electric machine 2
and vibration sensor 1. With regard to the bearing connec-
tion relationship between electric machine 1 and vibration
sensor 1 and the bearing connection relationship between
clectric machine 2 and vibration sensor 1, although a bearing
connection relationship between an electric machine and a
vibration sensor exists 1n another production system shown
in FIG. 8, there 1s no association in which electric machine
1 and electric machine 2 are simultaneously connected to the
same vibration sensor 1. Thus, a grading result for the region
shown 1n FIG. 9 i1s calculated according to calculation
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formula 5 above, and the association in which electric
machine 1 and electric machine 2 are simultaneously con-
nected to the same vibration sensor 1 in the region shown in
FIG. 9 1s outputted with a yellow label.

The third method of calculation may be as follows: in the
case where an association 1 a region does not exist 1n
another production system, a grading result for the region 1s
0, then a label color such as red 1s set for a region corre-
sponding to the third method of calculation, then the region
corresponding to the third method of calculation 1s outputted
with the label color such as red. A region as shown in FIG.
10 comprises an association which 1s a drive relationship
between a vibration sensor 1 and a friction wheel; the drive
relationship between vibration sensor and friction wheel
does not exist 1n another production system shown in FIG.
8, so a grading result for the region shown in FIG. 10 1s O,
and at the same time, components and associations 1n the
region are outputted with a red label.

A region as mentioned above may also be composed of at
least one association, 1.€. an association may also be referred
to as a region.

Furthermore, 1t can be seen from the three methods of
calculation described above that the region grading result
obtained 1s a fractional value, and when the region really
exists 1 a production system, the fractional value obtained
therefor will be relatively high. Thus, when a fractional
value of a region 1s low or O, this indicates that the region
must be confirmed. Theretfore, evaluation of the precision of
a region described by a semantic model 1s realized through
the grading process described above.

Furthermore, when a component or association simulta-
neously satisfies the first method of calculation and the
second method of calculation, the second method of calcu-
lation and the corresponding label color such as yellow may
be chosen to characterize the component or association (by
the low level principle), to ensure the accuracy of evaluation
of a region of a target production system 10 described by a
semantic model to be evaluated.

Optionally, a portion of or all of the at least one other
production system 20 1s of the same type as the target
production system 10. For example: 1n the case where a
target production system 10 belongs to the motor vehicle
manufacturing industry, at least one other production system
20 should also belong to the motor vehicle manufacturing
industry; since production systems of the same type have a
relatively high degree of similarity, the accuracy of evalu-
ation can be ensured.

In one particular application, an optional method of
implementing step 102 above, 1.e. evaluating, on the basis of
the feature information acquired, the precision of the seman-
tic model to be evaluated, 1s to obtain scoring information
relating to the precision of the semantic model to be evalu-
ated; the scoring information could be a fractional value
obtained for an association described by a semantic model to
be evaluated as mentioned above, and could also be a
fractional value obtained for a region 1n a target production
system 10 described by a semantic model to be evaluated as
mentioned above; 1t 1s also possible for both to be present at
the same time. FIG. 11 shows an outputted target production
system 10 corresponding to a semantic model to be evalu-
ated, which has undergone scoring, with a grading result
given at each association. With regard to the scoring infor-
mation, 1t may be concluded that if an association or a region
really exists 1n the target production system 10 described by
the semantic model to be evaluated, then the fraction
obtained for the association or the region will be relatively
large. Thus, when the fraction obtained for an association or
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a region 1s relatively small, e.g. lower than a preset prob-
ability threshold, then the possibility of there being a prob-
lem with the association or the region 1s relatively high, and
this can be indicated to a user by a marker, to facilitate
confirmation of whether the association with low probability
or the region with low probability, described by the semantic
model to be evaluated, 1s accurate.

Optionally, an optional method of implementing step 102,
1.e. evaluating, on the basis of the feature information
acquired, the precision of the semantic model to be evalu-
ated, 1s to obtain 1indication information relating to a preci-
sion rank of the semantic model to be evaluated. The
implementation of this process principally consists of giving
different marker labels according to the size of a fractional
value obtained for a region or a fractional value obtained for
an association, described by a semantic model to be evalu-
ated, as mentioned above. For example: for an association
with a probability of 0 and components corresponding
thereto, marking can be performed using a red label, and
when the target production system 10 described by the
semantic model to be evaluated 1s outputted, the association
with the probability of 0 and the components corresponding,
thereto are displayed 1n a red color, to facilitate confirmation
of whether the place marked by the red label 1s accurate.

Optionally, the following may be further included after
step 102: on the basis of a result of the evaluation, setting out
a list of a part lower than a preset semantic model precision
threshold in the semantic model to be evaluated. This
process principally consists of the following: after grading
cach association, and on the basis of a grading result,
displaying 1n a list information relating to an association for
which the grading result 1s lower than the semantic model
precision threshold, and components corresponding to the
association. For example: the preset semantic model preci-
sion threshold 1s 0.5; thus, 1n the case of the associations
described by the semantic model to be evaluated as men-
tioned above, an association corresponding to two compo-
nents for which the probability of occurrence 1s lower than
the value 01 0.5 1s shown 1n a list, to make 1t easier to directly
locate an association which might have a problem.

Optionally, the abovementioned method may further com-
prise: acquiring field data generated 1n a production process
executed by a target production system 10; the process may
be performed belore or after either one of step 101 and step
102 shown i FIG. 1B. On this basis, after step 102, the
following may also be included: step 103: verifying a result
of evaluation from step 102 on the basis of the field data
acquired.

The process of verifying an evaluation result by way of
field data may be as follows: veritying the evaluation result
on the basis of data item configuration information of a
target production system and the field data, wherein the data
item configuration information 1s description information,
for the field data, of a semantic model to be evaluated of the
target production system, €.g.: 1n a target production system,
a speed of an electric machine may be configured as a
variable of an electric machine speed 1. The data item
configuration information of the target production system
can bind a component described by a semantic model to be
evaluated with an actual component of a target production
system. By acquiring time sequence operating data such as
clectric machine speed, collected by a collection apparatus,
of the various components 1n a production system, field data
1s obtained. Since there 1s a certain association, 1in terms of
time ol generation or operating data, between time sequence
operating data of two components having an association,
¢.2. a bearing connection relationship between an electric
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machine and a vibration sensor, the operating data of the
clectric machine and the vibration sensor arise at the same
time; moreover, wavelorms of emergence of a time sequence
clectric machine speed and a time sequence vibration sensor
vibration frequency should coincide, as shown 1n FIG. 12.

Optionally, after step 103 described above, 1.e. verilying
the evaluation result on the basis of the field data, the
following may be further included: step 104: amending the
feature information on the basis of a result of the verifica-
tion. Through this process, correction of feature information
1s achieved. For example: through the abovementioned
operating data, 1t can be known that a fractional value, 1n a
production system, of a drive association between a vibra-
tion sensor and a friction wheel 1s 0.5, whereas the prob-
ability, recorded 1n feature information, of a drive associa-
tion between a wvibration sensor and a {iriction wheel
occurring 1s 0, so 0.5 replaces 0, to realize the correction of
feature information; an output result of a semantic model to
be evaluated after correction 1s shown 1 FIG. 13. If feature
information 1s a probability of an association stored 1n a
teature library, then the probability of the association stored
in the feature library 1s amended directly, to increase the
accuracy ol subsequent evaluation.

To enable the result of evaluation to be presented to the
user 1n a relatively visually direct way, and at the same time
ensure the accuracy of evaluation, 1n another embodiment of
the present invention, a further explanation 1s given taking
as an example the case where an association and a region are
both evaluated on the basis of a probability of an association
stored 1n a feature library and a reference semantic model of
another production system stored in a historical library, at
the same time performing verification by way of field data;
as shown 1n FIG. 14, the steps of the method may comprise:

Step 1401: acquiring a probability corresponding to an
association stored in a feature library;

in a semantic model evaluation system 130 as shown 1n
FIG. 15, a model processing apparatus 1501 acquires a
probability or probabilities corresponding to one or more
associations directly from at least one feature library 1502,
wherein the accuracy of subsequent evaluation will be
greater 11 the number of probabilities corresponding to
associations collected in the feature library 1s greater. The at
least one feature library 1502 stores the various associations
and corresponding probabilities, which are collected 1n
advance, 1n a classified manner; the classification of at least
one feature library 1502 may be based on the industry to
which a production system belongs, such as the motor
vehicle manufacturing industry, the electronic component
manufacturing industry, etc. Associations included i pro-
duction systems of diflerent types, and corresponding prob-
abilities, are stored in diferent feature libraries 1502.

A probability corresponding to an association stored 1n a
feature library may comprise: the probability of the asso-
ciation occurring 1n a production system of the same type.
For example: 1n the case where a target production system
described by a semantic model to be evaluated belongs to the
motor vehicle manufacturing industry, a stored probability
corresponding to an association 1s acquired directly from a
teature library corresponding to the motor vehicle industry.
Calculation of probability 1n this step 1s accomplished by
calculation formula 1 above.

Furthermore, the process of determining a feature library
belonging to the same type as a target production system
described by a semantic model to be evaluated may be as
follows: setting some key terms 1n advance for each feature
library, and when a degree of match between terms con-
tamned 1n the semantic model to be evaluated and the key
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terms of a feature library reaches a preset match threshold,
it 1s determined that the feature library and the target
production system described by the semantic model to be
evaluated belong to the same type.

Step 1402: on the basis of an acquired probability corre-
sponding to an association in a feature library, grading
associations between the various components described by a
semantic model to be evaluated;

in this step, 1t 1s possible, by parsing associations between
the various components described by a semantic model to be
evaluated of a target production system, to determine
whether the associations between the various components
which are parsed out can be found 1n a feature library; if an
association a can be found in a feature library, then on the
basis of the probability of occurrence of the association a
stored 1n the feature library, calculation formula 2 mentioned
above 1s used to grade association a which 1s parsed out, 1.e.
a fractional value corresponding to association a 1s obtained;
if an association b cannot be found 1n a feature library, then
a fractional value of the association b 1s given directly as O;
this process thus realizes evaluation ol an association
between any two components described by a semantic
model.

Step 1403: on the basis of a reference semantic model of
at least one other production system 20 stored 1n a historical
library, acquiring associations corresponding to at least two
pairwise combinations of at least three types of component
described by the reference semantic model;

the associations corresponding to at least two combina-
tions, as mentioned 1n this step, may comprise: an associa-
tion existing between two types of component involved in
cach of the at least two combinations.

In the semantic model evaluation system 1350 as shown in
FIG. 15, the model processing apparatus 1501 acquires
feature information directly from at least one historical
library 1503. The at least one historical library 1503 stores
semantic models, which already exist and are collected 1n
advance, 1n a classified manner; the classification of at least
one historical library 1503 may be based on the industry to
which a production system described by an already-existing,
semantic model belongs, such as the motor vehicle manu-
facturing industry, the electronic component manufacturing
industry, etc. Semantic models of production systems of the
same type are stored in the same historical library 1503;
semantic models of production systems of diflerent types are
stored 1n different historical libraries 1503.

Furthermore, the probability corresponding to the asso-
ciation stored in the feature library mentioned in step 1401
may be a manner of expression of feature information; the
already-existing semantic model stored in the historical
library mentioned 1n step 1403 may also be another manner
ol expression of feature information.

Step 1404: on the basis of acquired associations corre-
sponding to at least two combinations described by a refer-
ence semantic model, grading a region described by a
semantic model to be evaluated;

the grading process principally consists of the following:
grading the possibility that the various components 1 a
region of a target production system described by a semantic
model to be evaluated, and associations between the various
components, will occur simultaneously. In the case where a
region 1s completely present in any other production system
acquired 1n step 1403, the region 1s graded jointly by way of
calculation formula 3 and calculation formula 4 above; in
the case where a region 1s not present in any other produc-
tion system acquired 1n step 1403, and an association
contained 1n the region can be found in a feature library, the
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region 1s graded jointly by way of calculation formula 3 and
calculation formula 5 above; in the case where a region 1s
not present 1n any other production system acquired 1n step
1403, and an association contained in the region i1s not
present 1n a feature library, a grading result for the region 1s
directly determined as O.

Step 1405: on the basis of a result of grading correspond-
ing to an association and a result of grading corresponding
to a region, allocating corresponding initial labels for the
association and the region respectively;

since the description of a semantic model comprises large
numbers of components, associations between components,
and regions, 1t 1s very diflicult to locate a component,
association or region in which an error occurs. By using
different labels to present components, associations or
regions which might have an error 1n this step, the locating
of possible errors in the description of a semantic model 1s
realized, making searching easier. For example: when a
fractional value of a grading result obtained for an associa-
tion or region 1s relatively large, 1t 1s concluded that the
precision of description of the association or region by the
semantic model 1s high, and a green label 1s used for
marking, so the association, or components and associations
in the region, are all outputted with green markers; when a
fractional value of a grading result obtained for an associa-
tion or region 1s relatively small, 1t 1s concluded that the
precision ol description of the association or region by the
semantic model 1s low, and a red label 1s used for marking,
so the association, or components and associations 1n the
region, are all outputted with red markers, hence the user can
perform confirmation for the position of the red marker(s),
c.g.. 1f the probability of occurrence of an association
obtained 1n step 1404 1s O, then a red label 1s used to mark
the association and components 1n the association, and by
determining that the association really does not exist, 1t 1s
necessary to amend the semantic model. Components, and
associations between components, described by an 1nitial
semantic model, can be outputted according to the label and
probability, as shown 1n FIG. 11.

A region contains at least one association, hence when a
contlict arises between a label color of a region and a label
color of an association, the label color of the region 1s taken
as the criterion.

Step 1406: acquiring field data generated 1n a production
process executed by a target production system, and adjust-
ing an association grading result and a region grading result
by way of the field data;

the process of acquiring field data generated 1n a produc-
tion process executed by a target production system, given
in this embodiment, 1s performed after obtaiming an 1nitial
evaluation result, but before adjusting the nitial evaluation
result. Furthermore, the step of acquiring field data gener-
ated 1n a production process executed by a target production
system could also be performed before or after any one of
steps 1401 to 1403.

Since field data reflects associations between the various
components 1n a real production system, the implementation
of this step principally consists of the following: data item
configuration information i1s description information, for
field data, of a semantic model to be evaluated of a target
production system, and the data i1tem configuration infor-
mation binds a component described by the semantic model
to be evaluated with an actual component in a production
process of the target production system in advance, so that
field data generated by the actual component of the target
production system corresponds to the component described
by the semantic model to be evaluated.
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The process of implementing this step may be as follows:
allocating, 1n advance, a corresponding fractional value for
relevance between data generated by two components 1n an
association; 1f the relevance between the data 1s the same as
that of an association description, but a probability of
occurrence ol an association given in the abovementioned
step 1s not the same as the fractional value, then the
probability of occurrence of the association 1s amended to a
fractional value. If a probability of occurrence of an asso-
ciation given 1n the abovementioned step 1s the same as the
fractional value, then the probability of occurrence of the
association given in the abovementioned step 1s retained.
For example: a fractional value ot 0.5 1s allocated in advance
for a relevance 1, the relevance 1s the same as an association
described by a semantic model, but a probability of occur-
rence of an association described by a semantic model, given
in the abovementioned step, 1s 0, so 0.5 replaces 0, to realize
correction of the precision of an association described by a
semantic model.

The relevance between data mentioned in this step 1s
principally: 1n the case where waveforms of data generated
by two components having an association such as a drive
relationship or a bearing connection relationship are asso-
ciated 1n a certain way, e.g. 1n the case of a drive relation-
ship, times of generation of the data wavelorms are associ-
ated, e.g. 1n the case of a drive relationship, the times at
which peaks and troughs occur are the same.

Step 1407: on the basis of an adjusted association prob-
ability and an adjusted region probability, amending an
initial label of an association and an 1nitial label of a region;

in this step, the specific implementation process may be
split 1nto three cases:

Case 1: only a probability of an association was adjusted,
so only an 1nitial label of an association 1s amended;

for example: 1n the abovementioned step, a probability O
of an association 1s adjusted to 0.5, and this 0.5 1s higher than
a preset precision threshold, indicating that a description of
the association by a semantic model to be evaluated 1s
accurate, so a label of the association 1s amended to green.
In this step, 1t 1s also possible for adjusted probabilities and
labels to be outputted i combination with corresponding
components and associations between components
described by a semantic model to be evaluated, as shown 1n
FIG. 13.

Case 2: only a probability of a region was adjusted, so
only an 1nitial label of a region 1s amended;

for example: a probability 0 of a region 1s adjusted to 0.8,
so an 1nitial label of the region, such as red, 1s amended to
green.

Case 3: a probability of an association and a probability
ol a region were adjusted at the same time, so an 1nitial label
of an association and an 1nitial label of a region are amended
at the same time;

for example: a probability 0 of an association 1s adjusted
to 0.5, and at the same time, a probability 0 of a region 1s
adjusted to 0.8, so a label of the association 1s amended to
green, and an 1initial label of the region, such as red, is
amended to green, etc.

Step 1408: an association for which the probability 1s less
than a preset precision threshold 1s outputted 1n a table;

the association outputted 1mn a table 1n this step 1s a
disputed association or an association described inaccurately
by the semantic model to be evaluated. This step may be
performed directly after step 1402, or directly after step
1404, or directly after step 1406; there 1s no strict order of
precedence with respect to the implementation of step 1407.
When 1t 1s performed directly after step 1402, the association
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outputted 1n a table 1n this step 1s an association related to a
grading result of step 1402; when it 1s performed directly
alter step 1404, the association outputted 1n a table 1n this
step may be an association related to a grading result of step
1402 and a grading result of step 1404; when it 1s performed
directly after step 1406, the association outputted 1n a table
in this step 1s an association related to an adjusted grading
result of step 1406.

By outputting an association for the user to view, a basis
1s provided for the user to adjust the association described by
the semantic model to be evaluated.

Step 1409: on the basis of an adjusted probability of
occurrence of an association, amending a probability corre-
sponding to an association stored 1n a feature library;

this step principally consists of amending a probability
(one type of feature information) corresponding to an asso-
ciation 1n the feature library 1502, to increase the accuracy
ol subsequent evaluation of a semantic model.

Step 1410: storing an adjusted semantic model to be
evaluated 1n a historical library.

Based on the table given 1n step 1408 above, the user can
adjust the semantic model to be evaluated, to increase the
precision of description by the semantic model to be evalu-
ated. Furthermore, by storing the adjusted semantic model to
be evaluated in a historical library as feature information in
this step, a reference sample can be added for subsequent
evaluation of a semantic model to be evaluated, so as to
further increase the accuracy of evaluation, by the model
processing apparatus (1501), of a semantic model to be
evaluated.

Step 1401 1s an optional embodiment of step 101 shown
in FIG. 1B; step 1402 and step 1404 can both serve as an
optional embodiment of step 103 shown 1n FIG. 1B, wherein
step 1402 1s evaluation of an association described by a
semantic model to be evaluated; step 1404 1s evaluation of
a region described by a semantic model to be evaluated (the
region comprising at least three components and associa-
tions between components); thus, step 1402 and step 1404
may be parallel steps, or evaluation of a semantic model to
be evaluated may also be realized by choosing just one
thereof.

Optionally, an information processing process 1 a model
processing process 1s provided in an embodiment of the
present invention. Referring to FIG. 16, the information
Processing process Comprises:

first of all, evaluation 1s performed using a feature as a
basis, the evaluation process principally comprising: taking
feature information 1n a feature library as a basis, evaluating
an 1mput model (the input model may be a semantic model
to be evaluated of a target production system 10), and
outputting an evaluated model marked with a fraction;

next, the evaluated model marked with a fraction 1is
adjusted via a semantic model evaluation system, wherein
the process of adjusting the evaluated model marked with a
fraction principally consists of the following: the semantic
model evaluation system adjusts the evaluated model
marked with a fraction on the basis of a data item and field
data, and stores the adjusted input model in a historical
library;

finally, feature adjustment 1s performed taking feature
study of a historical mput model as a basis, to adjust a
teature library, wherein the process of feature library adjust-
ment principally consists of the following: performing fea-
ture study of an evaluated 1nput model stored 1n a historical
library, and adjusting feature information in a feature library,
to realize feature library adjustment, thereby increasing the
accuracy ol the feature library.
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Furthermore, the abovementioned model processing
apparatus 1501, at least one feature library 1502 and at least
one historical library 1503 may be constructed on the basis
of cloud computing; on the one hand, the storage capacities
ol at least one feature library 1502 and at least one historical
library 1503 are increased, and it 1s easier for at least one

teature library 1502 and at least one historical library 1503
to collect feature information and already-existing semantic
models, etc.; on the other hand, the evaluation of semantic
models by the model processing apparatus 1501 can be
made more etlicient on the basis of cloud computing.

In summary, the process by which the semantic model
evaluation system 150 shown 1n FIG. 15 evaluates a seman-
tic model of a production system 1s as shown in FIG. 17. The
semantic model evaluation system receives a sample model,
an iput model, a set data item and field data, and outputs an
evaluated model having a label and a fraction marker, and a
lowest fraction list.

As shown in FIG. 18, an embodiment of the present
invention provides a model processing apparatus, which
apparatus may be used to execute any model processing
method described above, for the purpose of evaluating a
semantic model to be evaluated of a target production
system 10; optionally, the apparatus comprises:

a first acquisition module 1801, for acquiring feature
information for describing a feature of a reference semantic
model of at least one other production system 20; and

an evaluation module 1802, for evaluating, on the basis of
the feature information acquired by the first acquisition
module 1801, the precision of the semantic model to be
evaluated.

Optionally, a semantic model of a production system may
be used to describe at least one of the following three 1tems
ol content:

item 1: an attribute of each of at least two components
included in the production system:;

item 2: data generated by the at least two components; and

item 3: an association between the at least two compo-
nents 1 a production process executed by the production
system.

Since a semantic model of a production system 1s used to
describe at least one of the three items of content above,
evaluation of the precision of a semantic model to be
evaluated of a target production system 10 can be realized by
cvaluating any one or more of the three items of content
above.

Optionally, as shown 1 FIG. 19, a semantic model of a
production system describes an association between at least
two components included in the production system, and
cach other production system comprises a first type of
component and a second type of component;

when acquiring the feature information, the first acquisi-
tion module 1801 1s specifically used for acquiring a first
probability that the first type of component and second type
of component included 1n the at least one other production
system (20) have a first association;

the evaluation module 1802 comprises: a first determina-
tion sub-module 18021 and a first evaluation sub-module
18022, wherein

the first determination sub-module 18021 1s used for
determining, on the basis of the semantic model to be
evaluated, whether the first association exists between a
component belonging to the first type of component and a
component belonging to the second type of component and
connected to the component belonging to the first type of
component 1n the target production system 10;
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the first evaluation sub-module 18022 is used for evalu-
ating the precision of the semantic module to be evaluated,
on the basis of the first probability acquired by the first
acquisition module 1801 and a first determination result of
determination by the first determination sub-module 18021.

Optionally, as shown 1n FIG. 20, a semantic model of a
production system describes an association between at least
two components included in the production system, and
cach other production system comprises at least three types
ol component;

when acquiring feature information, the first acquisition
module 1801 1s specifically used for acquiring a second
probability that a second association exists between two
types of component involved 1n each of at least two pairwise
combinations of the at least three types of component, for
the other production system 20;

the evaluation module 1802 comprises: a second deter-
mination sub-module 18023 and a second evaluation sub-
module 18024, wherein

the second determination sub-module 18023 is used for
determining, for each of the at least two combinations, and
based on the semantic model to be evaluated, whether the
second association corresponding to the combination exists
between each pair of connected components belonging
respectively to two types of component mmvolved in the
combination 1n the target production system 10;

the second evaluation sub-module 18024 1s used for
evaluating the precision of the semantic model to be evalu-
ated, on the basis of the second probability corresponding to
cach of the at least two combinations acquired by the first
acquisition module 1801, and a second determination result
of determination by the second determination sub-module
18023.

Optionally, a portion of or all of the at least one other
production system 20 1s of the same type as the target
production system 10.

Optionally, the evaluation module 1802 may be used to
obtain scoring information relating to the precision of the
semantic model to be evaluated.

Optionally, the evaluation module 1802 may be used to
obtain indication information relating to a precision rank of
the semantic model to be evaluated.

Optionally, the module processing apparatus may further
comprise: a list outputting module 1803, for setting out, on
the basis of a result of evaluation by the evaluation module
1802, a list of a part lower than a preset semantic model
precision threshold 1n the semantic model to be evaluated.

In another embodiment of the present invention, the
module processing apparatus may further comprise: a sec-
ond acqusition module 1804 and a verification module
1805, wherein

the second acquisition module 1804 1s used for acquiring
field data generated in a production process executed by the
target production system 10;

the verification module 1805 1s used for verilying a result
of evaluation by the evaluation module 1802 on the basis of
field data acquired by the second acquisition module 1804.

Optionally, the verification module 18035 1s specifically
used for verilying the evaluation result on the basis of data
item configuration information of the target production
system 10 and the field data acquired by the second acqui-
sition module 1804, wherein the data item configuration
information 1s description information, for the field data, of
a semantic model to be evaluated of the target production
system 10.

Optionally, the module processing apparatus may further
comprise: an alteration module 1806, for amending the
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feature imnformation on the basis of a result of verification by
the venfication module 1805.

As shown in FIG. 21, an embodiment of the present
invention provides a model processing apparatus, for evalu-
ating a semantic model to be evaluated of a target production
system 10, and comprising:

at least one memory 2101, for storing a semantic model
evaluation program;

at least one processor 2102, for calling the semantic
model evaluation program stored in the at least one memory
2101, and executing any model processing method provided
in an embodiment of the present mmvention and described
above.

Optionally, a semantic model of a production system may
be used to describe at least one of the following three 1tems
ol content:

item 1: an attribute of each of at least two components
included in the production system 10;

item 2: data generated by the at least two components;

item 3: an association between the at least two compo-
nents 1 a production process executed by the production
system 10.

Embodiments of the present invention are also directed to
a machine-readable medium, 1n which are stored instruc-
tions for causing a machine to execute a model processing,
method as provided in an embodiment of the present inven-
tion. Specifically, a system or apparatus equipped with a
storage medium may be provided; software program code
realizing functions of any one of the embodiments above 1s
stored on the storage medium, and a device (or CPU or
MPU) of the system or apparatus 1s caused to read and
execute program code stored in the storage medium.

In such a situation, program code read from a storage
medium can itsell realize functions of any one of the
embodiments above, hence the program code and the stor-
age medium storing the program code form part of embodi-
ments of the present invention.

Examples of storage media used for providing program
code include tloppy disks, hard disks, magneto-optical disks,
optical disks (such as CD-ROM, CD-R, CD-RW, DVD-
ROM, DVD-RAM, DVD-RW, DVD+RW), magnetic tapes,
non-volatile memory cards and ROM. Optionally, program
code may be downloaded from a server computer via a
communication network.

Furthermore, 1t should be clear that an operating system
operating on a computer can be made to complete a portion
of or all actual operations, not only through execution of
program code read by a computer, but also by way of
instructions based on program code, so as to realize func-
tions of any one of the embodiments above.

In addition, 1t can be appreciated that program code read
out from the storage medium i1s written mto a memory
installed 1 an expansion board inserted 1in the computer, or
written 1into a memory installed 1n an expansion unit con-
nected to the computer, and thereafter mstructions based on
the program code make a CPU etc. installed on the expan-
s10n board or expansion unit execute part or all of an actual
operation, so as to realize the function of any one of the
embodiments above.

It must be explained that not all of the steps and modules
in the flows and system structure diagrams above are nec-
essary; certain steps or modules may be omitted according
to actual requirements. The order in which steps are
executed 1s not fixed, but may be adjusted as required. The
system structures described 1n the embodiments above may
be physical structures, and may also be logical structures,
1.e. some modules might be realized by the same physical
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entity, or some modules might be realized by multiple
physical entities, or realized jointly by certain components
in multiple independent devices.

In the embodiments above, a hardware unit may be
realized 1n a mechanical or an electrical manner. For
example, a hardware unit may comprise a permanent dedi-
cated circuit or logic (e.g. a special processor, FPGA or
ASIC) to complete a corresponding operation. A hardware
unit may also comprise programmable logic or circuitry (e.g.
a universal processor or another programmable processor),
and may be set temporarnly by soltware to complete a
corresponding operation. Particular embodiments (mechani-
cal, or dedicated permanent circuitry, or temporarily set
circuitry) may be determined on the basis of considerations
of cost and time.

The patent claims of the application are formulation
proposals without prejudice for obtaining more extensive
patent protection. The applicant reserves the right to claim
even further combinations of features previously disclosed
only in the description and/or drawings.

References back that are used in dependent claims 1ndi-
cate the further embodiment of the subject matter of the
main claim by way of the features of the respective depen-
dent claim; they should not be understood as dispensing with
obtaining independent protection of the subject matter for
the combinations of features in the referred-back dependent
claims. Furthermore, with regard to interpreting the claims,
where a feature 1s concretized in more specific detail 1n a
subordinate claim, 1t should be assumed that such a restric-
tion 1s not present in the respective preceding claims.

Since the subject matter of the dependent claims in
relation to the prior art on the priority date may form
separate and independent inventions, the applicant reserves
the nght to make them the subject matter of independent
claims or divisional declarations. They may furthermore
also contain independent inventions which have a configu-
ration that 1s independent of the subject matters of the

preceding dependent claims.

None of the elements recited 1n the claims are itended to
be a means-plus-function element within the meaning of 35
U.S.C. § 112(1) unless an element 1s expressly recited using
the phrase “means for” or, in the case of a method claim,
using the phrases “operation for” or “step for.”

Example embodiments being thus described, it will be
obvious that the same may be varied 1n many ways. Such
variations are not to be regarded as a departure from the
spirit and scope of the present invention, and all such
modifications as would be obvious to one skilled 1n the art
are mtended to be included within the scope of the following
claims.

The present invention has been displayed and explained 1n
detail above by way of the accompanying drawings and
preferred embodiments, but the present invention i1s not
limited to these disclosed embodiments. Based on the
embodiments described above, those skilled in the art will
know that further embodiments of the present invention,
also falling within the scope of protection of the present
invention, could be obtained by combining code checking
means in different embodiments above.

The mvention claimed 1s:

1. A model processing method, for evaluating a semantic
model to be evaluated of a target production system, the
semantic model to be evaluated being a first semantic model,
the model processing method comprising:
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acquiring feature information for describing a feature of a
reference semantic model of at least one other produc-
tion system, the reference semantic model being a
second semantic model;

evaluating, based upon the feature information acquired,
precision of the semantic model to be evaluated;

acquiring field data generated 1n a field, the field being a
production process executed by the target production
system:

after the evaluating the precision of the semantic model,
verilying a result of the evaluating based upon the field
data acquired 1n the field and upon data item configu-
ration information of the target production, wherein the
data 1tem configuration nformation 1s description
information, for the field data acquired, of the semantic
model of the target production system to be evaluated;
and

amending the feature imnformation based upon a result of
the veritying,

wherein the target production system comprises at least
one of an electric machine, a gearbox, a vibration
sensor and a friction wheel, and

the semantic model to be evaluated comprises at least one
of a first relationship between the electric machine and
the vibration sensor, a second relationship between the
electric machine and the gearbox, and a third relation-
ship between the gearbox and the friction wheel,

the semantic model to be evaluated describes an associa-
tion between at least two components included 1n the
target production system,

the at least one other production system comprising a first
type ol component and a second type of component, the
first type and the second type selected from a group, the
group 1ncluding a second electric machine, second
gearbox, a second vibration sensor or second Iriction
wheel, wherein the acquired feature information
includes a first probability that the first type of com-
ponent and the second type of component have a first
association,

the at least one other production system comprises at least
three types of components, the at least three types
selected from the group, the acquired feature informa-
tion comprises a second probability, for the at least one
other production system, that a second association
exists between two types of components involved 1n
cach of at least two pairwise combinations of the at
least three types of component, and

wherein the evaluating includes,

determining, based upon the semantic model to be
evaluated, whether the first association exists
between a component belonging to the first type of
component and a component belonging to the second
type of component and connected to the component
belonging to the first type of component 1n the target
production system, as a first determination result,

evaluating, based upon the first probability and the first
determination result, the precision of the semantic
model to be evaluated,

for each of the at least two combinations, and based
upon the semantic model to be evaluated, determin-
ing whether the second association corresponding to
the at least two combinations exists between each
pair of connected components belonging respec-
tively to the two types of components involved 1n the
at least two combinations in the target production
system, as a second determination result, the two
types selected from the group,
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based upon the second probability corresponding to
each of the at least two combinations, and the second
determination result, evaluating the precision of the
semantic model to be evaluated, and

at least one of,

(A) obtaining scoring information relating to the pre-
cision of the semantic model to be evaluated, and

(B) obtaiming indication information relating to a pre-
cision rank of the semantic model to be evaluated.

2. The method of claim 1, wherein a portion of or all of

the target production system, the same type selected iro
the group.
3. The method of claim 1, further comprising, after t

he at least one other production system 1s of a same type as

m

1C

evaluating, based upon the feature information acquired, t.
precision of the semantic model to be evaluated:

based upon a result of the evaluating, setting out a list of

1C

a part relatively lower than a semantic model precision

threshold 1n the semantic model to be evaluated.

4. A model processing apparatus, for evaluating a seman-

tic model to be evaluated of a target production system, the
semantic model to be evaluated being a first semantic model,

the model processing apparatus comprising:

a processor configured to execute machine-readable
instructions, that when executed, cause the model pro-
cessing apparatus to

acquire feature information for describing a feature of a
reference semantic model of at least one other produc-
tion system, the reference semantic model being a
second semantic model,

cvaluate, based upon the feature information acquired by
the model processing apparatus, precision ol the
semantic model to be evaluated,

acquiring field data generated 1n a field, the field being a
production process executed by the target production
system;

after the evaluating the precision of the semantic model,
veritying a result of the evaluating based upon the field
data acquired in the field and upon data item configu-
ration information of the target production, wherein the
data 1tem configuration information 1s description
information, for the field data acquired, of the semantic
model of the target production system to be evaluated;
and

amending the feature mformation based upon a result of
the veritying,

wherein the target production system comprises at least
one ol an electric machine, a gearbox, a vibration
sensor and a friction wheel, and

the semantic model to be evaluated comprises at least one
of a first relationship between the electric machine and
the vibration sensor, a second relationship between the
clectric machine and the gearbox, and a third relation-
ship between the gearbox and the friction wheel,

wherein the semantic model to be evaluated describes an
association between at least two components included
in the production system, and

wherein the processor, when acquiring the feature infor-
mation, 1s configured to cause the model processing
apparatus to acquire a first probability that a first type
of component and a second type of component included
in the at least one other production system have a {first
association, the first and second type selected from a
group, the group 1ncluding a second electric machine,
a second gearbox, second vibration sensor or a second
friction wheel,
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the processor, when acquiring the feature information, 1s
used to acquire a second probability, for the at least one
other production system, that a second association
exists between two types ol component mvolved 1n
cach of at least two pairwise combinations of at least
three types of component, the types of components
selected from the group,
the processor 1s further configured to cause the model
processing apparatus to,
determine, based upon the semantic model to be evalu-
ated, whether the first association exists between a
component belonging to the first type of component
and a component belonging to the second type of
component and connected to the component belong-
ing to the first type of component 1n the target
production system,
evaluate the precision of the semantic model to be
evaluated, based upon the first probability acquired
by the processor and a first determination result of
determination by the processor,
determine, for each of the at least two combinations,
and based on the semantic model to be evaluated,
whether the second association corresponding to the
at least two combinations exists between each pair of
connected components belonging respectively to two
types of component mmvolved 1n the at least two
combinations in the target production system,
evaluate the precision of the semantic model to be
evaluated, based upon the second probability corre-
sponding to each of the at least two combinations
acquired by the processor, and a second determina-
tion result of determination by the processor, and at
least one of
(A) obtain scoring information relating to the precision
of the semantic model to be evaluated, and
(B) obtain indication information relating to a precision
rank of the semantic model to be evaluated.
5. The model processing apparatus of claim 4, wherein the

processor 1s Turther configured to set out, based upon a result
of evaluation by the processor, a list of a part relatively

lower than a semantic model precision threshold in the
semantic model to be evaluated.

6. A model processing apparatus, for evaluating a seman-

tic model to be evaluated of a target production system, the
semantic model to be evaluated being a first semantic model,
the model processing apparatus comprising:

at least one memory, to store a semantic model evaluation
program; and

at least one processor, to call the semantic model evalu-
ation program stored in the at least one memory, and
execute at least

acquiring feature information for describing a feature of a
reference semantic model of at least one other produc-
tion system, the reference semantic model being a
second semantic model,

evaluating, based upon the feature information acquired,
precision of the semantic model to be evaluated,

acquiring field data generated 1n a field, the field being a
production process executed by the target production
system;

after the evaluating the precision of the semantic model,
verilying a result of the evaluating based upon the field
data acquired 1n the field and upon data 1tem configu-
ration mnformation of the target production, wherein the
data 1tem configuration information 1s description
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information, for the field data acquired, of the semantic
model of the target production system to be evaluated;
and
amending the feature mnformation based upon a result of
the verifying,
wherein the target production system comprises at least
one of an electric machine, a gearbox, a vibration
sensor and a friction wheel, and
the semantic model to be evaluated comprises at least one
of a first relationship between the electric machine and
the vibration sensor, a second relationship between the
clectric machine and the gearbox, and a third relation-
ship between the gearbox and the friction wheel,
wherein the semantic model to be evaluated describes an
association between at least two components included
in the target production system,
the at least one other production system comprising a first
type ol component and a second type of component, the
first type and the second type selected from a group, the
group including a second electric machine, a second
gearbox, a second vibration sensor or a second Iriction
wheel, wherein the acquired feature information
includes a first probabaility that the first type of com-
ponent and the second type of component have a first
association,
the at least one other production system comprises at least
three types ol component, the at least three types
selected from the group, wherein the acquired feature
information comprises a second probability, for the at
least one other production system, that a second asso-
ciation exists between two types of component
involved in each of at least two pairwise combinations
of the at least three types of component, and
wherein the evaluating includes,
determining, based upon the semantic model to be
evaluated, whether the first association exists
between a component belonging to the first type of
component and a component belonging to the second
type of component and connected to the component
belonging to the first type of component 1n the target
production system, as a first determination result,
evaluating, based upon the first probability and the first
determination result, the precision of the semantic
model to be evaluated,
for each of the at least two combinations, and based
upon the semantic model to be evaluated, determin-
ing whether the second association corresponding to
the combination exists between each pair of con-
nected components belonging respectively to the two
types of components involved in the combination 1n
the target production system, as a second determi-
nation result, the two types selected from the group,
based upon the second probability corresponding to
each of the at least two combinations, and the second
determination result, evaluating the precision of the
semantic model to be evaluated, and
at least one of,
(A) obtaining scoring information relating to the pre-
cision of the semantic model to be evaluated, and
(B) obtaining indication information relating to a pre-
cision rank of the semantic model to be evaluated.
7. A non-transitory machine-readable medium, including
a machine-readable instruction stored on the machine-read-
able medium, the machine-readable instruction, when
executed by a processor, being configured to cause the
processor to execute the method of claim 1.
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8. The model processing apparatus of claim 4, wherein the
processor 1s configured to cause the model processing appa-
ratus to set out, based upon a result of evaluating, a list of
a part relatively lower than a semantic model precision
threshold 1n the semantic model to be evaluated. 5
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