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FIG. 2
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IMAGE CAPTURING APPARATUS,
CONTROL METHOD FOR IMAGE
CAPTURING APPARATUS, AND CONTROL
PROGRAM FOR IMAGE CAPTURING
APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a Continuation of PCT International
Application No. PCT/IP 2018/014184 filed on Apr. 3, 2018,
which claims priority under 35 U.S.C § 119(a) to Japanese
Patent Application No. 2017-121444 filed on Jun. 21, 2017.

Each of the above application(s) 1s hereby expressly incor-
porated by reference, 1n 1ts entirety, into the present appli-
cation.

BACKGROUND OF THE INVENTION

1. Field of the Invention

A technique of the present disclosure relates to an 1image
capturing apparatus, a control method for an 1mage captur-
ing apparatus, and a control program for an 1mage capturing
apparatus.

2. Description of the Related Art

For an 1mage capturing apparatus in which image captur-
ing ol a photographic subject 1s performed by an 1imaging
device through an image capturing optical system, a tech-
nique for performing 1image capturing through an ND (neu-
tral density) filter 1s known. As a technique for attaining an
ellect equivalent to that attained by providing a physical ND
filter 1n the 1mage capturing optical system, a technique
called a digital ND filter process (hereinaiter simply referred
to as “ND filter process™) 1s known.

For example, JP2016-187172A discloses a technique in
which an 1image 1s divided into a plurality of partial regions
and the effect of an ND f{ilter process 1s gradually made
different among the division regions.

JP2014-110607A and JP2009-290818A disclose a tech-
nique 1n which images among which the eflect of 1mage
processing differs are arranged and displayed to compare the
cllects of 1image processing.

SUMMARY OF THE INVENTION

With the technique described in JP2016-187172A, 1t

might not be always possible to compare the effects of image
processing for a photographic subject image and 1t may be
difficult to compare the effects. With the technique disclosed
by JP2014-110607A and JP2009-290818 A described above,
it 1s possible to compare the 1mages among which the eflfect
of 1mage processing diflers; however, 1t might not be always
possible to compare the eflects of 1mage processing for a
photographic subject image and it may be diflicult to com-
pare the ellects.

The present disclosure has been made in view of the
above-described circumstances, and an object thereof 1s to
provide an 1mage capturing apparatus, a control method for
an 1mage capturing apparatus, and a control program for an
image capturing apparatus with which 1t 1s possible to
perform 1mage capturing while comparing the effects of an
ND filter.

To achieve the above-described object, an 1mage captur-
ing apparatus according to a first aspect of the present
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2

disclosure 1includes: an 1image sensor (hereinafter, referred to
as an 1mage capturing unit) that outputs an image signal
obtained by 1image capturing of a photographic subject by an
imaging device through an 1mage capturing optical system;
a display (hereinafter, referred to as a display unit) that
displays a captured 1mage based on the image signal; and a
processor (hereinafter referred to as a control unit) config-
ured to perform control to display, on the display umnait,
images 1n a plurality of division regions obtained by divid-
ing a division target region that includes a photographic
subject 1mage 1n the captured image as i1mages in the
respective division regions among which a degree of expo-
sure differs.

An 1mage capturing apparatus according to a second
aspect 1s the 1mage capturing apparatus according to the first
aspect 1n which the control unit 1s configured to make the
degree of exposure diflerent among the plurality of division
regions by a predetermined ratio 1n a direction 1n which the
plurality of division regions are arranged.

An 1mage capturing apparatus according to a third aspect
1s the 1mage capturing apparatus according to the first or
second aspect i which the number of the plurality of
division regions 1s a number corresponding to a size of the
photographic subject 1mage.

An 1mage capturing apparatus according to a fourth aspect
1s the 1mage capturing apparatus according to any one of the
first to third aspects in which the division target region 1s
divided 1n a direction corresponding to a shape of the
division target region.

An 1mage capturing apparatus according to a fifth aspect
1s the 1image capturing apparatus according to the first aspect
in which the control umit 1s configured to extract, from the
captured 1image as the division target region, at least one
photographic subject region that 1s a partial region of the
captured 1mage and that includes a photographic subject
image, and to perform control to display, on the display unat,
images 1n a plurality of division regions obtained by divid-
ing the extracted photographic subject region as 1mages 1n
the respective division regions among which a degree of
exposure diflers.

An 1mage capturing apparatus according to a sixth aspect
1s the 1mage capturing apparatus according to any one of the
first to fifth aspects 1n which the control unit 1s configured to
divide the captured 1image into a plurality of captured image
regions different from the plurality of division regions and to
control a degree of exposure of an captured 1image region,
among the plurality of captured image regions, for which the
control unit controls the degree of exposure to a degree of
exposure of an 1mage corresponding to one of the plurality
of division regions.

An 1mage capturing apparatus according to a seventh
aspect 1s the 1mage capturing apparatus according to the
sixth aspect 1n which the plurality of division regions are
cach include part of the captured image region for which the
degree of exposure 1s controlled.

An 1mage capturing apparatus according to an eighth
aspect 1s the 1mage capturing apparatus according to any one
of the first to fifth aspects in which the control unit is
configured to control a degree of exposure of the captured
image to a degree ol exposure corresponding to an 1mage
that corresponds to a division region selected from among
the plurality of division regions displayed on the display
unit.

An 1mage capturing apparatus according to a ninth aspect
1s the 1mage capturing apparatus according to the sixth or
seventh aspect in which the control unit 1s configured to set
a region having a brightness higher than a predetermined
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threshold value 1n the captured 1image as the captured image
region for which the control unit controls the degree of
exposure.

An 1mage capturing apparatus according to a tenth aspect
1s the 1mage capturing apparatus according to any one of the
s1xth to ninth aspects in which the control unit 1s configured
to derive a histogram that represents a correspondence
between a brightness of the captured 1mage and the number
of pixels and to use a boundary line derived from the
captured image on the basis of a brightness, 1n the histogram,
satistying a predetermined condition to divide the captured
image nto the plurality of captured image regions.

An 1mage capturing apparatus according to an eleventh
aspect 1s the 1image capturing apparatus according to the
tenth aspect 1n which the control unit 1s configured to set a
brightness value corresponding to a valley between peaks of
the brightness value 1n the histogram as the brightness of the
boundary line.

An 1mage capturing apparatus according to a twellth
aspect 1s the 1mage capturing apparatus according to the
tenth or eleventh aspect in which in a case where a first
resolution that represents a unit with which the degree of
exposure 1s controlled 1s lower than a second resolution of
the captured 1mage, the control unit 1s configured to divide
the captured 1image 1nto a plurality of regions by using the
boundary line 1n accordance with the second resolution, and
to divide the captured image into a plurality of captured
image regions corresponding to the first resolution on the
basis of the plurality of regions.

An 1mage capturing apparatus according to a thirteenth
aspect 1s the 1mage capturing apparatus according to any one
of the first to twellth aspects in which the control unit 1s
configured to further control a dynamic range of the division
target region.

A control method for an 1mage capturing apparatus
according to a fourteenth aspect includes a process includ-
ing: displaying, on a display unit, a captured image based on
an 1mage signal obtained by image capturing ol a photo-
graphic subject by an imaging device through an image
capturing optical system; and performing control to display,
on the display unit, images in a plurality of division regions
obtained by dividing a division target region that includes a
photographic subject image in the captured 1mage as 1images
in the respective division regions among which a degree of
exposure differs.

A control program for an image capturing apparatus
according to a fifteenth aspect causes a computer to perform
a process including: displaying, on a display unit, a captured
image based on an image signal obtained by image capturing
ol a photographic subject by an imaging device through an
image capturing optical system; and performing control to
display, on the display unit, images 1n a plurality of division
regions obtained by dividing a division target region that
includes a photographic subject image 1n the captured image
as 1mages 1n the respective division regions among which a
degree of exposure differs.

According to the present disclosure, it 1s possible to

perform 1mage capturing while comparing the effects of an
ND filter.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a perspective view 1llustrating an example
external appearance of an 1mage capturing apparatus accord-
ing to an embodiment;
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FIG. 2 1s a rear view 1illustrating an example external
appearance ol the rear surface side of the image capturing
apparatus according to the embodiment;

FIG. 3 1s a block diagram illustrating an example hard-
ware configuration of the image capturing apparatus accord-
ing to the embodiment;

FIG. 4 1s a flowchart illustrating an example flow of a
display control process according to the embodiment;

FIG. 5 1s a diagram 1illustrating an example live preview
1mage;

FIG. 6 1s a flowchart 1llustrating an example flow of an
exposure control area determination process according to the
embodiment;

FIG. 7 1s a diagram 1llustrating an example histogram of
a live preview 1mage;

FIG. 8 1s a diagram 1illustrating an example live preview
image 1 a state where a boundary line 1s displayed in a
position determined by a CPU of the image capturing
apparatus;

FIG. 9 1s a diagram for explaining an example boundary
line determined in a live preview 1mage;

FIG. 10 1s a diagram 1illustrating an example live preview
image 1n a state where a plurality of states among which the
ellect (light transmittance) of an ND filter 1s made different
can be compared;

FIG. 11 1s a diagram 1illustrating another example live
preview 1mage 1n a state where a plurality of states among
which the eflect (light transmittance) of an ND filter 1s made
different can be compared;

FIG. 12 1s a diagram illustrating another example live
preview 1mage in a state where a plurality of states among
which the eflect (light transmittance) of an ND filter 1s made
different can be compared;

FIG. 13 1s a diagram for explaining a method for deter-
mining the number of division regions and the direction of
division;

FIG. 14 1s a diagram for explaining another method for
determining the number of division regions and the direction
of division;

FIG. 15 1s a diagram 1illustrating example display of a live
preview 1mage in a case where the amount of light 1 the
entire live preview 1mage 1s controlled to 12 by an ND filter;

FIG. 16 1s a diagram illustrating example marking of
division regions;

FIG. 17 1s a diagram for explaining a method for dividing
a live preview i1mage mnto a plurality of captured image
regions on the basis of brightness values;

FIG. 18 1s a diagram for explaining another method for
dividing a live preview 1mage into a plurality of captured
image regions on the basis of brightness values;

FIG. 19 1s a diagram for explaining another method for
dividing a live preview 1mage mto a plurality of captured
image regions on the basis of brightness values;

FIG. 20 1s a diagram for explaining another method for
dividing a live preview 1mage into a plurality of captured
image regions on the basis of brightness values; and

FIG. 21 1s a schematic diagram illustrating an example
form 1 which a display control process program according
to the embodiment i1s installed on an 1mage capturing
apparatus main body from a storage medium in which the
display control process program 1s stored.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Heremafiter, an example embodiment of the technique of
the present disclosure will be described i1n detaill waith
reference to the drawings.
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First, an example configuration of an image capturing
apparatus 10 of this embodiment will be described with
reference to FIG. 1 to FIG. 3. As 1llustrated in FIG. 1, for
example, the 1mage capturing apparatus 10 of this embodi-
ment 1s an interchangeable-lens digital camera and includes
an 1mage capturing apparatus main body 12 and an image
capturing lens 14.

The 1mage capturing lens 14 1s attached to the image
capturing apparatus main body 12 so as to be interchange-
able. On the lens barrel of the image capturing lens 14, a
focus ring 16 that 1s used 1n a manual focus mode 1is
provided. The image capturing lens 14 includes a lens unit
18. The lens unit 18 of this embodiment 1s an example of an
image capturing optical system of the present disclosure.

The lens unmit 18 1s a combination lens 1n which a plurality
of lenses 1including a focus lens 20 are combined. The focus
lens 20 moves 1n the direction of an optical axis L1 1n
accordance with a manual rotation operation of the focus
ring 16, and photographic subject light, which 1s reflected
light representing a photographic subject, forms an image on
a photosensitive surface 22A of an 1maging device 22 (see
FIG. 3) described below at an 1n-focus position correspond-
ing to the distance to the photographic subject.

On the top surface of the image capturing apparatus main
body 12, a dial 24 and a release button 26 are provided. The
dial 24 1s operated for various settings, such as switching
between an i1mage capture mode and a playback mode.
Accordingly, 1n the 1mage capturing apparatus 10, when the
dial 24 1s operated by the user, the 1image capture mode or
the playback mode 1s selectively set as an operation mode.

As the operation mode for image capturing, the image
capturing apparatus 10 has a still-image capture mode and a
moving-image capture mode. The still-image capture mode
1s an operation mode for recording a still image obtained by
image capturing of a photographic subject by the image
capturing apparatus 10. The moving-image capture mode 1s
an operation mode for recording a moving 1mage obtained
by 1mage capturing of a photographic subject by the image
capturing apparatus 10.

The release button 26 1s configured to be capable of
detecting a depressing operation in two stages, that 1s, an
image capture preparation instruction state and an i1mage
capture 1nstruction state. The i1mage capture preparation
instruction state refers to a state where, for example, the
release button 26 1s depressed from a standby position to an
intermediate position (a half-push position), and the image
capture instruction state refers to a state where the release
button 26 1s depressed to a final depress position (full-push
position) beyond the intermediate position. Hereinatter, the
“state where the release button 26 i1s depressed from the
standby position to the half-push position™ 1s called “hali-
push state”, and the “‘state where the release button 26 1s
depressed from the standby position to the full-push posi-
tion” 1s called *“tull-push state”.

In an autofocus mode, when the release button 26 1s set to
the half-push state, image capture conditions are adjusted,
and thereafter, when the release button 26 1s subsequently set
to the full-push state, actual exposure 1s performed. That 1s,
when the release button 26 1s set to the half-push state, an AE
(auto-exposure) function 1s activated and the exposure state
1s set, and thereaiter, an AF (autofocus) function 1s activated
and 1n-focus control 1s performed. When the release button
26 15 set to the full-push state, image capturing 1s performed.

As 1llustrated 1n FIG. 2, for example, on the rear surface
of the 1mage capturing apparatus main body 12, a display 28,
a cross key 30, a MENU/OK key 32, a BACK/DISP button
34, a viewiinder 36, and a touch panel 38 are provided.
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The display 28 1s, for example, an LCD (liqud crystal
display) and displays an image obtained by 1image capturing
ol a photographic subject by the image capturing apparatus
10, text, and so on. The display 28 of this embodiment 1s an
example of a display umit of the present disclosure. The
display 28 of this embodiment and the touch panel 38
constitute a touch panel display 29. The display 28 1s used
to display a live preview 1mage 1n the 1image capture mode.
The live preview 1mage 1s also called a through-image and
1s a series of frame 1mages obtained by the imaging device
22 of the image capturing apparatus 10 performing image
capturing ol a photographic subject as a series of frames. In
a case where an 1nstruction for still-image capturing 1s given,
the display 28 1s used to also display a still image obtained
by single-frame 1mage capturing. Further, the display 28 1s
used to also display a playback image 1n the playback mode,
a menu screen, and so on.

On the surface of a display region of the display 28, the
touch panel 38 of a transparent type 1s overlaid. The touch
panel 38 senses, for example, a touch of an mstructing
object, such as a finger or a stylus pen. The touch panel 38
outputs, to a predetermined output destination (for example,
a CPU (central processing unit) 74 described below, see FIG.
3), sensing result information mdicating the sensing result,
such as the presence or absence of a touch of an 1nstructing
object on the touch panel 38, at predetermined intervals of,
for example, 100 milliseconds. In a case where the touch
panel 38 senses a touch of an structing object, the sensing
result information includes two-dimensional coordinates
(heremafiter referred to as “coordinates™) with which the
position at which the instructing object touches the touch
panel 38 can be 1dentified. In a case where the touch panel
38 does not sense a touch of an instructing object, the
sensing result information does not include the coordinates.

The cross key 30 functions as a multifunction key for
selecting one or more menus and for outputting nstruction
detail signals corresponding to various instructions includ-
ing zooming, irame-by-iframe playback, and so on. The
MENU/OK key 32 1s an operation key having both the
function of a menu (MENU) button for giving an instruction
for displaying one or more menus on the screen of the
display 28 and the function of an accepting (OK) button for,
for example, confirming a selection and giving an instruc-
tion for execution. The BACK/DISP button 34 1s used 1n a
case of, for example, erasing a desired target, such as a
selected 1tem, cancelling a specification, or returning to the
previous operation state.

FIG. 3 1s a block diagram illustrating an example hard-
ware configuration of the image capturing apparatus 10 of
this embodiment.

As 1illustrated 1 FIG. 3, the image capturing apparatus
main body 12 of this embodiment includes a mount 13 (see
also FIG. 1), and the image capturing lens 14 includes a
mount 15. When the mount 15 1s coupled with the mount 13,
the 1mage capturing lens 14 1s attached to the 1mage cap-
turing apparatus main body 12 so as to be interchangeable.

The mmage capturing lens 14 includes the lens unit 18
described above, an aperture diaphragm 19, and a control
device 40. When the mount 15 1s connected with the mount
13, the control device 40 i1s electrically connected to the
CPU 74 through an external I'F (interface) 72 of the image
capturing apparatus main body 12 to control the image
capturing lens 14 as a whole in accordance with instructions
from the CPU 74.

The aperture diaphragm 19 1s provided on the image
capturing apparatus main body 12 side relative to the lens
unit 18. To the aperture diaphragm 19, a diaphragm driving
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unit and a diaphragm driving motor not illustrated are
connected. The diaphragm driving unit 1s controlled by the
control device 40 to operate the diaphragm driving motor 1n
accordance with an instruction accepted by an accepting
device 62 described below to adjust the size of the aperture
of the aperture diaphragm 19, thereby adjusting the amount
of photographic subject light that has passed though the lens
unit 18 and guiding the photographic subject light into the
image capturing apparatus main body 12.

As 1llustrated 1 FIG. 3, the image capturing apparatus
main body 12 of this embodiment includes the imaging
device 22, a first mirror 42, a second mirror 44, a control unit
46, a mirror driving unit 48, an 1imaging device driver 50, an
image signal processing circuit 52, an image memory 54, an
image processing unmt 56, a display control unit 58, an ND
(neutral density) filter 80, and an ND filter driving unit 82.
The 1mage capturing apparatus main body 12 further
includes the touch panel display 29, an accepting I/'F 60, the

accepting device 62, a medium I/'F 64, and the external I/'F
72.

The control unit 46 1s an example of a computer i the
technique of the present disclosure and includes the CPU 74,
a primary storage unit 76, and a secondary storage unit 78.
The CPU 74 controls the image capturing apparatus 10 as a
whole. The primary storage unit 76 1s a volatile memory that
1s used as a work area and so on when various programs are
executed. Examples of the primary storage unit 76 include
a RAM (random access memory). The secondary storage
unit 78 of this embodiment 1s a nonvolatile memory that
stores 1 advance various programs including a display
control process program 79 described 1n detail below, vari-
ous parameters, and so on. Examples of the secondary
storage umt 78 include an EEPROM (electrically erasable
programmable read-only memory) and a flash memory.

The CPU 74, the primary storage unit 76, and the sec-
ondary storage unit 78 are connected to a bus line 81. The
mirror driving unit 48, the imaging device driver 50, the
image signal processing circuit 52, and the ND filter driving
unit 82 are also connected to the bus line 81. The image
memory 34, the image processing unit 56, the display
control unit 58, the accepting I/'F 60, the medium I'F 64, and
the external I/F 72 are also connected to the bus line 81.

The first mirror 42 1s interposed between the photosensi-
tive surface 22A of the imaging device 22 and the lens unit
18 and 1s a movable mirror that can be moved to a photo-
sensitive surface cover position o and to a photosensitive
surface open position f3.

The first mirror 42 1s connected to the mirror driving unit
48, and the mirror driving unit 48 1s controlled by the CPU
74 to drive the first mirror 42 and place the first mirror 42
in the photosensitive surface cover position ¢ or the pho-
tosensitive surface open position {3 in a selective manner.
That 1s, 1n a case of not allowing the photosensitive surface
22 A to recerve photographic subject light, the first mirror 42
1s placed 1n the photosensitive surface cover position . by
the mirror driving unit 48, and 1n a case of allowing the
photosensitive surface 22A to receive photographic subject
light, the first mirror 42 1s placed in the photosensitive
surface open position 3 by the mirror driving unit 48.

In the photosensitive surface cover position a, the first
mirror 42 covers the photosensitive surface 22A, and retlects
and guides photographic subject light incoming from the
lens unit 18 to the second mirror 44. The second mirror 44
reflects the photographic subject light guided by the first
mirror 42 to thereby guide the photographic subject light to
the viewfinder 36 through an optical system (not 1llustrated).
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The viewlinder 36 transmits the photographic subject light
guided by the second mirror 44.

In the photosensitive surface open position [3, the photo-
sensitive surface 22A covered by the first mirror 42 1s
uncovered, and photographic subject light 1s recerved by the
photosensitive surface 22A without retlected by the first
mirror 42.

The ND filter 80 of this embodiment 1s an ND filter
having a plurality of graduated light transmittances. The
light transmittances of the ND f{ilter 80 are not limited to
those of this embodiment and, for example, the ND filter 80
may have a plurality of continuous light transmittances. The
ND filter 80 of this embodiment 1s placed between the first
mirror 42 1n the photosensitive surface cover position o and
the 1imaging device 22 on the optical axis L1. The ND filter
80 1s connected to the ND filter driving unit 82. The CPU 74
changes a voltage to be applied to the ND filter 80 from the
ND filter driving unit 82 to thereby control the light trans-
mittance of the ND filter 80 in accordance with a predeter-
mined resolution. The CPU 74 thus controls the light trans-
mittance of the ND filter 80 to thereby control the exposure
of a photographic subject image formed on the imaging
device 22 from the lens unit 18 through the aperture dia-
phragm 19. The method for controlling the light transmuit-
tance 1s not limited to a control method 1n which a physical
filter having a light transmittance that 1s variable for each
region 1s used but may be a control method in which the
amount of exposure or the amount of received light is
controlled for each of the pixels 1n a corresponding region of
the 1maging device 22 1n an individual manner.

The image capturing apparatus 10 of this embodiment
employs a form 1n which the CPU 74 performs a display
control process described in detail below 1n a case where an
instruction 1s given by the user using the cross key 30 or the
like from menus displayed on the display 28; however, the
method for the user to give an 1nstruction for performing the
display control process 1s not specifically limited. For
example, a form may be employed in which a dedicated
button or the like for the user to give an 1nstruction for the
display control process 1s provided on the 1mage capturing
apparatus main body 12 and the dedicated button 1s used to
give an instruction for performing the display control pro-
CEesS.

The imaging device driver 50 1s connected to the imaging
device 22 and 1s controlled by the CPU 74 to supply a
driving pulse to the imaging device 22. Fach pixel of the
imaging device 22 1s driven in accordance with the driving
pulse supplied by the imaging device driver 350. In this
embodiment, a CCD (charge-coupled device) image sensor
1s used as the imaging device 22; however, the technique of
the present disclosure i1s not limited to this. For example,
another 1mage sensor, such as a CMOS (complementary
metal-oxide semiconductor) 1mage sensor, may be used.

The image signal processing circuit 52 1s controlled by the
CPU 74 to read an image signal for one frame from each
pixel of the imaging device 22. The image signal processing
circuit 52 performs various types of processing including
correlative double sampling processing, automatic gain con-
trol, and A/D (analog/digital) conversion for the read image
signals. The 1mage signal processing circuit 52 outputs
digitized 1image signals obtained as a result of various type
of processing performed for the image signals to the image
memory 54 on a per frame basis at a specific frame rate (for
example, several tens of frames/sec.) defined by a clock
signal supplied from the CPU 74.
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The imaging device 22 and the imaging device driver 50
of this embodiment correspond to an example of an 1image
capturing umt of the present disclosure.

The 1image memory 34 temporarily retains 1mage signals
input from the image signal processing circuit 52.

The 1mage processing unit 56 obtains 1mage signals from
the 1mage memory 54 at a specific frame rate on a per frame
basis and performs various types of processing including
gamma correction, brightness conversion, color difference
conversion, and compression on the obtained image signals.
The 1mage processing unit 56 outputs i1mage signals
obtained as a result of various types of processing to the
display control unit 58 at a specific frame rate on a per frame
basis. Further, the image processing unit 56 outputs the
image signals obtained as a result of various types of
processing to the CPU 74 1n response to a request from the
CPU 74.

The display control unit 58 1s connected to the display 28
of the touch panel display 29 and 1s controlled by the CPU
74 to control the display 28. The display control umt 58
outputs 1mage signals input from the 1mage processing unit
56 to the display 28 at a specific frame rate on a per frame
basis.

The display 28 displays an image represented by image
signals 1mput from the display control unit 58 at a specific
frame rate as a live preview i1mage. The display 28 also
displays a still image, which 1s a single-frame i1mage
obtained by single-frame 1mage capturing. On the display
28, a playback image, a menu screen, and so on are
displayed in addition to a live preview 1image.

The accepting device 62 has the dial 24, the release button
26, the cross key 30, the MENU/OK key 32, the BACK/
DISP button 34, and so on and accepts various instructions
from the user.

The touch panel 38 of the touch panel display 29 and the
accepting device 62 are connected to the accepting I'F 60
and output an mnstruction detail signal indicating the details
of an accepted nstruction to the accepting I'F 60. The
accepting I/F 60 outputs the input instruction detail signal to
the CPU 74. The CPU 74 performs a process in accordance
with the instruction detail signal input from the accepting I/F
60.

To the medium I'F 64, a memory card 66 1s connected so
as to be detachable and re-attachable. The medium I/F 64 1s
controlled by the CPU 74 to record and read an image file
to and from the memory card 66.

An 1mage file read from the memory card 66 by the
medium I/'F 64 1s subjected to decompression by the image
processing unit 56 controlled by the CPU 74 and 1s displayed
on the display 28 as a playback image.

In the 1image capturing apparatus 10, the operation mode
1s switched in accordance with an instruction accepted by
the accepting device 62. In the 1image capturing apparatus
10, for example, 1n the 1mage capture mode, the still-image
capture mode and the moving-image capture mode are
selectively set in accordance with an mstruction accepted by
the accepting device 62. In the still-image capture mode, a
still-image file can be recorded to the memory card 66. In the
moving-image capture mode, a moving-image file can be
recorded to the memory card 66.

In a case where an instruction for capturing a still image
given by using the release button 26 1s accepted in the
still-image capture mode, the CPU 74 controls the imaging
device driver 50 to allow the imaging device 22 to be
actually exposed for one frame. The 1mage processing unit
56 1s controlled by the CPU 74 to obtain image signals
obtained as a result of the exposure for one frame, perform
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compression on the obtained 1image signals, and generate a
still-image file 1n a specific still-image format. The specific
still-image format 1s, for example, the JPEG (Joint Photo-
graphic Experts Group) format. The still-image file 1s
recorded to the memory card 66 through the medium I/'F 64
by the 1mage processing unit 56 controlled by the CPU 74.

In a case where an 1nstruction for capturing a moving
image given by using the release button 26 1s accepted 1n the
moving-image capture mode, the 1mage processing unit 56
performs compression on image signals for a live preview
image and generates a moving-image file i a specific
moving-image format. The specific moving-image format 1s,
for example, the MPEG (Moving Picture Experts Group)
format. The moving-image file 1s recorded to the memory
card 66 through the medium I'F 64 by the image processing
unmt 56 controlled by the CPU 74.

Next, as an operation of the 1mage capturing apparatus 10
of this embodiment, an operation of the image capturing
apparatus 10 to be performed 1n a case of performing the
display control process of this embodiment will be
described.

In the 1image capturing apparatus 10 of this embodiment,
in the image capture mode, a live preview 1image 1s displayed
on the touch panel display 29 as described above. In the
image capturing apparatus 10 of this embodiment, for the
live preview 1mage displayed on the touch panel display 29,
the display control process 1s performed for controlling
display of the live preview 1mage to allow comparisons of a
plurality of states among which the effect (light transmit-
tance) of the ND filter 80 1s made different.

Specifically, in the image capture mode, when an 1nstruc-
tion for performing the display control process i1s given by
the user, the CPU 74 of the image capturing apparatus 10 of
this embodiment reads from the secondary storage unit 78,
loads to the primary storage unit 76, and executes the display
control process program 79 to thereby perform the display
control process, an example of which 1s 1llustrated 1n FIG. 4.
The CPU 74 executes the display control process program
79 to thereby function as a control unit of the present
disclosure.

For convenience of description, a description 1s given
below of a case where the display control process 1s per-
formed for a live preview image 100, an example of which
1s 1llustrated in FIG. 5, displayed on the touch panel display
29. The live preview image 100 1llustrated 1n FIG. 5 1s the
live preview 1mage 100 obtained by capturing an image of
“sea” and “sky”, which are example photographic subjects,
and includes a sea 1image 102 that mainly includes the sea
and a sky image 104 that mainly includes the sky.

First, 1n step S100 in FIG. 4, the CPU 74 determines
whether an area (area to which the ND filter 80 1s applied),
in the live preview mmage 100, for which the degree of
exposure 1s controlled (herematfter simply referred to as
“exposure control™) 1s the entire region of the live preview
image 100.

In a case where the area for which exposure control 1s
performed 1s the entire region of the live preview 1mage 100,
the result of determination 1n step S100 1s positive, and the
flow proceeds to step S104. On the other hand, 1n a case
where the area for which exposure control 1s performed 1s
not the entire region of the live preview 1mage 100, the result
of determination in step S100 1s negative, and the flow
proceeds to step S102.

In step S102, to determine an area for which exposure
control 1s performed in the live preview image 100, the CPU
74 performs an exposure control area determination process,
an example of which 1s illustrated in FIG. 6.
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In step S200 1n FIG. 6, the CPU 74 determines a boundary
line for dividing the live preview 1mage 100 into a plurality
of captured image regions on the basis of brightness values.
The method for determining the boundary line in the live
preview 1mage 100 by the CPU 74 1s not specifically limited.
For example, the CPU 74 may determine the boundary line
on the basis of a histogram (brightness distribution) obtained
as a result of an 1mage analysis of the live preview 1mage
100. For example, a histogram 200 of the live preview image
100 1s illustrated 1n FI1G. 7. The histogram 200 illustrated 1n
FIG. 7 represents the brightness distribution of the live
preview 1mage 100 where the horizontal axis represents the
brightness value (brightness) and the vertical axis represents
the number of pixels (frequency). Hereinafter, “brightness
value” may be simply referred to as “brightness™.

The CPU 74 detects a range 206 that corresponds to a
valley between a peak 202 and a peak 204 of the brightness
value from the histogram 200 and determines one specific
brightness value 208 in the detected range 206 on the basis
of a predetermined condition. In the predetermined condi-
tion 1n this case, for example, the intermediate value 1n the
range 206 or a brightness value for which the number of
pixels 1s smallest 1s specified as the brightness value to be
determined. On the basis of the positions of pixels corre-
sponding to the determined brightness value 208, the CPU
74 determines a straight line that includes the largest number
of pixels having a brightness value equal to the brightness
value 208 as the boundary line in the live preview image

100.

For example, FIG. 8 illustrates a boundary line 120 that 1s
determined 1n the live preview image 100. FIG. 8 1llustrates
a state where the boundary between the sea image 102 and
the sky image 104 1s determined to be the boundary line 120.

The case has been described where the histogram 200
illustrated 1n FIG. 7 has two portions (the peak 202 and the
peak 204) that correspond to peaks of the brightness value;
however, even 1n a case where the histogram 200 has three
or more portions that correspond to peaks of the brightness

value, that 1s, has two or more ranges 206 that correspond to
valleys, the CPU 74 can determine the boundary line 120

from the histogram. In this case, for example, the CPU 74
determines, a brightness value that meets a predetermined
condition specilying, for example, the smallest value, from
the brightness values determined among the respective
ranges 206 that correspond to the plurality of valleys, and
determines the boundary line 120 on the basis of the
determined brightness value.

Another method for determining the boundary line 120
may be employed in which contrasts are sequentially
extracted from an end portion of the live preview image 100
on the basis of the brightness or density and, on the basis of
a position i which the contrast suddenly changes, the
boundary line 120 may be determined.

In the next step S202, the CPU 74 divides the live preview
image 100 into a plurality of captured image regions along
the determined boundary line 120. In this embodiment, as
illustrated 1n FIG. 9, the live preview 1image 100 1s divided
into a captured image region 112 that includes the sea image
102 and a captured image region 114 that includes the sky
image 104 along the boundary line 120.

In the next step S204, the CPU 74 determines a captured
image region to be set as an exposure control area on the
basis of the brightness value of each of the plurality of
captured 1mage regions (1n this embodiment, the captured
image region 112 and the captured image region 114), and
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thereatter, the exposure control area determination process
ends, and the flow proceeds to step S104 in the exposure
control process (see FIG. 4).

The method for determining, by the CPU 74, a captured
image region to be set as the exposure control area 1s not
specifically limited. For example, the CPU 74 may dernive
the average brightness value of each of the captured image
regions and determine a captured image region having the
highest average to be the exposure control area. In this case,
a blown-out-highlights prevention eflect i1s enhanced. For
example, the CPU 74 may derive the average brightness
value of each of the captured image regions and determine
a captured 1mage region having the lowest average to be the
exposure control area. In this case, a blocked-up-shadows
prevention ellect 1s enhanced.

The method for determining, by the CPU 74, an area for
which exposure 1s controlled 1s not limited to that of this
embodiment. For example, an area for which exposure is
controlled may be determined 1n accordance with an mstruc-
tion given by the user. Examples of the method 1n this case
include a method in which the user outlines a region 1n the
live preview 1mage 100 displayed on the touch panel display
29 with an structing object and, on the basis of the
brightness value of the region, a region including the region
outlined by the user 1s determined to be an area for which
exposure 1s controlled.

In step S104, the CPU 74 determines a direction (direction
of division) in which the captured image region that is
determined to be the exposure control area 1s divided. In this
embodiment, the entire captured 1image region that 1s deter-
mined to be the exposure control area 1s an example of a
division target region of the present disclosure, and there-
fore, 1s heremaiter referred to as “division target region”.

In this embodiment, the CPU 74 divides the division
target region into a plurality of regions and displays, on the
touch panel display 29, images 1n the regions obtained as a
result of division (hereinafter referred to as “division
regions’) as images 1n the respective division regions among,
which the eflect (light transmittance) of the ND filter 80 1s
made different. In this step, the CPU 74 determines a
direction 1n which the division target region 1s divided into
the plurality of division regions, 1n other words, a direction
in which the 1mages among which the effect (light transmiut-
tance) of the ND filter 80 differs are arranged.

In this embodiment, the CPU 74 determines the direction
of division 1n accordance with, for example, a photographic
subject 1image 1ncluded in the division target region. It 1s
assumed that the ND filter 80 1s typically applied to the
photographic subject image. Therefore, in this embodiment,
the CPU 74 divides the division target region so that part of
the photographic subject 1mage 1s included 1n a predeter-
mined number or more of division regions among the
plurality of division regions, namely, for example, more than
half of the division regions, and more preferably, all of the
division regions. In other words, the CPU 74 divides the
division target region in accordance with the shape of the
photographic subject. That 1s, the direction in which the
division target region 1s divided 1s a direction corresponding
to the shape of the division target region. In a more specific
example, the CPU 74 divides the division target region in the
longitudinal direction of the division target region. The

method for detecting the photographic subject image by the
CPU 74 1s not specifically limited. For example, the CPU 74

may detect an 1image that satisfies a predetermined condition

for a photographic subject as the photographic subject
image. In the predetermined condition 1n this case, 1n a case
where 1mages ol a plurality of persons are detected, an




US 11,140,331 B2

13

image ol a person located on the nearest side (the side
closest to the image capturing apparatus 10) may be detected
as the photographic subject image, and in a case where, for
example, an 1mage of a landscape like the live preview
image 100 1s captured, an 1image of the sky, the sea, or the
like may be detected as the photographic subject image.
Alternatively, an image specified by the user may be
detected as the photographic subject image.

As described above, when part of the photographic sub-
ject image 1s included 1n a predetermined number or more of
division regions among the plurality of division regions, the
cllects of the ND filter 80 for the photographic subject image
can be compared.

In the next step S106, the CPU 74 determines whether to
perform 1mage capturing in which the dynamic range 1s
controlled. The method for determining whether to perform
image capturing in which the dynamic range is controlled 1s
not specifically limited. In this embodiment, for example, in
a case where an 1nstruction for performing 1image capturing
in which the dynamic range 1s controlled 1s given in advance
by the user using the accepting device 62 or the like, the
CPU 74 determines that image capturing in which the
dynamic range 1s controlled 1s to be performed.

In a case where an instruction for performing image
capturing in which the dynamic range i1s controlled 1s not
given, the result of determination in step S106 1s negative,
and the flow proceeds to step S108.

In step S108, the CPU 74 determines the number of
division regions into which the division target region 1s
divided. The ND filter 80 of this embodiment has graduated
light transmittances as described above, and therefore, the
CPU 74 determines the number of levels of light transmiut-
tances to be the number of division regions.

In the next step S110, the CPU 74 determines the light
transmittance of the ND filter 80 for each of the plurality of
division regions obtained by dividing the division target
region 1nto the number of division regions, the number being,
determined 1n step S108 described above, 1n the direction of
division determined in step S104 described above, and
thereafter, the flow proceeds to step S116. In this embodi-
ment, the light transmittance 1s gradually made diflerent (by
a predetermined ratio) in the direction 1n which the division
regions are arranged, and therefore, the CPU 74 decreases or
increases the light transmittance of the ND filter 80 for the
division regions in accordance with the arranged positions of
the division regions.

On the other hand, in a case where an instruction for
performing 1mage capturing 1n which the dynamic range 1s
controlled 1s given, the result of determination in step S106
1s positive, and the flow proceeds to step S112.

In step S112, the CPU 74 determines the number of
division regions into which the division target region 1is
divided. In this embodiment, 1n the case ol performing
image capturing in which the dynamic range 1s controlled,
the number of division regions 1s different from the number
of division regions determined 1 step S108 described
above. The 1mage capturmg apparatus 10 of this embodi-
ment also allows comparisons of the effects of dynamic
range control. Accordingly, the 1image capturing apparatus
10 of this embodiment performs control to display an 1mage
that differs depending on dynamic range control.

Theretfore, the CPU 74 determines a number obtained by
multiplexing the number of levels of light transmittances of
the ND filter 80 by the number of levels of dynamic ranges
to be the number of division regions. For example, 1n a case
where the CPU 74 performs control to dlsplay an 1mage for
which the dynamic range 1s 100% and an 1mage for which
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the dynamic range 1s 200%, the CPU 74 determines a
number obtained by multiplying the number of levels of
light transmittances by 2 to be the number of division
regions.

In the next step S114, the CPU 74 determines the light
transmittance of the ND filter 80 for each of the plurality of
division regions obtaimned by dividing the division target
region into the number of division regions, the number being
determined 1n step S112 described above, 1n the direction of
division determined i step S104 described above, and
therealfter, the flow proceeds to step S116. In this embodi-
ment, the CPU 74 performs dynamic range control by
controlling the light transmittance of the ND filter 80. For
example, 1n a case where the dynamic range for a normal
exposure (light transmittance) 1s assumed to be 100%, the
exposure 1s reduced to half in a case where the dynamic
range 1s 200%, and the exposure 1s reduced to a quarter in
a case where the dynamic range 1s 400%.

Therefore, 1 this step, unlike 1n step S110 described
above, the CPU 74 determines the light transmittance of the
ND filter 80 for each of the division regions while taking
into consideration exposure control corresponding to the
dynamic range.

In the next step S116, the CPU 74 outputs, to the ND filter
driving unit 82, an instruction for controlling exposure by
driving the ND filter 80 1n accordance with the light trans-
mittances determined in step S110 or step S114 described
above.

When the above-described processes are thus performed,
the live preview 1mage 100 displayed on the touch panel

display 29 becomes an 1image obtained while the degree of
the ND filter 80 1s controlled by the CPU 74. FIG. 10 to FIG.

12 1llustrate example display of the live preview 1mage 100
in a state where a plurality of states among which the effect
(light transmittance) of the ND filter 80 are made different
can be compared.

FIG. 10 1illustrates example display of the live preview
image 100 1 a case where dynamic range control 1s not
performed, the entire region of the live preview image 100
1s determined to be the division target region, the ND filter
80 has four levels of light transmittances, and the ND filter
80 of the same light transmittance 1s uniformly applied.

In the example 1llustrated 1n FIG. 10, 1n a division region
130, the amount of light 1s 1 (the light transmittance of the
ND filter 80 1s 100%), and 1n a division region 132, the
amount of light 1s %> (the llght transmittance of the ND ﬁlter
80 15 50%). In a division region 134, the amount of light 1s
/4 (the light transmittance of the ND filter 80 1s 25%), and
in a division region 136, the amount of light 1s 14 (the light
transmittance of the ND filter 80 1s 12.5%).

FIG. 11 illustrates example display of the live preview
image 100 1 a case where dynamic range control 1s not
performed, the captured image region 114 of the live pre-
view 1mage 100 1s determined to be the division target
region, the ND filter 80 has four levels of light transmit-
tances, and the ND filter 80 of the same light transmittance
1s uniformly applied.

In the example illustrated i FIG. 11, as 1n the case
illustrated 1n FI1G. 10, 1n the division region 130, the amount
of light 1s 1 (the light transmittance of the ND filter 80 1s
100%), and 1n the division region 132, the amount of light
1s 12 (the light transmittance of the ND filter 80 1s 50%). In
the division region 134, the amount of light 1s V4 (the light
transmittance of the ND filter 80 1s 25%), and 1n the division
region 136, the amount of light 1s Y5 (the light transmittance

of the ND filter 80 1s 12.5%).
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FIG. 12 illustrates example display of the live preview
image 100 1n a case where dynamic range control 1s per-
formed, the entire region of the live preview 1image 100 1s
determined to be the division target region, the ND filter 80
has four levels of light transmittances, and the ND filter 80
of the same light transmittance 1s uniformly applied.

In the example 1llustrated in FIG. 12, 1n a division region
140 and a division region 141, the amount of light 1s 1 (the
light transmittance of the ND filter 80 1s 100%), and 1n a
division region 142 and a division region 143, the amount of
light 1s 12 (the light transmittance of the ND filter 80 1is
50%). In a division region 144 and a division region 145, the
amount of light 1s %4 (the light transmittance of the ND filter
80 1s 25%), and 1n a division region 146 and a division

region 147, the amount of light 1s Y5 (the light transmittance
of the ND filter 80 15 12.5%). Further, 1n the division regions

140, 142, 144, and 146, the dynamic range (DR) 1s con-
trolled to 100%, and 1n the division regions 141, 143, 145,
and 147, the dynamic range (DR) 1s controlled to 200%.

In the next step S118, the CPU 74 determines whether to
end the display control process. In a case where the display
control process 1s not to be ended, the result of determination
in step S118 1s negative, which corresponds to a standby
state. On the other hand, 1n a case where the display control
process 1s to be ended, the result of determination 1n step
S118 1s positive, and the display control process ends.

Thereafter, the user specifies the level (light transmit-
tance) of the ND filter 80 and the level of the dynamic range
by using the accepting device 62, the touch panel display 29,
or the like. When the user gives an instruction for image
capturing by using the release button 26, an 1mage obtained
by 1mage capturing by the imaging device 22 in a state
where the exposure 1s controlled by the CPU 74 1s recorded
to the memory card 66.

As described above, the image capturing apparatus 10 of
this embodiment 1includes the imaging device driver 350, the
touch panel display 29, and the CPU 74. The imaging device
driver 50 outputs image signals obtained by image capturing
of a photographic subject by the imaging device 22 through
the lens unit 18. The touch panel display 29 displays the live
preview 1mage 100 based on the 1image signals. The CPU 74
performs control to display, on the touch panel display 29,
images 1n the plurality of division regions obtained by
dividing the division target region that includes the photo-
graphjc subject 1mage 1n the live preview image 100 as
images 1n the respectwe division regions among which the
degree of exposure differs.

Accordingly, with the image capturing apparatus 10 of
this embodiment, as described above, the CPU 74 displays
the live preview 1image 100 on the touch panel display 29 as
an 1mage 1 which the degree of exposure differs among the
plurality of division regions obtained by dividing the divi-
s1on target region 1mcluding the photographic subject image.
Therefore, it 1s possible to perform 1mage capturing while
comparing the etfects of the ND filter.

In this embodiment, dynamic range control 1s performed
by controlling the light transmittance of the ND filter 80;
however, the method for dynamic range control 1s not
limited to this. For example, the amount of exposure may be
controlled by a combination of the value of the aperture
diaphragm 19 and the shutter speed to thereby control the
dynamic range.

In this embodiment, the case where 1images among which
the degree of dynamic range control differs are displayed in
different division regions of the live preview image 100, 1n
other words, the case where 1images among which the degree
of dynamic range control differs are displayed on the same

10

15

20

25

30

35

40

45

50

55

60

65

16

screen of the touch panel display 29, has been described.
However, the method for displaying images among which
dynamic range control differs on the touch panel display 29
1s not limited to this. For example, switching between the
live preview image 100 for which the dynamic range 1is
100% and the live preview image 100 for which the dynamic
range 1s 200% may be performed with a toggle or the like to
thereby switch an 1image to be displayed on the touch panel
display 29.

The method for determiming the number of division
regions and the direction of division in accordance with the
photographic subject image included in the division target
region 1s not limited to the above-described method.

For example, the number of division regions and the
direction of division may be determined by using a method
described below.

In general, as in the example 1llustrated 1n FIG. 13, 1t 1s
assumed that the photographic subject image 1s located near
a target 209 that 1s the reference of AF, namely, for example,
near the center portion of the live preview image 100.
Accordingly, the CPU 74 assumes the target 209 as the
reference and detects pixels, in the neighborhood of the
target 209, similar to the pixel of the target 209 on the basis
of a predetermined condition. In the predetermined condi-
tion, for example, a pixel having a brightness for which the
difference from the brightness of the pixel of the target 209
1s within a predetermined range 1s specified. In this case, the
CPU 74 regards a region formed of pixels having bright-
nesses for which the differences from the brightness of the
pixel of the target 209 are within the predetermined range as
the photographic subject image, and determines the region
that includes the pixels and 1s regarded as the photographic
subject 1image to be a division target region 210. The CPU
74 divides the division target region 210 into a plurality of
division regions (division regions 212, 214, and 216) 1n
accordance with, for example, the size of the division target
region 210 (the photographic subject image), as in the
example 1llustrated in FIG. 14. The number of division
regions 1s a number corresponding to the size of the photo-
graphic subject image. More specifically, for example, as the
s1ze ol the photographic subject image increases, the number
of division regions increases. The example illustrated 1n
FIG. 14 1s a case where the light transmittance of the ND
filter 80 for the division region 212 is highest, the light
transmittance of the ND filter 80 for the division region 216
1s lowest, and the light transmittance of the ND filter 80 for
the division region 214 is an mtermediate value.

As 1n the example 1llustrated 1n FI1G. 14, in the case where
a partial region of the live preview image 100 1s the division
target region, exposure control by the ND filter 80 may be
performed also for a region other than the division target
region 1n the live preview image 100 or for the entire region.
As an example of this case, FIG. 15 illustrates display
example of the live preview 1mage 100 1n a case where the
amount of light in the enftire live preview image 100 1is
controlled by the ND filter 80 to 4.

As 1n the example illustrated in FIG. 16, for example,
marking for explicitly indicating the division target region
210 may be performed. FIG. 16 1llustrates an example state
where marking 1s performed to outline the division target
region 210 with a frame line 219.

The method for dividing the live preview image 100 1nto
a plurality of captured 1mage regions on the basis of bright-
ness values 1s not limited to the above-described form. For
example, as described above, the brightness of the boundary
line 120 determined by the CPU 74 may be used as a

threshold value and the live preview image 100 may be
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converted to, for example, a binary representation thereof to
thereby divide the live preview 1image 100 1nto a plurality of
captured 1image regions. FIG. 17 illustrates an example of
the live preview 1image 100 1n 1ts binary representation state.
As 1llustrated 1n FIG. 17, 1n this case, pixels, such as pixels
150 and a pixel 152, different in brightness from the sur-
rounding pixels may be present. Therefore, the CPU 74
performs, for example, a dilation-erosion process to thereby
reshape the regions having respective brightnesses. FIG. 18
illustrates an example live preview 1image after a dilation-
€rosion process.

Here, for example, as illustrated in FIG. 19, 1n a case
where the resolution with which an ND filter process 1s
performed by the ND filter 80, the resolution being repre-
sented by units 160, 1s lower than the resolution of the live
preview 1mage 100, the boundary line 120 between the
captured 1mage regions may be mcluded 1n one unit 160, as
illustrated 1n FI1G. 19. The resolution represented by the units
160 with which the ND f{ilter process 1s performed 1s an
example of a first resolution of the present disclosure, and
the resolution of the live preview image 100 1s a second
resolution of the present disclosure.

In such a case, 1t 1s preferable to divide the live preview
image 100 into captured 1image regions on the basis of the
resolution of the live preview image 100 and to convert the
live preview 1mage 100 on the basis of the captured image
regions obtained as a result of division so as to have the
resolution represented by the units 160 with which the ND
filter process 1s performed. When the live preview image
100 1s thus divided, the live preview image 100 can be
divided into three regions, namely, a captured 1image region
162, a captured image region 163, and a captured image
region 164, as 1n the example illustrated in FIG. 20. In other
words, the live preview 1image 100 becomes a multilevel
image, and the ND filter 80 having light transmittances
corresponding to the respective densities (brightnesses) of
the captured image regions 162, 163, and 164 can be
applied.

In the case where the live preview image 100 is thus
divided 1nto a plurality of captured 1image regions, unlike the
case where the live preview 1image 100 1s simply divided nto
two captured 1image regions (see the captured 1image regions
112 and 114 i FIG. 9 described above) 1n accordance with
the brightness of the boundary line 120, the light transmit-
tance of the ND filter 80 can be made different 1n a
multilevel manner. Therefore, the occurrence of a false
boundary due to a variance in the brightness near the
boundary line 120 can be suppressed. Accordingly, with the
image capturing apparatus 10 of this embodiment, a cap-
tured 1mage having high image quality can be obtained.

In the above-described embodiment, the form has been
described 1n which the CPU 74 uses the ND filter 80 and the
ND filter driving unit 82 to control the degree (light trans-
mittance) of the ND filter 80, thereby controlling the expo-
sure; however, the form for controlling the exposure by the
ND filter process 1s not limited to this. For example, a form
may be employed in which the CPU 74 controls the image
signal processing circuit 52 to control the gains of 1mage
signals output from the imaging device 22, thereby perform-
ing the ND filter process to control the exposure. Further, for
example, a form may be employed in which the CPU 74
controls the shutter speed, thereby performing the ND filter
process to control the exposure.

In the above-described embodiment, the example case
where the display control process program 1s read from the
secondary storage unit 78 has been described; however, the
display control process program need not be stored in the
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secondary storage unit 78 at the beginning. For example, as
illustrated 1n FIG. 21, the display control process program

79 may be stored in advance 1n any portable storage medium
300, such as an SSD (solid state drive), a USB (universal
serial bus) memory, or a CD-ROM (compact disc read-only
memory). In this case, the display control process program
79 stored 1n the storage medium 300 1s installed on the
image capturing apparatus main body 12, and the installed
display control process program 79 1s executed by the CPU
74.

Alternatively, the display control process program 79 may
be stored 1n advance 1n a storage umt of another computer,
server apparatus, or the like connected to the 1mage captur-
ing apparatus main body 12 via a communication network
(not illustrated), and the display control process program 79
may be downloaded 1n response to a request from the 1image
capturing apparatus main body 12. In this case, the down-
loaded display control process program 79 is executed by
the CPU 74.

The display control process described in the above-
described embodiment 1s only an example. Therefore, an
unnecessary step may be deleted, a new step may be added,
or the order of processes may be changed without departing
from the spirit, as a matter of course.

In the above-described embodiment, the example case
where the display control process 1s implemented by using
a soltware configuration using a computer has been
described; however, the technique of the present disclosure
1s not limited to this. For example, instead of the software
confliguration using a computer, the display control process
may be performed by using only a hardware configuration,
such as an FPGA (field-programmable gate array) or an
ASIC (application specific integrated circuit). Alternatively,
the display control process may be performed by using a
configuration obtained by combining the software configu-
ration and the hardware configuration.

All documents, patent applications, and technical stan-
dards described 1n this specification are incorporated herein
by reference to the same extent as 1n a case where the
documents, patent applications, and technical standards are
specifically and individually described as being incorporated
herein by reference.

REFERENCE SIGNS LIST

10 1mage capturing apparatus
12 1mage capturing apparatus main body
13, 15 mount

14 1mage capturing lens

16 focus ring

18 lens unait

19 aperture diaphragm

20 focus lens

22 1maging device

22 A photosensitive surface
24 dial

26 release button

28 display

29 touch panel display

30 cross key
32 MENU/OK key

34 BACK/DISP button
36 viewtlinder

38 touch panel

40 control device

42 first mirror

44 second mirror
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46 control unit
48 mirror driving unit
50 1maging device driver
52 1mage signal processing circuit
54 1mage memory
56 1mage processing unit
58 display control unit
60 accepting I/F
62 accepting device
64 medium I/F
66 memory card
72 external I/F
74 CPU
76 primary storage unit
78 secondary storage unit
79 display control process program
80 ND filter
81 bus line
82 ND filter driving unait
100 live preview 1mage
102 sea 1mage
104 sky image
112, 114, 162, 163, 164 captured image region
120 boundary line
130, 132, 134, 136, 140, 141, 142, 143, 144, 145, 146,
1477, 212, 214, 216 division region
150, 152 pixel
160 unait
200 histogram
202, 204 peak
206 range
208 brightness value
209 target
210 division target region
219 frame line
300 storage medium
o. photosensitive surface cover position
3 photosensitive surface open position
L1 optical axis
What 1s claimed 1s:
1. An 1mage capturing apparatus comprising;:
an 1mage sensor that outputs an 1image signal obtained by
image capturing of a photographic subject by an 1mag-
ing device through an 1mage capturing optical system;
a display that displays a captured image based on the
image signal; and
a processor configured to perform control to display, on
the display, images 1n a plurality of division regions
obtained by dividing a division target region that
includes a photographic subject image 1n the captured
image as 1mages 1n the respective division regions
among which a degree of exposure diflers,
wherein the processor further configured to make the
degree of exposure different among the plurality of
division regions by a predetermined ratio 1n a direction
in which the plurality of division regions are arranged,
wherein the number of the plurality of division regions 1s
a number corresponding to a size of the photographic
subject 1mage.
2. The image capturing apparatus according to claim 1,
wherein
the division target region 1s divided 1n a direction corre-
sponding to a shape of the division target region.
3. The image capturing apparatus according to claim 1,
wherein
the processor configured to extract, from the captured
image as the division target region, at least one pho-
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tographic subject region that 1s a partial region of the
captured 1mage and that includes a photographic sub-
ject 1mage, and perform control to display, on the
display, images in a plurality of division regions
obtained by dividing the extracted photographic subject
region as i1mages 1n the respective division regions
among which a degree of exposure differs.

4. The 1mage capturing apparatus according to claim 1,

wherein

the processor configured to divide the captured 1image into
a plurality of captured image regions diflerent from the
plurality of division regions and control a degree of
exposure of an captured i1mage region, among the
plurality of captured image regions, for which the
processor configured to control the degree of exposure
to a degree of exposure of an 1mage corresponding to
one of the plurality of division regions.
5. The 1mage capturing apparatus according to claim 4,
wherein
the plurality of division regions each include part of the
captured 1image region for which the degree of exposure
1s controlled.
6. The image capturing apparatus according to claim 3,
wherein
the processor configured to set a region having a bright-
ness higher than a predetermined threshold value 1n the
captured 1mage as the captured 1image region for which
the processor configured to control the degree of expo-
sure.
7. The 1image capturing apparatus according to claim 4,
wherein
the processor configured to set a region having a bright-
ness higher than a predetermined threshold value 1n the
captured image as the captured image region for which
the processor configured to control the degree of expo-
sure.
8. The image capturing apparatus according to claim 4,
wherein
the processor configured to derive a histogram that rep-
resents a correspondence between a brightness of the
captured 1image and the number of pixels and use a
boundary line derived from the captured 1mage on the
basis of a brightness, 1n the histogram, satisfying a
predetermined condition to divide the captured image
into the plurality of captured image regions.
9. The 1image capturing apparatus according to claim 8,
wherein
the processor configured to set a brightness value corre-
sponding to a valley between peaks of the brightness 1n
the histogram as the brightness of the boundary line.
10. The image capturing apparatus according to claim 8,
wherein
in a case where a first resolution that represents a unit with
which the degree of exposure 1s controlled 1s lower than
a second resolution of the captured image, the proces-
sor configured to divide the captured image mto a
plurality of regions by using the boundary line 1n
accordance with the second resolution, and divide the
captured i1mage mto a plurality of captured image
regions corresponding to the first resolution on the
basis of the plurality of regions.
11. The image capturing apparatus according to claim 1,
wherein
the processor configured to control a degree of exposure
of the captured 1mage to a degree of exposure corre-
sponding to an 1mage that corresponds to a division
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region selected from among the plurality of division
regions displayed on the display.

12. The image capturing apparatus according to claim 1,

wherein

the processor further configured to control a dynamic
range of the division target region.

13. A control method for an 1image capturing apparatus,

the control method including a process comprising:

displaying, on a display, a captured image based on an
image signal obtained by image capturing of a photo-
graphic subject by an imaging device through an image
capturing optical system; and

performing control to display, on the display, 1images 1n a
plurality of division regions obtained by dividing a
division target region that includes a photographic
subject 1image 1n the captured image as images 1n the
respective division regions among which a degree of
exposure differs,

wherein the control makes the degree of exposure difler-
ent among the plurality of division regions by a pre-
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determined ratio in a direction in which the plurality of 20

division regions are arranged,
wherein the number of the plurality of division regions 1s
a number corresponding to a size of the photographic

subject 1mage.
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14. A non-transitory computer readable medium having a
control program for an i1mage capturing apparatus, the
control program causing a computer to perform a process
comprising:

displaying, on a display, a captured image based on an
image signal obtained by image capturing of a photo-
graphic subject by an imaging device through an image
capturing optical system; and

performing control to display, on the display, images 1n a
plurality of division regions obtained by dividing a
division target region that includes a photographic
subject image 1n the captured image as images 1n the
respective division regions among which a degree of
exposure differs,

wherein the control makes the degree of exposure difler-
ent among the plurality of division regions by a pre-
determined ratio 1n a direction in which the plurality of
division regions are arranged,

wherein the number of the plurality of division regions 1s
a number corresponding to a size of the photographic

subject 1image.
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