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VISUAL FEATURE TAGGING IN
MULTI-VIEW INTERACTIVE DIGITAL
MEDIA REPRESENTATIONS

TECHNICAL FIELD

The present disclosure relates to the identification and
tagging of features 1n a multi-view interactive digital media
representation.

DESCRIPTION OF RELATED ART

Images tagging 1s commonly used to 1dentily portions of
an 1mage that are of particular interest or meaning. For
example, an 1mage of a group of people may be associated
with tags that identity each individual in the image. Such
tags can provide supplemental metadata information that
characterizes the visual information 1n the image.

However, because a single image provides limited infor-
mation about an object, the usefulness of an 1mage tag 1s
limited by the immformation available 1n that single image.
Accordingly, 1t 1s desirable to develop improved mecha-
nisms and processes relating to applying visual feature tags
to representations of objects.

OVERVIEW

Provided are various mechamisms and processes relating,
to performing feature identification and tagging using multi-
view 1nteractive digital media representations.

In one aspect, which may include at least a portion of the
subject matter of any of the preceding and/or following
examples and aspects, a process includes receiving via a
communications interface a visual feature tagging request
for a first a multi-view interactive digital media representa-
tion (MIDMR) of an object. The first MIDMR of the object
includes spatial information, scale information, and a plu-
rality of different viewpoint images of the object. The
process also includes identifying via a processor a visual
teature 1n the first MIDMR of the object, where the visual
feature represents a physical location on the object. The
visual feature appears 1n a first one of the viewpoint images
at a first location and in a second one of the viewpoint
images at a second location. The process also includes
creating visual feature correspondence information that
links information 1dentifying the visual feature with the first
location 1n the first viewpoint image and the second location
in the second viewpoint image, as well as transmitting via
the communications interface a feature tag message associ-
ated with the first MIDMR 1n response to the feature tagging
request. The feature tag message 1dentifies the visual feature
in the first and second viewpoint 1mages.

In another aspect, which may include at least a portion of
the subject matter of any of the preceding and/or following
examples and aspects, a system includes memory configured
to store a visual feature tagging request for a first a multi-
view 1nteractive digital media representation (MIDMR) of
an object. The first MIDMR of the object includes spatial
information, scale information, and a plurality of different
viewpoint images of the object. The system also includes a
processor configured to identify a visual feature 1n the first
MIDMR of the object, where the visual feature represents a
physical location on the object. The visual feature appears in
a first one of the viewpoint 1images at a first location and 1n
a second one of the viewpoint images at a second location.
The processor 1s also operable to create visual feature
correspondence information that links information 1dentify-
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2

ing the visual feature with the first location in the first
viewpoint 1mage and the second location in the second
viewpoint 1image. The system also includes a communica-
tions interface configured to transmit a feature tag message
associated with the first MIDMR 1n response to the feature
tagging request. The feature tag message 1dentifies the visual
feature 1n the first and second viewpoint images.

In yet another aspect, which may include at least a portion
of the subject matter of any of the preceding and/or follow-
ing examples and aspects, a non-transitory computer read-
able media has 1nstructions stored thereon for performing a
process that includes receiving via a communications inter-
face a visual feature tagging request for a first a multi-view
interactive digital media representation (MIDMR) of an
object. The first MIDMR of the object includes spatial
information, scale information, and a plurality of different
viewpoint 1mages of the object. The process also includes
identifying via a processor a visual feature in the {first
MIDMR of the object, where the visual feature represents a
physical location on the object. The visual feature appears in
a {irst one of the viewpoint images at a {irst location and 1n
a second one of the viewpoint 1mages at a second location.
The process also includes creating visual feature correspon-
dence information that links information identifying the
visual feature with the first location in the first viewpoint
image and the second location 1n the second viewpoint
image, as well as transmitting via the communications
interface a feature tag message associated with the first
MIDMR 1n response to the feature tagging request. The
feature tag message 1dentifies the visual feature 1n the first
and second viewpoint images.

These and other embodiments are described further below
with reference to the figures.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure may best be understood by reference to the
following description taken in conjunction with the accom-
panying drawings, which 1illustrate particular embodiments
of the present invention.

FIG. 1 1llustrates an example of a process for performing,
feature tagging 1n a multi-view 1interactive digital media
representation.

FIG. 2 1llustrates an example of a multi-view interactive
digital media representation acquisition system.

FIG. 3 illustrates an example of a device capturing
multiple views ol an object of interest from different loca-
tions for a multi-view 1nteractive digital media representa-
tion.

FIG. 4 illustrates an example of a device capturing views
of an object of interest for a multi-view interactive digital
media representation.

FIG. 5 1llustrates an example of a process for performing
adaptive feature tagging 1n a multi-view 1nteractive digital
media representation.

FIG. 6 1llustrates an example of a process for performing
automatic damage detection 1 a multi-view 1nteractive
digital media representation.

FIG. 7 1s a diagrammatic representation showing an
example of different recordings of the same or a similar
object from different viewpoints.

FIG. 8 illustrates a particular example of a computer
system that can be used with various embodiments of the
present invention.
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FIG. 9 illustrates an example of a scene from a multi-view
interactive digital media representation that 1s presented to a

user as a prompt for the user to select an area of focus for
adaptive feature tagging.

FIG. 10 illustrates one example of a system that can be
used to perform feature tagging using multi-view interactive
digital media representations.

FIG. 11 illustrates one example of a process for perform-
ing visual search using a multi-view 1nteractive digital
media representation.

DETAILED DESCRIPTION

Reference will now be made in detail to some specific
examples of the present disclosure including the best modes
contemplated by the inventors for carrying out various
embodiments of the present disclosure. Examples of these
specific embodiments are illustrated in the accompanying
drawings. While the present disclosure 1s described 1n con-
junction with these specific embodiments, 1t will be under-
stood that 1t 1s not 1intended to limit the present disclosure to
the described embodiments. On the contrary, it 1s intended to
cover alternatives, modifications, and equivalents as may be
included within the spirit and scope of the present disclosure
as defined by the appended claims.

In the following description, numerous specific details are
set forth 1n order to provide a thorough understanding of the
present invention. Particular example embodiments of the
present invention may be implemented without some or all
of these specific details. In other instances, well known
process operations have not been described 1n detail in order
not to unnecessarily obscure the present invention.

Various techniques and mechanisms of the present inven-
tion will sometimes be described 1n singular form for clarity.
However, 1t should be noted that some embodiments include
multiple iterations of a technique or multiple istantiations
of a mechanism unless noted otherwise. For example, a
system uses a processor 1n a variety of contexts. However,
it will be appreciated that a system can use multiple pro-
cessors while remaining within the scope of the present
imnvention unless otherwise noted. Furthermore, the tech-
niques and mechanisms of the present invention will some-
times describe a connection between two entities. It should
be noted that a connection between two entities does not
necessarlly mean a direct, unimpeded connection, as a
variety of other entities may reside between the two entities.
For example, a processor may be connected to memory, but
it will be appreciated that a variety of bridges and controllers
may reside between the processor and memory. Conse-
quently, a connection does not necessarilly mean a direct,
unimpeded connection unless otherwise noted.

According to various embodiments, improved mecha-
nisms and processes are described for facilitating visual
feature tagging using a multi-view interactive digital media
representation (MIDMR). Each visual feature represents a
physical part of an object that 1s depicted via an MIDMR.
Such improved mechamisms and processes allow a user to
navigate an MIDMR and view the same visual feature from
different perspectives. In particular embodiments, visual
features tags can be created 1n part based on user input that
identifies one or more portions of an 1mage or i1mages
associated with a feature. In some examples, visual feature
tags can be created in part based on applying machine
learning techniques to automatically detect features 1in
MIDMRs.

According to various embodiments, a tag identifies a
location associated with a feature 1n an MIDMR. A tag may
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also provide other information associated with the feature.
For example, a tag may include any or all of one or more
words, 1mages, URIs cross-references, or other identifying
marks. As another example, a tag may include a sub-
MIDMR that focuses more specifically on the identified
feature.

The mechanisms and processes described 1n this disclo-
sure provide improvements over previous leature tagging
capabilities that apply image tags to single images. How-
ever, the usefulness of an 1image tag in a single 1mage 1s
limited by the mmformation available in that single image.
Although visual feature tagging 1n individual 1mages pro-
vides information about a portion of an 1mage, such tagging
does not allow the feature to be viewed from different
perspectives and therefore provides limited information
about the feature. By tagging visual features in an MIDMR,
as described 1n various embodiments herein, significantly
better and more relevant information 1s available for a
VICWET.

With reference to FIG. 1, shown 1s an example of a
procedure 100 for feature tagging 1n an MIDMR. According
to various embodiments, the method 100 may be used to
identily a keyword, term, or other classifier associated with
a particular feature within an MIDMR. For example, an
MIDMR may be created that captures an object such as a
vehicle. Then, feature tagging may be used to i1dentily a
keyword, term, or other classifier associated with features of
the vehicle such as a bumper, door handle, license plate, or
windshield. The keyword, term, or other classifier may then
be associated with the MIDMR 1n the form of metadata such
that the keyword, term, or other classifier may be shown in
association with the feature when the MIDMR 1s presented
on a display device.

At 102, a feature tagging request for the MIDMR may be
received. According to various embodiments, the feature
tagging request may be generated based on user mput. For
instance, a user at a mobile device, personal computer, or
other computing device may provide user input requesting to
tag features 1n an MIDMR. Alternately, or additionally, the
feature tagging request may be automatically generated. For
instance, when an MIDMR 1s generated, a computing device
such as a server may automatically generate a request to tag
features 1n the MIDMR. Feature tagging may then be
performed automatically at the computing device or may be
performed 1n conjunction with user mnput.

Next, at 104, one or more features 1n the MIDMR may be
identified. According to various embodiments, various tech-
niques may be used to identily features. For example, a user
may provide user input to 1identily features by pointing to or
clicking on an area of an 1mage 1n an MIDMR associated
with a particular feature 1n one or more 1mages. Alternately,
or additionally, a user may type a text label or keyword that
identifies a particular feature in an MIDMR.

In particular embodiments, 1dentifying a feature in an
MIDMR may involve performing feature tracking across
different 1mages. For instance, an MIDMR may include
different 1mages of the same object taken from difierent
viewpoints or at different points i time. In this case,
identifying a feature may involve tracking characteristics of
an object across these different images. For instance, image
characteristics such as corners, planes, lines, human facial
features, human joints, vehicle parts, or other such charac-
teristics may be 1dentified in one 1image and then tracked to
a diferent 1image to create a correspondence that identifies
the same feature 1n different 1mages.

In some implementations, i1dentifying a feature 1 an
MIDMR may mmvolve performing object separation. Object
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separation may involve separating an MIDMR or image
included in an MIDMR 1nto different objects. For instance,
if an MIDMR captures a vehicle in the foreground with a
bridge 1n the background, the MIDMR may be analyzed to
separate the two objects for the purpose of feature tagging.
An example of such a configuration 1s shown 1n FIG. 9.

In some embodiments, identifying a feature in an
MIDMR may involve performing object recognition. Object
recognition may involve analyzing an object to determine its
features based on, for instance, a reference 1mage or
MIDMR. For example, a reference image or MIDMR of a
vehicle may 1dentity features such as a license plate, door
handle, or bumper. Then, a focal MIDMR may be compared
with the reference image or MIDMR to 1dentily features in
the focal MIDMR that correspond with those explicitly
identified 1n the reference image or MIDMR.

According to various embodiments, 1dentifying a feature
in an MIDMR may 1mvolve performing a visual search. For
instance, a focal MIDMR may be used to search for static

images, MIDMRs, or other visual media similar to the
IDMR. Then, the search results may be used to

reference M.
tacilitate feature tagging. For instance, a focal MIDMR of a
vehicle may be used to search for visual media capturing
similar vehicles. The visual media included in the search
results may be associated with tags 1dentifying features in
the visual media. These tags may then be used to i1dentily
corresponding features 1n the focal MIDMR.

In some 1mplementations, a feature may be 1dentified in
part via adaptive search. In adaptive search, the computing
device at which feature tagging 1s being performed may
transmit a message to a user to provide additional informa-
tion, such as additional 1images, to facilitate feature tagging.
Additional discussion of techniques and mechanisms asso-
ciated with adaptive feature tagging 1s provided with respect
to FIG. 5.

In some implementations, a feature may be identified
based 1n part on viewpoint recognition. For instance, an
MIDMR may be associated with images captured from
different viewpoints. Information indicating the direction,
location, or perspective associated with a particular 1mage
may facilitate viewpoint recognition. For example, 1 a
designated 1image 1n an MIDMR of a vehicle 1s known to be
captured from the frontal perspective, then features associ-
ated with the front of a vehicle such as the windshield or
windshield wipers may be 1dentified. As another example, 1T
an MIDMR 1s captured from a designated geographic loca-
tion and includes an 1mage captured while facing 1 a
particular direction, then geographic information may be
used to i1dentify characteristics of an object likely to be
captured 1n the MIDMR, such as a bridge or other landmark.

In some implementations, social information may be used
to facilitate tagging. For instance, a user may be linked with
other users via social media. Then, features tagged 1n media
by the user’s connections may be used to facilitate the
tagging of similar features 1n the user’s MIDMRs.

After 1dentifying one or more features, at 106, a feature
tag 1s created for each of the identified features in the
MIDMR. In some implementations, creating a feature tag
may involve constructing metadata identifying information
associated with the feature. For example, the feature tag may
identify a location 1n one or more 1mages in an MIDMR
associated with an identified feature. As another example,
the feature tag may 1dentily a label, term, keyword, URI, tag
type, tag color, or other such characteristic associated with
the 1identified feature. Once created, the feature tag includes
suflicient nformation for providing a visual display 1n

association with an MIDMR that both identifies the location
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of a visual feature across a plurality of images as well as
metadata characterizing the visual feature.

In particular embodiments, the feature tag information
may be drawn from any suitable source. For example,
location, label, term, keyword, URI, tag type, tag color, or
other such information may be provided by a user, may be

determined based on object recognition algorithms, or may
be 1dentified based on a visual search.

Finally, at 108, a feature tag message associated with the
MIDMR 1s transmitted. The feature tag message may
include any information necessary for associating the cre-
ated feature tag or tags with the MIDMR. For instance, the
feature tag message may include any of the information
identified at operation 106 as well as any other information

associated with the MIDMR.

According to various embodiments, the feature tag mes-
sage may be transmitted to any suitable recipient. For
example, the feature tag message may be transmitted from
a server at which feature tagging 1s performed to a client
device so that the 1dentified feature tag may be presented on
a display screen at the client device. As another example, the
feature tag message may be transmitted to a local or network
storage device for the purpose of storing a tagged version of
the MIDMR. As yet another example, the feature tag mes-
sage may be transmitted directly to a local display screen for
the purpose of displaying the tagged MIDMR.

With reference to FIG. 2, shown 1s an example of an

MIDMR acquisition system that can be used to generate an

MIDMR, that can be used for feature tagging. An MIDMR
includes much more nformation than a single 1mage.
Whereas a single image may include mnformation such as a
orid of color pixels and the date/time of capture, an MIDMR
includes mformation such as such as grids of color pixels,
date/time of capture, spatial information (flow/3D), location,
and 1nertial measurement unit information (IMU) (1.e., com-
pass, gravity, orientation). An MIDMR brings focus to an
object of interest because 1t provides separation between the
foreground and background. In addition, an MIDMR pro-
vides more information about the scale, context, and shape
ol the object of interest. Furthermore, by providing multiple
views, aspects ol the object that are not visible from a single
view can be provided in an MIDMR.

In some approaches, multiple images of a single object are
captured. However, MIDMRSs represent a significant tech-
nological improvement relative to surround views. For
example, the mertial measurement unit (IMU) compensation
factors retlected 1n an MIDMR allow for impertect capture
arc trajectories.

In the present example embodiment, the MIDMR acqui-
sition system 200 1s depicted in a flow sequence that can be
used to generate an MIDMR. According to various embodi-
ments, the data used to generate an MIDMR can come from
a variety of sources. In particular, data such as, but not
limited to two-dimensional (2D) images 204 can be used to
generate an MIDMR. These 2D images can include color
image data streams such as multiple image sequences, video
data, etc., or multiple 1mages in any of various formats for
images, depending on the application. Another source of
data that can be used to generate an MIDMR includes
location information 206. This location information 206 can
be obtained from sources such as accelerometers, gyro-
scopes, magnetometers, GPS, Wi-Fi, IMU-like systems (In-
ertial Measurement Unit systems), and the like. Yet another
source of data that can be used to generate an MIDMR can
include depth images 208. These depth 1images can include

depth, 3D, or disparity image data streams, and the like, and
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can be captured by devices such as, but not limited to, stereo
cameras, time-of-tlight cameras, three-dimensional cameras,

and the like.

In the present example embodiment, the data can then be
tused together at sensor fusion block 210. In some embodi-
ments, an MIDMR can be generated using a combination of
data that includes both 2D images 204 and location infor-
mation 206, without any depth images 208 provided. In
other embodiments, depth images 208 and location infor-
mation 206 can be used together at sensor fusion block 210.
Various combinations of image data can be used with
location information at 206, depending on the application
and available data.

In the present example embodiment, the data that has been
fused together at sensor fusion block 210 1s then used for
content modeling 212 and context modeling 214. During
this process, the subject matter featured in the 1mages can be
separated into content and context. The content can be
delineated as the object of interest and the context can be
delineated as the scenery surrounding the object of interest.
According to various embodiments, the content can be a
three-dimensional model, depicting an object of interest,
although the content can be a two-dimensional 1mage 1n
some embodiments. Furthermore, in some embodiments, the
context can be a two-dimensional model depicting the
scenery surrounding the object of interest. Although 1n many
examples the context can provide two-dimensional views of
the scenery surrounding the object of interest, the context
can also 1include three-dimensional aspects 1n some embodi-
ments. For instance, the context can be depicted as a “flat”
image along a cylindrical “canvas,” such that the “flat”
image appears on the surface of a cylinder. In addition, some
examples may include three-dimensional context models,
such as when some objects are 1dentified 1n the surrounding
scenery as three-dimensional objects. According to various
embodiments, the models provided by content modeling 212
and context modeling 214 can be generated by combining
the 1mage and location information data.

According to various embodiments, context and content
of an MIDMR are determined based on a specified object of
interest. In some examples, an object of interest 1s automati-
cally chosen based on processing of the image and location
information data. For instance, 1f a dominant object 1is
detected 1n a series of 1mages, this object can be selected as
the content. In other examples, a user specified target 202
can be chosen. It should be noted, however, that an MIDMR
can be generated without a user specified target in some
applications.

In the present example embodiment, one or more
enhancement algorithms can be applied at enhancement
algorithm(s) block 216. In particular example embodiments,
various algorithms can be employed during capture of
MIDMR data, regardless of the type of capture mode
employed. These algorithms can be used to enhance the user
experience. For instance, automatic frame selection, stabi-
lization, view interpolation, filters, and/or compression can
be used during capture of MIDMR data. In some examples,
these enhancement algorithms can be applied to image data
alter acquisition of the data. In other examples, these
enhancement algorithms can be applied to 1image data during
capture of MIDMR data.

According to particular example embodiments, automatic
frame selection can be used to create a more enjoyable
MIDMR. Specifically, frames are automatically selected so
that the transition between them will be smoother or more
even. This automatic frame selection can incorporate blur-
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and overexposure-detection 1n some applications, as well as
more uniformly sampling poses such that they are more
evenly distributed.

In some example embodiments, stabilization can be used
for an MIDMR 1n a manner similar to that used for video.
In particular, key frames 1n an MIDMR can be stabilized to
produce 1mprovements such as smoother {transitions,
improved/enhanced focus on the content, etc. However,
unlike video, there are many additional sources of stabili-
zation for an MIDMR, such as by using IMU information,
depth information, computer vision techniques, direct selec-
tion of an area to be stabilized, face detection, and the like.

For instance, IMU iformation can be very helpful for
stabilization. In particular, IMU information provides an
estimate, although sometimes a rough or noisy estimate, of
the camera tremor that may occur during image capture.
This estimate can be used to remove, cancel, and/or reduce
the eflects of such camera tremor.

In some examples, depth information, 1f available, can be
used to provide stabilization for an MIDMR. Because points
of interest 1n an MIDMR are three-dimensional, rather than
two-dimensional, these points of interest are more con-
strained and tracking/matching of these points 1s simplified
as the search space reduces. Furthermore, descriptors for
points of interest can use both color and depth information
and therefore, become more discriminative. In addition,
automatic or semi-automatic content selection can be easier
to provide with depth information. For instance, when a user
selects a particular pixel of an 1mage, this selection can be
expanded to fill the entire surface that touches 1t. Further-
more, content can also be selected automatically by using a
foreground/background differentiation based on depth. In
vartous examples, the content can stay relatively stable/
visible even when the context changes.

According to various examples, computer vision tech-
niques can also be used to provide stabilization for
MIDMRs. For instance, key points can be detected and
tracked. However, 1n certain scenes, such as a dynamic scene
or static scene with parallax, no simple warp exists that can
stabilize everything. Consequently, there 1s a trade-oil 1n
which certain aspects of the scene receive more attention to
stabilization and other aspects of the scene receive less
attention. Because an MIDMR 1s often focused on a par-
ticular object of interest, an MIDMR can be content-
weilghted so that the object of interest 1s maximally stabi-
lized 1n some examples.

Another way to improve stabilization in an MIDMR
includes direct selection of a region of a screen. For instance,
il a user taps to focus on a region of a screen, then records
a convex MIDMR, the area that was tapped can be maxi-
mally stabilized. This allows stabilization algorithms to be
focused on a particular area or object of interest.

In some examples, face detection can be used to provide
stabilization. For instance, when recording with a front-
facing camera, 1t 1s often likely that the user 1s the object of
interest 1n the scene. Thus, face detection can be used to
weight stabilization about that region. When face detection
1s precise enough, facial features themselves (such as eyes,
nose, mouth) can be used as areas to stabilize, rather than
using generic key points.

According to various examples, view interpolation can be
used to improve the viewing experience. In particular, to
avoid sudden “qumps” between stabilized frames, synthetic,
intermediate views can be rendered on the fly. This can be
informed by content-weighted key point tracks and IMU
information as described above, as well as by denser pixel-
to-pixel matches. If depth immformation 1s available, fewer
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artifacts resulting from mismatched pixels may occur,
thereby simplifying the process. As described above, view
interpolation can be applied during capture of an MIDMR 1n
some embodiments. In other embodiments, view interpola-
tion can be applied during MIDMR generation.

In some examples, filters can also be used during capture
or generation of an MIDMR to enhance the viewing expe-
rience. Just as many popular photo sharing services provide
aesthetic filters that can be applied to static, two-dimen-
sional 1mages, aesthetic filters can similarly be applied to
surround 1mages. However, because an MIDMR represen-
tation 1s more expressive than a two-dimensional 1image, and
three-dimensional information 1s available in an MIDMR,
these filters can be extended to include eflects that are
1ll-defined 1n two dimensional photos. For instance, in an
MIDMR, motion blur can be added to the background (i.e.
context) while the content remains crisp. In another
example, a drop-shadow can be added to the object of
interest 1n an MIDMR.

In various examples, compression can also be used as an
enhancement algorithm 216. In particular, compression can
be used to enhance user-experience by reducing data upload
and download costs. Because MIDMRs use spatial infor-
mation, far less data can be sent for an MIDMR than a
typical video, while maintaining desired qualities of the
MIDMR. Spec1ﬁcallyj the IMU, key point tracks, and user
input, combined with the wview mterpolation described
above, can all reduce the amount of data that must be
transierred to and from a device during upload or download
of an MIDMR. For istance, if an object of interest can be
properly identified, a varniable compression style can be
chosen for the content and context. This variable compres-
sion style can include lower quality resolution for back-
ground information (1.e. context) and higher quality resolu-
tion for foreground information (i.e. content) in some
examples. In such examples, the amount of data transmaitted
can be reduced by sacrificing some of the context quality,
while maintaining a desired level of quality for the content.

In the present embodiment, an MIDMR 218 1s generated
alter any enhancement algorithms are applied. In various
examples, the MIDMR can include a three-dimensional
model of the content and a two-dimensional model of the
context. However, 1n some examples, the context can rep-
resent a “tlat” view of the scenery or background as pro-
jected along a surface, such as a cylindrical or other-shaped
surface, such that the context 1s not purely two-dimensional.
In yet other examples, the context can include three-dimen-
sional aspects.

According to various embodiments, MIDMRs provide
numerous advantages over traditional two-dimensional
images or videos. Some of these advantages include: the
ablhty to cope with moving scenery, a moving acqu131t10n
device, or both; the ability to model parts of the scene 1n
three-dimensions; the ability to remove unnecessary, redun-
dant information and reduce the memory footprint of the
output dataset; the ability to distinguish between content and
context; the ability to use the distinction between content
and context for improvements 1n the user-experience; the
ability to use the distinction between content and context for
improvements in memory footprint (an example would be
high quality compression of content and low quality com-
pression of context); the ability to associate special feature
descriptors with MIDMRs that allow the MIDMRs to be
indexed with a high degree of efliciency and accuracy; and
the ability of the user to interact and change the viewpoint
of the MIDMR. In particular example embodiments, the
characteristics described above can be imncorporated natively
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in the MIDMR representation, and provide the capability for
use 1n various applications. For instance, features appearing,
in MIDMRs can be identified and tagged.

According to various example embodiments, once an
MIDMR 218 1s generated, user feedback for acquisition 220
of additional 1image data can be provided. In particular, if an
MIDMR 1s determined to need additional views to provide
a more accurate model of the content or context, a user may
be prompted to provide additional views. Once these addi-
tional views are received by the MIDMR acquisition system
200, these additional views can be processed by the system

200 and incorporated mto the MIDMR.

Navigational inputs from an input device can be used to
select which 1mages to output in a MIDMR. For example, a
user can tilt a mobile device or swipe a touch screen display
to select the images to output in a MIDMR. The navigational
inputs change the apparent position of the object included 1n
a MIDMR on the display. For example, the object can appear
to rotate on the display in response to the navigational
inputs.

The MIDMR approach diflers from rendering an object

from a full 3-D model. With a full 3-D model approach, the
navigational inputs can be used to adjust the position of the
3-D model 1n 3-D model space. Then, the 3-D model can be
re-rendered to a 2-D 1mage each time its position changes in
the 3-D model space 1n response to the navigational inputs.
This 3-D model approach provides for more transitions
because the movements of the object are not predetermined.
However, the 3-D model approach 1s computationally
expensive, especially as the complexity of the 3-D model
increases. Further, 1t requires the generation of a 3-D model,
which can be time consuming.

The MIDMR approach doesn’t require the constant ren-

dering of 1images from a 3-D model space to a 2-D 1mage.

Further, the MIDMR approach doesn’t require the genera-

tion of a 3-D model. Thus, the MIDMR approach can
represent apparent motions of an object in 3-D 1n a faster and
more computational eflicient manner.

In various embodiments, a MIDMR can include images
with an object. When the MIDMR 1s output, the object can

appear to have an apparent motion, such as an ability to
rotate about one or more axes. For example, the MIDMR can
include 1images of a person that when output make the person
appear to rotate about an axis such that the person can be
viewed from diflerent angles. The apparent rotation 1s
accomplished using 2-D 1mages only and doesn’t require a
3-D model of the object, such as 3-D model including a
plurality of polygons and associated textures. Hence, the
operations can be performed 1n a more computationally
cilicient manner, as a textured 3-D model of the object
doesn’t have to be generated, the position of the 3-D model
of the object and its polygons 1n the 3-D space for each
rotation doesn’t have to be determined and, after the 3-D
model of the object 1s positioned 1n the 3-D space, 1t doesn’t
have to be textured and then rendered to a 2-D 1image for
output to a display. The elimination of these steps with a
MIDMR approach sigmificantly reduces memory require-
ments and CPU requirements as compared to a traditional
3-D modeling approach.

In addition, when an apparent motion of an object 1s
output from a MIDMR, 1t appears as 1 the object motion 1s
generated from an 1image quality 3-D textured model. Image
quality 3-D textured models are generated 1in a time con-
suming and often manual process. In particular, the genera-

tion of an 1mage quality textured 3-D model of an object,
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such as an actual person, 1s quite diflicult and time consum-
ing, especially, when a “life like” rendering of the object 1s
desired.

In the MIDMR approach, because of the elimination of
the 3-D modeling steps, user-selected objects from user
generated 2-D 1mages can be converted quickly to a
MIDMR and then output to a display 1n real-time. During
output, the user can control aspects of apparent motion of the
object within the MIDMR. Because the object in the
MIDMR can be generated from real images, such as images
received from a user controlled camera, the object appears
life-like when output. In a traditional 3-D modeling
approach, because of the difliculties associated with gener-
ating an 1mage quality 3-D model, this capability 1s not
offered.

With reference to FIG. 3, shown 1s an example of a device
capturing multiple views of an object of interest from
different locations for an MIDMR. The capture device is
indicated as camera 312, and moves from location 322 to
location 324 and from location 324 to location 326. The
multiple camera views 302, 304, and 306 captured by
camera 311 can then be fused together. According to various
embodiments, multiple 1images can be captured from various
viewpoints and fused together to provide an MIDMR.

In the present example embodiment, camera 312 moves to
locations 322, 324, and 326, respectively, along paths 328
and 330, in proximity to an object of interest 308. Scenery
can surround the object of interest 308 such as object 310.
Views 302, 304, and 306 are captured by camera 312 from
locations 322, 324, and 326 and include overlapping subject
matter. Spec1ﬁcally, cach view 302, 304, and 306 includes
the object of interest 308 and varying degrees of Vlslblhty of
the scenery surrounding the object 310. For instance, view
302 includes a view of the object of interest 308 1n front of
the cylinder that 1s part of the scenery surrounding the object
308. View 304 shows the object of interest 308 to one side
of the cylinder, and view 306 shows the object of interest
without any view of the cylinder.

In the present example embodiment, the various views
302, 304, and 306 along with their associated locations 322,
324, and 326, respectively, provide a rich source of infor-
mation about object of interest 308 and the surrounding
context that can be used to produce an MIDMR. For
instance, when analyzed together, the various views 302,
304, and 306 provide information about different sides of the
object of interest and the relationship between the object of
interest and the scenery. These views also provide informa-
tion about the relative size and scale of the object of interest
in relation to the scenery. Furthermore, views from different
sides of the object provide information about the shape and
texture of the object. According to various embodiments,
this information can be used to parse out the object of
interest 308 into content and the scenery 310 as the context.
In particular examples, the features included in the content
can then be 1dentified and tagged.

With reference to FIG. 4, shown 1s an example of a device
capturing views of an object of interest for an MIDMR. In
particular, this device can be used during a live session or to
create a stored MIDMR. During a live session, the views are
captured by the device during the feature tagging session. In
some examples, additional views can be added by moving
the capture device during the feature tagging process. For a
stored MIDMR, the views are captured before the feature
tagging process begins.

During a capture session, multiple views of the object 308
are captured by the device 312 from different locations. In

the present example, data 1s acquired when a user taps a
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record button 402 on capture device 312 to begin recording
images of the object 308. The user moves 300 the capture

device 312 from location 322 to location 324 along path 328

and from location 324 to location 326 along path 330. In
some examples, prompts for the user to capture particular
views can be provided during the session 1n order to improve
the accuracy of the MIDMR. In particular, the system can
prompt the user to move the device 312 1 a particular
direction or may prompt the user to provide additional
information. Once the user has finished capturing images of
the object for the MIDMR, the user may choose to stop
recording by tapping the record button 402 again. In other
examples, the user can tap and hold the record button during
the session, and release to stop recording. In the present
example, the recording captures a series of 1images that can

be used to generate an MIDMR that can be used for feature

identification and tagging.

With reference to FIG. 5, shown 1s an example of a
method 500 for performing adaptive feature tagging in an
MIDMR. As discussed with respect to operation 104 shown
in FIG. 1, adaptive feature tagging may be used to collective
additional information to facilitate the feature tagging pro-
Cess.

First, at 502, one or more feature tags for an MIDMR are
optionally created. Techniques for creating one or more
feature tags are discussed throughout this application, and 1n
particular with respect to FIG. 1.

Next, at 504, one or more features are identified for
additional analysis. According to various embodiments, a
feature 1dentified for additional analysis may be a feature
that has been tagged, for instance at operation 502. Alter-
nately, a feature 1dentified for additional analysis may not
yet be associated with a tag. For example, a feature of an
MIDMR may be identified as having the potential of being
assigned a tag and then may be identified for additional
analysis to determine whether to apply a tag. As another
example, an area of an MIDMR may be designated for
analysis for the purpose of 1dentifying more than one feature
within the area.

In particular embodiments, a user may select a feature for
additional analysis. Alternately, or additionally, an algorithm
may designate a feature for additional analysis. For example,
a user may perform feature tagging for an MIDMR of a
vehicle, for instance 1n preparation for selling the vehicle.
Then, either the user or a computing system may 1dentily a
particular area ol the vehicle for further analysis. The
identified area may be a part of the vehicle that 1s scratched
or damaged, an area of particular importance or interest such
as a dashboard or vehicle identification number (VIN)
designator, or a unique feature such as an aftermarket
modification to the vehicle.

In some 1implementations, a computing system may 1den-
tify a feature for additional analysis via any of various
techniques. For example, the computing system may 1den-
tify a type of object represented 1n the MIDMR, such as a
vehicle. Then, the computing system may 1dentify areas of
interest for that type of object based on, for instance, a
reference MIDMR that flags particular areas of interest for
adaptive tagging. As another example, the computing system
may compare a focal MIDMR with a reference MIDMR to
identify features that are different between the focal
MIDMR, which may then be 1dentified for adaptive analysis.
As yet another example, the computing system may identify
arcas of the object (e.g., a vehicle) that are damaged.
Techniques for i1dentitying damage are discussed in addi-
tional detail with respect to FIG. 6.
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After identifying a feature for additional analysis, at 506
a focused MIDMR request message for the identified feature
1s transmitted. According to various embodiments, the
focused MIDMR request message may be transmitted from
a server to a client machine and/or from a client machine to
a user mnterface. The focused MIDMR request message may
include information identitying the feature selected for
additional analysis. For instance, the focused MIDMR
request message may 1dentity a location of the selected
teature. Alternately, or additionally, the focused MIDMR
request message may provide textual information identify-
ing the selected feature, such as text requesting additional
data collection for the dashboard, bumper, runming board,
door handle, or windshield of a car.

Next, at 508 focused MIDMR data i1s received for the
identified feature. In some implementations, the focused
MIDMR data may include additional still images and/or
video data captured of the i1dentified feature. For instance, a
user may response to the request message by using a mobile
device such as a cell phone to capture additional 1mages or
video of the identified feature. Then, the mobile device may
transmit one or more 1mages or video to a local processor or

remote server for analysis.

After recerving the focused MIDMR data, at 510 some or
all of the focused MIDMR data 1s associated with the
identified feature in the designated MIDMR. According to
various embodiments, associating the focused MIDMR data
with the 1dentified feature may involve any or all of a varniety
of operations. For example, the focused MIDMR data may
be used to determine whether or not to tag a feature 1n the
designated MIDMR. As another example, one or more
images or videos in the focused MIDMR data may be
associated with a feature tag 1n the designated MIDMR. For
istance, when a user mouses over or clicks on the feature
tag, the one or more 1mages or videos may be presented.

In particular embodiments, the focused MIDMR data may

be used to construct a sub-MIDMR. The sub-MIDMR may
act essentially as a full-featured MIDMR {focused on the
identified feature. However, the sub-MIDMR may be linked
to the i1dentified and/or tagged feature i1n the designated
MIDMR. For instance, when the user clicks on or mouses
over an associated tag in the designated MIDMR, the
sub-MIDMR that focuses more specifically on the 1dentified
feature may be presented. In this way, the user may eflec-
tively “zoom 1n” on a feature of interest, such as a vehicle
dashboard or scratched door panel. However, the “zoomed
in” aspect of the MIDMR may itself be a sub-MIDMR that
allows the user to view the feature of interest from different
perspectives.

At 512, a determination 1s made as to whether to 1dentily
an additional feature for analysis. According to various
embodiments, the determination may be made based on any
of various considerations. In a first example, the user may
provide mput requesting to continue or terminate adaptive
feature tagging for the designated MIDMR. In a second
example, a computing device may determine that all rel-
evant features associated with the designated MIDMR have
been identified. In a third example, a computing device may
determine that the designated MIDMR 1s “full” and lacks
room for presenting additional features or sub-MIDMRs. In
a fourth example, a computing device may determine that all
damaged areas or areas of interest associated with the object
presented 1n the designated MIDMR have been 1dentified.
The procedure may be terminated if no additional feature 1s
selected for analysis.

With reference to FIG. 6, shown 1s a method 600 for

automatic damage detection in an MIDMR. The method 600
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may be performed 1n conjunction with feature tagging to
identily changes or defects in an object represented 1n an
MIDMR. For example, the method 600 may be performed to
identily damage to a vehicle.

At 602, a request to perform damage detection for an
MIDMR 1s received. According to various embodiments, the
request may be generated based on user input. For instance,
a user may capture an MIDMR of an object such as a vehicle
and then request to i1dentily damage to that object. Alter-
nately, or additionally, a request may be generated by a
computing system. For example, a computing system may
perform object recognition to identity the object of an
MIDMR and then automatically generate a request to 1den-
tify damage to that object.

In particular embodiments, a variety of objects may be the
subject of damage detection. Such objects may include, but
are not limited to: vehicles, furniture, building exteriors,
building interiors, tools, persons, animals, paintings, sculp-
tures, or any other object suitable for visual representation.
In a first example, MIDMRSs of the same or similar vehicles
may be compared to identily damage to one or more parts of
the vehicle. In a second example, different MIDMRSs of the
same building at different points 1n time may be compared
to 1dentify damage to the building over time. In a third
example, an MIDMR of a person or animal or part of a
person or animal may be compared with a reference
MIDMR to 1dentily an injury to the person or animal, for
instance for triage or diagnostic purposes. In a fourth

example, an MIDMR of a tool may be compared with a
IDMR to identily damage to the tool, for

reference M.
instance for the purposes of safety monitoring. In a fifth
example, an MIDMR of artwork may be captured and then
used as a reference MIDMR to determine at a later point 1t
the artwork has been damaged.
Next, at 604, one or more features are tagged in a {first
MIDMR and a second MIDMR. In some instances, the two
MIDMRs may be taken of exactly the same object, for
instance at two different points 1n time. Alternately, the two
MIDMR

According to various embodiments, various types of
techniques may be used for feature tagging. Examples of
such techniques are discussed throughout this application,
and 1n particular with reference to FIGS. 1 and 5. Further,
although FIG. 6 1s described with reference to a first and
second MIDMR of an object, 1n some implementations more
MIDMRs may be employed. For instance, a focal MIDMR
may be compared with some number of reference MIDMRSs
to better 1dentity damage to the focal MIDMR

After tagging one or more features i both a first MIDMR
and a second MIDMR, at 606 a correspondence between a
first feature 1n the first MIDMR and a second feature in the
second MIDMR 1s determined. According to various
embodiments, the correspondence may be determined by
any suitable technique. For example a feature may reside at
approximately the same location in the first and second
MIDMRs, for instance if both MIDMRSs include an image
captured from corresponding viewpoints. As another
example, visual characteristics such as corners, surfaces, or
lines may be tracked or mapped between the two MIDMRs,
and then these characteristics may be used to create a
correspondence between a feature in one MIDMR with a
feature 1n another MIDMR.

Then, at 608, the first feature in the first MIDMR 1s
compared with the second feature in the second MIDMR to
identify a difference. In some implementations, the two
features may be compared via an object recognition or

analysis procedure. For instance, the procedure may analyze
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images ol the same feature 1n the first and second MIDMR
to 1dentily differences to shape, size, texture, color, or some
other visual characteristic between the two MIDMR:s.

Finally, at 610, a damage i1dentification message that
identifies the one or more differences 1s transmitted. Accord-
ing to various embodiments, the damage 1dentification mes-
sage may be transmitted to any suitable recipient, such as a
local or network storage device, a client computing device,
or a third party. For instance, the damage identification
device may be transmitted to an insurance provider or
vehicle rental service.

In some 1mplementations, the damage 1dentification mes-
sage may include any or all information suitable for indi-
cating the i1dentified damage. For example, the damage
identification message may include location information for
the tag associated with the damage. As another example, the
damage 1dentification message may include i1dentifying
information such as words, URIs. or images associated with
the tagged feature. As yet another example, the damage
identification message may include some or all of the
content 1ncluded in the first or second MIDMR. As still
another example, the damage identification message may
include a request for additional information, such as via
adaptive feature tagging as discussed with respect to FIG. 5.

In particular embodiments, the techniques discussed in
reference to FIG. 6 may be used to 1dentify changes other
than damage. For instance, natural changes to the coloring or
shape of artwork over time may be identified. As another
example, natural changes to persons or animals as a result of
aging may be identified. As yet another example, these
techniques and mechanisms may be used to i1dentily plant
growth.

In particular embodiments, operations shown 1 FIG. 6

* e

may be performed 1n an order different than that shown. For
instance, 1 FIG. 6, differences between corresponding fea-
tures are determined after features are tagged. However,
differences between MIDMRs may also be used to 1dentily
teatures. For example, a first MIDMR of an object may be
compared with a second MIDMR of the same or similar
object to 1dentity differences between the two objects. Then,
those differences may be used to guide the selection of
features for tagging. For instance, an area of a vehicle that
appears scratched in one MIDMR but not scratched in
another MIDMR may be identified as a feature, even 1f the
area 1s otherwise unremarkable.

With reference to FIG. 7, shown 1s a diagrammatic
representation showing an example of different recordings
of the same or a similar object from different viewpoints. As
shown, recordings 1001, 1002, 1003, 1004, 1005, 1006,
1007, and 1008 capture images of object 1000 from different
viewpoints. In a viewpoint-aware feature tagging, tags can
be constructed based 1n part on the particular viewpoint in
which a feature 1s presented. For example, feature tagging
that includes features shown 1n viewpoint 701 would also
create corresponding tags in viewpoints 707 and 708. As
another example, feature tagging that includes features
shown 1n viewpoint 701 might include suggestions of tags
drawn from MIDMRs of similar objects with viewpoints
similar to 701, 707, and 708.

With reference to FIG. 8, shown 1s a particular example of
a computer system that can be used to implement particular
examples of the present invention. For instance, the com-
puter system 800 can be used to perform feature 1dentifica-
tion and tagging in visual representations, such as an
MIDMRs, according to various embodiments described
above. In particular example embodiments, a system 800
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present invention includes a processor 801, a memory 803,
feature tagging interface 811, and a bus 813 (e.g., a PCI bus).
The feature tagging interface 811 may include separate input
and output interfaces, or may be a unified interface support-
ing both operations. When acting under the control of
appropriate software or firmware, the processor 801 1is
responsible for such tasks such as optimization. Various
specially configured devices can also be used 1n place of a
processor 801 or 1n addition to processor 801. The complete
implementation can also be done 1n custom hardware. The
feature tagging 811 1s typically configured to send and
receive data packets or data segments over a network.
Particular examples of interfaces the device supports include
Ethernet interfaces, frame relay interfaces, cable interfaces.
DSL interfaces, token ring interfaces, and the like.

In addition, various very high-speed interfaces may be
provided such as fast Ethernet interfaces, Gigabit Ethernet
interfaces, ATM interfaces, HSSI interfaces, POS intertfaces,
FDDI interfaces and the like. Generally, these interfaces
may include ports appropriate for commumnication with the
appropriate media. In some cases, they may also include an
independent processor and, 1n some instances, volatile
RAM. The independent processors may control such com-
munications 1intensive tasks as packet switching, media
control and management.

According to particular example embodiments, the sys-
tem 800 uses memory 803 to store data and program
instructions and maintain a local side cache. The program
instructions may control the operation of an operating sys-
tem and/or one or more applications, for example. The
memory or memories may also be configured to store
received metadata and batch requested metadata.

Because such information and program instructions may
be employed to implement the systems/methods described
herein, the present mvention relates to tangible, machine
readable media that include program instructions, state
information, etc. for performing various operations
described herein. Examples of machine-readable media
include hard disks, floppy disks, magnetic tape, optical
media such as CD-ROM disks and DV Ds; magneto-optical
media such as optical disks, and hardware devices that are
specially configured to store and perform program instruc-
tions, such as read-only memory devices (ROM) and pro-
grammable read-only memory devices (PROMs). Examples
of program 1instructions include both machine code, such as
produced by a compiler, and files containing higher level
code that may be executed by the computer using an
interpreter.

With reference to FIG. 9, shown 1s an example of a scene
from an MIDMR that 1s presented to a user as a prompt for
the user to select an area of focus 1n the scene for a selective
feature tagging. As depicted, scene 905 shows a particular
viewpoint of an MIDMR. Two preselected objects of interest
are presented as vehicle 907 and bridge 909. According to
various embodiments, the user can select one of these
objects of interest as the subject of feature tagging. Search
results 915 show thumbnail images of some of the possible
search results 917, 919, and 921 for a search of the vehicle
907. Search results 925 show thumbnail images of some of
the possible search results 927 and 929 of the bridge 909. In
some examples, the user selects the object of interest by
engaging a touch screen on a mobile device (such as by
tapping the touch screen) or using a mouse on a personal
computer. In addition, selections of specific areas of the
scene can be made by designating a bounding box or other
shape to indicate the area of focus. For instance, the user
may circle a portion of the vehicle 907, such as the rims.
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Then, feature tagging may be assisted by the identification
of feature tags associated with the search results.
With reference to FIG. 10, shown 1s one example of a

system that can be used to perform feature tagging using
MIDMRSs. As depicted, a combination of client and server
applications 1s used to implement a feature tagging mecha-
nism that uses an MIDMR as a search query. In the present
embodiment, the client 1s depicted as device 1008, which
can be a capture device such as a digital camera, smart-
phone, mobile device, etc. In some examples, the device
1008 can be a computer or other electronic device that stores
an MIDMR of an object to be searched. The server 1is

depicted as system 1000, which receives an MIDMR that

includes 1mages of the object to be searched.
In the present embodiment, system 1000 generates actual

or suggested feature tags based on the MIDMR by compar-
ing an MIDMR received from device 1008 to MIDMRs
and/or 1mages stored by or accessible to system 1000. As
shown, system 1000 includes load balancers 1010 and 1018,

front end servers 1012, 1014, and 1016, and tagging servers
1020, 1022, and 1024. Depending on the particular imple-
mentation of the system 1000, front end servers 1012, 1014,
and 1016 can be used for operations such as determining
additional views and/or information that may be helpful 1n
refining the search results, assigning feature tags, calculating,
correspondence measures and/or confidence values, and
communicating with device 1008. The tagging servers 1020,
1022, 1024 can be used for operations such as those relating
to searching for and retrieving search results and those
relating to generating actual or suggested feature tags.
Although system 1000 includes load balancers 1010 and
1018 to improve performance of the system and make the
system scalable, these load balancers 1010 and 1018 are
optional in some 1mplementations.

According to various embodiments, device 1008 captures
images of object 1002 to generate an MIDMR that can be
used 1n a search query for the object. In particular, device
1008 follows a path depicted as movement of capture device
1004 while recording 1mages of object 1002 from views
1006a to 1006g. The views 10064 to 1006g are captured as
images or frames, along with additional information such as
location information, spatial information, and scale infor-
mation corresponding to each of these 1mages or frames.
Although device 1008 1s depicted as being a capture device
in the present example, 1t 1s also possible 1n other examples
that device 1008 1s a computing device that has access to a
stored MIDMR that includes views of the object to be
tagged.

In the present example, the session begins by initially
sending an MIDMR from device 1008 to system 1000 as a
visual search query. The MIDMR includes images (or
frames) and other information associated with the images,
such as data collected by sensors (e.g. IMU data. GPS
location, audio etc.). The system 1000 performs a search by
comparing the MIDMR to a set of stored MIDMRSs associ-
ated with different 1tems. In some embodiments, the
MIDMR may also be compared to stored images or sets of
images. In some cases, the system returns search results to
the user with a unique identiﬁer that allows the user to send
more data along with the unique identifier, such that the
additional data expands coverage of the MIDMR. If addi-
tional data 1s sent, system 1000 uses the additional data to
improve the search results by combining the additional data
with the previously received MIDMR. The system then
performs a search again with the improved MIDMR as a

visual search query.
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The results of the visual search may then be used to assign
actual or suggested feature tags. For instance, the visual
search may i1dentify search result MIDMRs similar to the
reference MIDMR. Then, tags assigned in one or more of the
search result MIDMRs may be used to determine actual or
suggested feature tags for the reference MIDMR. For
instance, a reference MIDMR of a vehicle may be used to
search for MIDMRs of similar vehicles. The search result
MIDMRs may have tags associated with particular features
such as a license plate, door handle, or windshield. The
location and content of those tags may then be used to
determine actual or suggested feature tags for the reference
MIDMR.

Various embodiments have been described in the present
disclosure related to mechanisms and processes implement-
ing feature tagging using MIDMRs or other multi-view
interactive digital media. Feature tagging using MIDMRSs 1n
this manner provide numerous benefits and advantages over
traditional feature tagging searching mechamsms and pro-
cesses. In particular, one advantage 1s that MIDMRSs high-
light the object of interest because a user captures an
MIDMR by keepmg the object of interest 1n the field of view
while capturing views of the object from different angles.
Another advantage 1s that MIDMRSs provide a separation of
foreground and background, which provides information
that 1s not available 1n single i1mage feature tagging
approaches. In particular, MIDMRSs include multiple view-
points that allow the scene to be divided into layers of
different depths and objects to be separated from each other.
A Tfurther advantage 1s that MIDMRs provide information
about the scale of an object. Specifically, indicators such as
IMU data, including acceleration, step counts, etc., can be
used to estimate the scale of the object of interest. In
contrast, traditional 1mage-based feature tagging does not
include IMU data, so the scale of an object cannot be
estimated 1n traditional 1mage-based feature tagging 1n this
way.

Another advantage of using MIDMRs 1n feature tagging
1s that MIDMRSs provide more context about the object of
interest. In particular, although an MIDMR highlights the
object of interest by featuring multiple viewpoints, an
MIDMR also includes more information about the context
or background available. This additional information about
the context or background can be used by the system to
further find and refine search results to be more relevant and
thus to more accurately 1dentily features.

Yet another advantage of using MIDMRs 1n feature
tagging 1s that MIDMRSs provide more information about the
shape of an object of interest. Accordingly, a visual search
can be used to find 1tems with a similar shape but a different
texture. For instance, a parameterized visual search using
MIDMRSs can be used to focus the search on matches with
the same shape, regardless of texture or other attributes of
the object. Then, features tagged 1n those search results may
be used to determine or suggest features to tag in the
reference MIDMR. In contrast, traditional 1image-based fea-
ture tagging does not allow for this type of specialized
search because the single 1mages used do not include 3D
shape imformation.

With reference to FIG. 11, shown 1s an example of a
process for performing a visual search using MIDMRs.
Using MIDMRSs or other MIDMRSs 1n visual search provides
advantages over using a single image or a stationary video
recording. In particular, whereas a single image 1s only a grid
of color pixels and a video 1s a time sequence of grids of
color pixels, an MIDMR 1s designed to include multiple
viewpoints of the object of interest. Furthermore, 1n addition
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to pure visual information, which includes aspects such as
color and texture, an MIDMR also stores aspects such as
spatial information about the visual data (such as 3D loca-
tion information for the visual information, depth informa-
tion, or visual flow between different viewpoints), geo-
location, date and time of capture, and IMU data (such as
compass, gravity vector, or orientation), scale, geometric
information, and shape imformation. Accordingly, MIDMRSs
provide significantly richer data for performing a visual
search.

According to various embodiments, MIDMRs can be
compact and searchable, such that they can be used eflec-
tively 1 visual search. MIDMRs can be generated by
various methods of aggregating information from multiple
viewpoints. Examples of such aggregation methods can
include max/average pooling, bag of words, vector of locally
agoregated descriptors (VLAD), and/or fisher vectors.

In particular embodiments, visual search using MIDMRs

can be performed between MIDMRSs (1.e. use one MIDMR
to search for other MIDMRs) or between MIDMRs and
other types of digital media, such as images, text, videos,
voice, or 3D models. For visual search using other types of
digital media, the search can be done 1n either direction. For
instance, an MIDMR can be used to search for images or an
image can be used to search for MIDMRs. Although the
present example describes using an MIDMR to search
through stored MIDMRs, other types of MIDMRSs or digital
media representations can also be used in visual search as
described 1n this disclosure.

In the present example, a process for performing a visual
search using MIDMRs 1100 begins when the system
receives a visual search query for an object to be searched

at 1102. The visual search query includes a first MIDMR of

the object to be searched, where the first MIDMR 1ncludes
spatial information, scale information, and diflerent view-
point 1mages of the object. According to various embodi-
ments, the spatial information can include depth informa-
tion, visual flow between the different viewpoints, and/or
three-dimensional location imnformation. In some instances,
the scale information can be estimated using accelerometer
information obtained when capturing the first MIDMR.
Additionally, 1n some examples, the scale information can
be determined using inertial measurement unit (IMU) data
obtained when capturing the first MIDMR. Furthermore, 1n
some examples, the first MIDMR of the object may also
include three-dimensional shape information.

Diflerent types of visual search can be performed such as
live search, selective search, parameterized search, and
viewpoint aware search. Any of these types of searches can
be performed within the scope of this disclosure. In particu-
lar, live search includes a process that occurs during a
session 1n which the search can happen incrementally or at
once. During an incremental search, a subset of the available
viewpoints 1s first used to perform an mmitial search. This
search 1s then refined using more and more viewpoints 1n an
iterative process. For instance, live search can be performed

IDMR 1s being captured. Further

in real-time while an MI
descriptions of selective search, parameterized search, and
viewpoint aware search are described below with regard to
latter figures. These types of search may also be integrated
into the present example, within the scope of this disclosure.
Specifically, any of these types of search or any combination
of these types of search can be used with the current

example.
Next, at 1104, the first MIDMR 1s compared to a plurality
of stored MIDMRs. In particular, spatial information and

scale information of the first MIDMR 1s compared to spatial
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information and scale information of the stored MIDMRs. In
some examples, the first MIDMR of the object 1s compared
to one or more stored MIDMRs without generating a 3D
model of the object. In other examples, a 3D model may be

generated and used for comparing the MIDMR:s.

In the present example, the stored MIDMRs include a

second MIDMR. This second MIDMR 1s generated by
aggregating spatial information, scale information, and dii-
ferent viewpoint images obtained when capturing the second
MIDMR. In some instances, different viewpoint images
obtained when capturing the second MIDMR can be aggre-
gated using an algorithm such as pooling, bag of words,
vector of locally aggregated descriptors (VLAD), and fisher
vectors. In the present embodiment, this second MIDMR 1s
a pessible match for the first MIDMR based on the com-
parison of spatial and scale information between the two
MIDMR:s.

According to various examples, a correspondence mea-
sure 1s generated at 1106 that indicates the degree of
similarity between the first MIDMR and the second
MIDMR. For instance, the degree of similarity may include
a percentage that represents the amount of correlation
between the MIDMRs. This correspondence measure can be
used 1 different ways depending on the desired application.
In particular, the correspondence measure can be calculated
for multiple stored MIDMRSs and the ones with the highest
degree of similarity can be selected as search results to be

returned to the user. In some examp. IDMR

es, each stored MI
that 1s compared to the first MIDMR can have a correspon-
dence measure calculated for it. Furthermore, 1n some
examples, the correspondence measure can be used to rank
the search results by relevancy. In some examples, the
correspondence measure can be displayed with search
results as a response to the visual search query. However, in
other examples, the correspondence measure may be used
only by the system to determine matches and not displayed
to the user with search results.

In the present example, once one or more matches are
found, the search results are transmitted to the user at 1108.
In particular, 1t the second MIDMR 1s found to be a match,
an 1image associated with the second MIDMR 1s transmitted
in response to the visual search query. This image may
include a thumbnail and/or link associated with the second
MIDMR. In particular, the link may allow the user to view
the second MIDMR to determine 1f this 1s an appropnate
match. Furthermore, additional information may be included
with the 1mage in some instances, such as information about
the 1tem, source of the item, where to purchase the 1tem, etc.

Although particular features have been described as part
of each example 1n the present disclosure, any combination
of these features or additions of other features are intended
to be included within the scope of this disclosure. Accord-
ingly, the embodiments described herein are to be consid-
ered as illustrative and not restrictive. Furthermore, although
many of the components and processes are described above
in the singular for convenience, 1t will be appreciated by one
of skill in the art that multiple components and repeated
processes can also be used to practice the techniques of the
present disclosure.

While the present disclosure has been particularly shown
and described with reference to specific embodiments
thereol, 1t will be understood by those skilled 1n the art that
changes 1n the form and details of the disclosed embodi-
ments may be made without departing from the spirit or
scope of the mvention. Specifically, there are many alterna-
tive ways ol implementing the processes, systems, and
apparatuses described. It 1s therefore intended that the inven-
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tion be interpreted to include all variations and equivalents
that fall within the true spirit and scope of the present
invention.

The 1nvention claimed 1s:

1. A method comprising;

receiving via a communications interface at a server a
visual feature tagging request for a first multi-view
interactive digital media representation (MIDMR) of
an object generated at a mobile computing device, the
first MIDMR of the object including spatial informa-
tion determined at least in part based on inertial data
captured from an inertial measurement unit (IMU) as
the mobile computing device moves along a path
through space relative to the object, the first MIDMR of
the object also including a plurality of diflerent view-
point 1mages of the object captured as the mobile
computing device moves along the path, the {first
MIDMR of the object also including a three-dimen-
stonal model of the object separated from scenery
around the object;

identifying via a processor a visual feature in the first
MIDMR of the object based at least 1n part on the
spatial information and the three-dimensional model,
wherein the visual feature represents a physical loca-
tion on the object, wherein the visual feature appears in
a first one of the viewpoint images at a first location and
in a second one of the viewpoint 1images at a second
location, wherein 1dentifying the visual feature com-
prises comparing the first MIDMR with a plurality of
reference MIDMRs, each reference MIDMR 1ncluding
a respective one or more visual feature tags that 1den-
tifies a respective one or more features 1n the respective
reference MIDMR;

creating visual feature correspondence information that
links information identifying the visual feature with the
first location 1n the first viewpoint image and the
second location 1n the second viewpoint image based at
least 1n part on the spatial information and the three-
dimensional model, wherein the spatial information

comprises visual flow between the different viewpoint
images and scale information estimated using acceler-
ometer data obtained when capturing the first MIDMR;
and
transmitting from the server via the communications
interface a feature tag message associated with the first
MIDMR 1n response to the feature tagging request,
wherein the feature tag message 1dentifies the visual
feature 1n the first and second viewpoint images,

wherein the comparing the first MIDMR with the pluraliN
of reference MIDMRSs comprises comparing the scale
information of the first MIDMR with scale information
of the plurality of reference MIDMRs.

2. The method recited 1n claim 1, wherein 1dentifying the
visual feature comprises processing user mput that identifies
at least one of the first location and the second location.

3. The method recited in claim 1, wherein 1dentitying the
visual feature further comprises:

selecting a reference MIDMR that 1s similar to the first

MIDMR,

identifying a reference visual feature associated with the

reference MIDMR, and

locating the reference visual feature 1n the first MIDMR.

4. The method recited in claim 1, wherein 1dentitying the
visual feature comprises:
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determining an object type associated with the object,

identitying a predefined visual feature associated with the
object type, and

locating the predefined visual feature 1n the first MIDMR.

5. The method recited in claim 4, the method further
comprising;

identifying a visual feature in a second MIDMR of the
object, wherein the first MIDMR of the object repre-
sents the object at a first point 1n time and wherein the
second MIDMR of the object represents the object at a
second point 1 time.

6. The method recited 1n claim 5, the method further

comprising:

comparing the visual feature in the first MIDMR of the
object to the visual feature 1n the second MIDMR of the
object to 1identify a change in the object between the
first time and the second time.

7. The method recited 1n claim 6, wherein the object 1s a
vehicle and wherein the change in the object represents
damage to the object.

8. The method recited 1n claim 1, wherein the spatial
information comprises depth information.

9. The method recited 1mn claim 1, wherein the spatial
information comprises three-dimensional location informa-
tion.

10. The method recited 1in claim 1, wherein the MIDMR
of the object further comprises three-dimensional shape
information.

11. A system comprising:

memory configured to store a visual feature tagging
request recerved at a server for a first multi-view
interactive digital media representation (MIDMR) of
an object, the first MIDMR of the object including
spatial information determined at least 1n part based on
inertial data captured from an inertial measurement unit
(IMU) as a mobile computing device moves along a
path through space relative to the object, the first
MIDMR of the object also including a plurality of
different viewpoint images of the object captured as the
mobile computing device moves along the path, the
first MIDMR of the object also including a three-
dimensional model of the object separated from scen-
ery around the object;

a processor configured to identify a visual feature 1n the
first MIDMR of the object based at least in part on the
spatial information and the three-dimensional model,
wherein the spatial information comprises visual flow
between the diflerent viewpoint images and scale infor-
mation estimated using accelerometer data obtained
when capturing the first MIDMR, wherein the visual
feature represents a physical location on the object,
wherein the visual feature appears 1n a first one of the
viewpoint images at a first location and in a second one
of the viewpoint 1images at a second location, and to
create visual feature correspondence information that
links information identitying the visual teature with the
first location in the first viewpoint 1mage and the
second location 1n the second viewpoint image based at
least 1n part on the spatial information and the three-
dimensional model, wherein 1dentifying the visual fea-
ture comprises comparing the first MIDMR with a
plurality of reference MIDMRs, each reference

MIDMR 1ncluding a respective one or more visual

feature tags that identifies a respective one or more

features 1n the respective reference MIDMR; and

a communications interface configured to transmit from
the server a feature tag message associated with the first
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MIDMR 1n response to the feature tagging request, a respective one or more visual feature tags that 1den-
wherein the feature tag message identifies the visual tifies a respective one or more features 1n the respective
feature 1n the first and second viewpoint images, reterence MIDMR;

creating visual feature correspondence information that
links information identitying the visual feature with the
first location in the first viewpoint image and the
second location 1n the second viewpoint image based at
least 1n part on the spatial information and the three-

wherein the comparing the first MIDMR with the plurality
of reference MIDMRSs comprises comparing the scale >
information of the first MIDMR with scale information
of the plurality of reference MIDMR:s.

12. The system recited in claim 11, wherein 1dentifying dimensional model, wherein the spatial information
the visual feature comprises: comprises visual flow between the different viewpoint
selecting a reference MIDMR that 1s similar to the first 10 images and scale information estimated using acceler-
MIDMR, ometer data obtained when capturing the first MIDMR ;

identifying a reference visual feature associated with the and
reference MIDMR, and transmitting from the server via the communications
interface a feature tag message associated with the first

locating the reference visual feature 1n the first MIDMR.
13. One or more non-transitory computer readable media
having instructions stored thereon for performing a method,

15 MIDMR 1n response to the feature tagging request,
wherein the feature tag message 1dentifies the visual
feature 1n the first and second viewpoint 1images,

the method comprising: wherein the comparing the first MIDMR with the plurality

receiving via a communications interface at a server a of reference MIDMRs comprises comparing the scale

visual feature tagging request for a first multi-view 20 information of the first MIDMR with scale information
interactive digital media representation (MIDMR) of of the plurality of reference MiDMRs.

an object, the first MIDMR of the object including 14. The one or more non-transitory computer readable

spatial information determined at least 1n part based on media recited 1n claim 13, wherein 1dentifying the visual

feature comprises:
determining an object type associated with the object,
identifying a predefined visual feature associated with the
object type, and

inertial data captured from an inertial measurement unit
(IMU) as a mobile computing device moves along a 25

path through space relative to the object, the first

MIDMR of the object also including a plurality of : _ _
different viewpoint images of the object captured as the locating the predefined visual feature 1n the first MIDMR.

mobile computing device moves along the path, the 15. The one or more non-transitory computer readable

first MIDMR of the obiect also includi hree. 30 media recited in claim 13, the method further comprising:
- D] g Ao RO e & T identifying a visual feature in a second MIDMR of the

object, wherein the first MIDMR of the object repre-
sents the object at a first point 1n time and wherein the
second MIDMR of the object represents the object at a
second point 1 time; and

comparing the visual feature in the first MIDMR of the
object to the visual feature 1n the second MIDMR of the
object to 1identify a change in the object between the
first time and the second time, wherein the object 1s a
vehicle and wherein the change 1n the object represents
damage to the object.

dimensional model of the object separated from scen-
ery around the object;

identifying via a processor a visual feature in the first
MIDMR of the object based at least 1n part on the
spatial information and the three-dimensional model, 33
wherein the visual feature represents a physical loca-
tion on the object, wherein the visual feature appears in
a {irst one of the viewpoint images at a first location and
in a second one of the viewpoint 1images at a second

location, wherein identifying the visual feature com- Y
prises comparing the first MIDMR with a plurality of
reference MIDMRs, each reterence MIDMR including %k k%
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