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FIG. 5




CMN
1INVHLNI

| 14S0v3H SaH

US 11,132,896 B2

er;

)

-~

S

Te AV 1dSId

,_w LINM

= P6 NOILVOIN

L NANINOD
H0OSS300¥d

n _

— C6

)

m, | >m_o_.>_m__>_

= 1INN NOILYH3dO

2 G6

TYNINYILINTD  F6

U.S. Patent

> 434040044 OddIA Ol

q9s N e0g
9030 | | NOLLYWNOAN
NOILO3L3C
AJONIN
TOud
95 _‘

_._o%m_mm:o__._m\,

MAE Ak bkl bk Je T D AN T B G WA AT GRS  RARS  BEAT kel feek e AT AT T T DD BB BN DS OB TR

LINM

SS-| INJWHOVLLY OVl

LINM

PS 1 sisATYNY I10IHIA

15
05

VddWVO NOYAS ||~

AEEE ehidds deinkhk mb T, TR AW TS I I T B G EAE BRGNS WBEEE  BEAS  BEAE i diaial hiskin bkl sk sk emky e e

LINN
NOILVOINNNWNOD

d3Ad4S HOHVAES F10IHAA

LANVHLNI

Vd3WVYO INOXA

TMN




US 11,132,896 B2

Sheet 6 of 23

Sep. 28, 2021

U.S. Patent

dIAGIS HOAVIS
JT0IH3A O1

/N

:

CMN
1ANVHLNI

TYNINSESL INJITO OL <

LINN
2/ NOILYINWNDDY IOV
AYOWIN
LINN ONISSID0¥d
ONITH0D3H IOV
LINN
NOILYOINNIWWOD
4304023y 03AIA
0L L1INVHINI
VHINYD NO¥A

_ '.“ IMN

VddAVO NOYH

. Ol



US 11,132,896 B2

Sheet 7 of 23

Sep. 28, 2021

U.S. Patent

OAY S EI' _ | /

i
W
I

— . _ _ _ _ 5

o % 5 3

) S 7 D

D L N\_>_o || LD |
LL]
“\ ‘~
oAy 19|13 _I aAY (1913 .

LIV _ 29V 1OV o

— rtetee] |

v - fanBialy 003

L Inky

Li E

- 0 <n m ﬂ...m Mm 14 MOLIEN
mmv{ % m .w.o{ % m < Ainbiquny aj4ig

3| = ® o = S )

- ~ _

oA N / gA al T 009
TTE \ P VL3 T _I|P§u -

Bl UOBISOd 10935
GO PND 101 6N UoKISO
an_ Wd Q0-¥L 8L0C/OCHY 0
Wd 00-E1 810Z/0CY o)
WoA eRq jH—AQ 17 o] s

e ] wes Lo

X | 00"ON 92B))
REESERTEES,
\ |+ [x Uoesg3pIysA

L «/Eg 8 94




3Ny UGl || | /

US 11,132,896 B2

B _| -
ldd “I| ze¥a
& oy, 91 3 81S I 1 640
= — BN
o anY 19} 3
ﬂ MEO h 6€ 0z OL S0G 0 02 Q¢
S 5 __ 2240 1| 124 =
P, m w 4 13
At Nﬁ_m_E . M M |||ﬂ@w_ |
S | GYC | B = |
] TE A T TITE I
" X 1640 || 1yya /) 1V
& 2540 GO iy /|| Hvdd
L ZiMa .
WO TERD i — A gad | -

9SE)) yoleag
D T a1
- —wEs e ]

N e 1x oseag B
LdiA 1/ 1AM 6 94

U.S. Patent



US 11,132,896 B2

Sheet 9 of 23

Sep. 28, 2021

U.S. Patent

|

I[E 198[8S9(]

OND
ANV UiG13 B M_
.-Q
) 110
I}II LALLL

oAy Ui/l 4 :o
oA
LETNEER —

B ]9eS -
20109

||e jos|ese(

_ 1215995
943

AR

0t 0Z 0L S0 6 o™ oz
3P MOLIEN
AmBrquny at]
P MOLIEN
Anbiquny 10|09
1&
Anbraquny a14S
MV_O yolesg Jed o
(JonS}AeID 10j0)
ANS+uepeg Slis
_ Ay U2l 3215 add _
ean UCHISO
Wd 00-¥L 81L0Z/0C/
Wd 00 mv mvoﬁog wald
e g A
mmmo r_o._mmm

p—

X 1 00°ON 92€e9

_ TREESERTENNS)

cddd

cd8d
g4

}SI

110
LAS

ASHI

0} 9Id



US 11,132,896 B2

Sheet 10 of 23

Sep. 28, 2021

U.S. Patent

P

134

Tl
——}

MOLEN
AjnBirquiny auul |

MOLEN
AnbBiquny X400

MOLIEN
Ambipeny 014

_ yoIreas 18] o _

— 14l

e OId



VAN _ AN ¢AIN LAIN
r A— A f kr.l.l..ll.ll \ i T A — 1\ f A A
SOSSe|buUng SOSSE[bUNG SOSSE[bUNG SoSSehung
Wd ¢0-¥£-€0 8L0c 0C ‘BN Nd £¢-€€-€0 8L0¢C 0¢ JeIN Ad 20:€€°€0 8102 0¢ BN Ad L¥-¢€-€0 8L0C 0¢ JIEN

OAY W/ 3%1S 333 SAYI/13 8IS 333 SAY UiLL3 B 1S5 33 OAV ULLLT R 1S 33

US 11,132,896 B2

e,
g\
Cofn
-
v—
v
~
L
L
_—
9
| [
I |
I |
_ "
1 -
o | . M m
~ __ | padsns jo uojeuiueiea@ (A | _
m.,, _‘sz " g}oadsns 1o b___n_mmon_S S “ m m
I |
s | ajepipues j0adsns e 1IoNG (A | ! aoeds 81|
L _ sjepipued pedsng (A ! I8l Jayepdn sse) |
o ! 1) Wd Z€:51:¥0 81.0¢°0¢ JelN: awn pue sjep ejepdn 9sE]!
_ uosuyor: loyeai1o asen
l

Nd 60:50:70 810Z'0Z JBIN: Swiy pue ajep ajeals ase)

4702 IR ot 191 2dl

U.S. Patent

¢t Old



U.S. Patent Sep. 28, 2021 Sheet 12 of 23 US 11,132,896 B2

FIG. 13
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FIG. 14
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FIG. 15
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FIG. 24
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VEHICLE DETECTION SYSTEM AND
VEHICLE DETECTION METHOD

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present disclosure relates to a vehicle detection
system and a vehicle detection method for assisting detec-
tion of a vehicle or the like using an image captured by a
camera.

2. Background Art

A technique 1s known 1n which a plurality of cameras are
disposed at predetermined locations on a travelling route of
a vehicle, and camera 1mage information captured by the
respective cameras 1s displayed on a display device in a
terminal device mounted in the vehicle through a network
and wireless information exchange device (see JP-A-2007-
1’74016, for example). According to JP-A-2007-174016, a
user can obtain a real-time camera image with a large
information amount, based on the camera 1mage information
captured by the plurality of cameras disposed on the trav-
clling route of the vehicle.

In JP-A-2007-174016 described above, 1t 1s described that
the camera 1image information captured by the plurality of
camera devices 1s displayed on the display device in the
terminal device mounted on the vehicle, and thus a user (for
example, a driver) can confirm the real-time captured image
at a disposition location of each camera device. However, 1n
JP-A-2007-174016, 1t 1s not considered that, when an event
(heremaftter, referred to as an “incident or the like™) such as
an incident or accident occurs at a travelling route (for
example, an 1ntersection where many people and vehicles
come and go) of a vehicle, a getaway route of the vehicle
causing the event 1s narrowed down. For example, when a
plurality of intersections are disposed adjacent to each other,
if 1t 1s possible to narrow down the intersections where the
getaway vehicle appears next to the intersection where the
event occurred with a certain degree of accuracy, 1t is
predicted to save time and eflort for a route search of the
getaway vehicle. Since no consideration i1s given to this
point of view, even when the incident or the like described
above occurs, even 1 the technique described 1n JP-A-2007-
1’74016 1s used, the getaway route of the getaway vehicle
cannot be easily tracked and early detection of a suspect or
a criminal of the incident or the like 1s difficult.

SUMMARY OF THE INVENTION

The present disclosure 1s devised 1n view of the circum-
stances of the related art described above and an object
thereot 1s to provide a vehicle detection system and a vehicle
detection method which efliciently reduces the time and
ellort spent on narrowing down a vehicle which has gotten
away from an intersection where many people and vehicles
come and go and assists early detection of a suspect or a
criminal of the incident or the like when an incident or the
like occurs at the intersection.

The present disclosure provides a vehicle detection sys-
tem 1ncluding a server connected to communicably a plu-
rality of cameras 1nstalled at each of a plurality of intersec-
tions, and a client terminal connected to communicably the
server. The client terminal displays, on a display device, a
visual feature of each of a plurality of vehicles passing
through an intersection at a location where an incident
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occurred and map data indicating a passing direction of the
cach of the plurality of vehicles passing through the inter-

section and sends, 1n response to a designation of any one of
the plurality of vehicles, an 1nstruction to set the designated
vehicle as a tracking target vehicle to the server. When the
istruction 1s recerved, the server specifies a camera of an
intersection at which the tracking target vehicle 1s highly
likely to enter next based on at least a current time and a
passing direction of the tracking target vehicle and sends
camera information of the specified camera to the client
terminal. When the camera information 1s received, the
client terminal displays, on the display device, a position of
a camera corresponding to the camera information to be
superimposed on the map data i1dentifiably.

In addition, the present disclosure also provides a vehicle
detection method implemented by a vehicle detection sys-
tem which includes a server connected to communicably a
plurality of cameras installed at each of a plurality of
intersections, and a client terminal connected to communi-
cably the server. The method includes displaying, by the
client terminal, on a display device, a visual feature of each
of a plurality of vehicles passing through an intersection at
a location where an incident occurred and map data indi-
cating a passing direction of the each of the plurality of
vehicles passing through the intersection, and sending, in
response to a designation of any one of the plurality of
vehicles, an imstruction to set the designated vehicle as a
tracking target vehicle to the server. The method includes,
speciiying, by the server when the instruction is received, a
camera of the intersection at which the tracking target
vehicle 1s highly likely to enter next based on at least a
current time and a passing direction of the intersection of the
tracking target vehicle and sending camera information of
the specified camera to the client terminal. The method
includes, displaying, on the display device, by the client
terminal when the camera information 1s received, a position
ol a camera corresponding to the camera information to be
superimposed on the map data 1dentifiably.

According to the present disclosure, when an 1ncident or
the like occurs at an intersection where many people or
vehicles come and go, 1t 1s possible to efliciently reduce the
time and eflort spent on narrowing down a vehicle which has
gotten away Irom the mtersection, and assists early detection
of a suspect or a criminal of the incident or the like.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram illustrating a system configu-
ration example of a vehicle detection system;

FIG. 2 1s a block diagram 1llustrating an internal configu-
ration example of a camera;

FIG. 3 1s a side view of the camera;

FI1G. 4 15 a side view of the camera with a cover removed;

FIG. 5 1s a front view of the camera with the cover
removed;

FIG. 6 1s a block diagram 1llustrating an internal configu-
ration example of each of a vehicle search server and a client
terminal;

FIG. 7 1s a block diagram 1llustrating an internal configu-
ration example of a video recorder;

FIG. 8 1s a diagram 1llustrating an example of a vehicle
search screen;

FIG. 9 1s an explanatory view illustrating a setting
example of flow-1n and flow-out directions of a vehicle with
respect to an intersection;

FIG. 10 1s an explanatory view illustrating a setting
example of a car style and a car color of a vehicle;



US 11,132,896 B2

3

FIG. 11 1s a diagram 1illustrating an example of a search
result screen of a vehicle candidate:

FIG. 12 1s a diagram 1llustrating an example of a case
screen;

FIG. 13 1s a flowchart illustrating an example of an
operation procedure of an associative display of a vehicle
thumbnail 1mage and a map:;

FIG. 14 1s a flowchart 1llustrating an example of a detailed
operation procedure of Step St2 i FIG. 13;

FIG. 15 15 a flowchart 1llustrating an example of a detailed
operation procedure of Step St4 i FIG. 13;

FIG. 16 1s an operation principle diagram ol narrowing
down of cameras at an intersection where the tracking target
vehicle 1s predicted to pass through;

FIG. 17 1s another operation principle diagram of nar-
rowing down of cameras at the intersection where the
tracking target vehicle 1s predicted to pass through;

FIG. 18 1s another operation principle diagram of nar-
rowing down of cameras at the intersection where the
tracking target vehicle 1s predicted to pass through;

FIG. 19 1s another operation principle diagram of nar-
rowing down of cameras at the intersection where the
tracking target vehicle 1s predicted to pass through;

FIG. 20 1s a diagram 1illustrating an example of a vehicle
tracking screen displayed in the tracking mode;

FIG. 21 1s a diagram 1illustrating an example of an 1image
reproduction dialog displayed by designation of a camera
icon;

FI1G. 22 1s a diagram 1illustrating another example of the
vehicle tracking screen;

FIG. 23 1s a diagram 1illustrating another example of the
vehicle tracking screen; and

FI1G. 24 1s a flowchart 1llustrating an operation procedure
example 1n tracking mode.

DETAILED DESCRIPTION OF TH.
EXEMPLARY EMBODIMENT

(Ll

Hereinafter, an embodiment 1in which a vehicle detection
system and a vehicle detection method according to the
present disclosure are specifically disclosed will be
described 1n detall with reference to the accompanying
drawings as appropriate. However, more detailed explana-
tion than necessary may be omitted. For example, detailed
explanations of already well-known matters and redundant
explanation on the substantially same configuration may be
omitted. This 1s to avoid the following description from
being unnecessarily lengthy and to facilitate understanding,
by those skilled 1n the art. The accompanying drawings and
the following description are provided to enable those
skilled in the art to sufliciently understand the present
disclosure and 1t 1s not intended that they limit the claimed
subject matters.

Hereinaliter, an example of assisting the investigation by
a police officer who tracks a vehicle (that 1s, a getaway
vehicle) on which a person such as a suspect who caused an
incident (for example, an incident or an accident) or the like
at an 1ntersection where many people and vehicles come and
go or a vicimty thereol rides with the vehicle detection
system 1s described.

FIG. 1 1s a block diagram illustrating a system configu-
ration example ol a vehicle detection system 100. The
vehicle detection system 100 as an example of vehicle and
the like detection system 1s constituted to include a camera
installed corresponding to each intersection, and a vehicle
search server 50, a video recorder 70 and a client terminal
90, the latter three elements being installed in a police
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station. In the following description, the video recorder 70
may be provided as an on-line storage connected to the
vehicle search server 50 through a communication line such
as the Internet, instead ol on-premises management 1n the
police station.

In the vehicle detection system 100, one camera (for
example, camera 10) 1s installed for one intersection. For
one intersection, a plurality of cameras (for example, cam-
eras 10 or cameras with an internal configuration different
from that of the camera 10) may be installed. Therefore, the
camera 10 1s installed at a certain intersection and a camera
104 1s 1installed at another intersection. Further, the internal
configurations of the cameras 10, 10aq, . . . are the same. The
cameras 10, 10aq, . . . are respectively connected to be able
to communicate with each of the vehicle search server 50
and the video recorder 70 1n the police station through a
network NW1 such as an mtranet communication line. The
network NW 1 1s constituted by a wired communication line
(for example, an optical communication network using an
optical fiber), but 1t may also be constituted by a wireless
communication network.

Each of the cameras 10, 10a, . . . 1s a surveillance camera
capable of capturing an 1mage of a subject (for example, an
image showing the situation of an intersection) with an
imaging angle of view set when it 1s installed at the
intersection and sends data of the captured image to each of
the vehicle search server 50 and the video recorder 70. The
data of the captured image 1s not limited to data of only a
captured 1mage but includes identification information (in
other words, position information on an intersection where
the corresponding camera 1s installed) of the camera which
captured the captured image and information on the captur-
ing date and time.

The vehicle search server 50 (an example of a server) 1s
installed 1n a police station, for example, receives data of
captured 1mages respectively sent from the cameras 10,
10qa, . . . mnstalled at all or a part of intersections within the
jurisdiction of the police station, and temporarily holds (that
1s, saves) the data 1n a memory 52 or a storage unit 36 (see
FIG. 6) for various processes by a processor PRC1. Every
time the held data of the captured image 1s sent from each
of the cameras 10, 10q, . . . and received by the vehicle
search server 50, video analysis 1s performed by the vehicle
search server 50 and the data 1s used for acquiring detailed
information on the incident and the like. Further, when an
event such as an incident occurs, the held data of the
captured 1mage 1s subjected to video analysis by the vehicle
search server 50 based on a vehicle information request from
the client terminal 90 and used for acquiring detailed infor-
mation on the incident or the like. The vehicle search server
50 may send some captured 1mages (for example, captured
images (for example, captured images of an important
incident or a serious mcident) specified by an operation of a
terminal (not 1illustrated) used by an administrator in the
police station) to the video recorder 70 for storage. The
vehicle search server 50 may acquire tag information (for
example, person information such as the face of a person
appearing 1n the captured image or vehicle information such
as a car type, a car style, a car color, and the like) relating
to the content of the image as a result of the video analysis
described above, attach the tag information to the data of the
captured 1mages connectively, and accumulate 1t to the
storage unit 36.

The client terminal 90 1s 1nstalled 1n, for example, a police
station and 1s used by oflicials (that 1s, a policeman who 1s
a user in the police station) 1n the police station. The client
terminal 90 1s a laptop or notebook type Personal Computer
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(PC), for example. When, for example, an incident or the
like occurs, from the telephone call from a notitying person
who informed the police station of the occurrence of the
incident or the like, a user inputs various pieces of infor-
mation relating to the incident or the like as witness 1nfor-
mation (see below) by operating the client terminal 90 and
records 1t. Further, the client terminal 90 1s not limited to the
PC of the type described above and may be a computer
having a communication function such as a smartphone, a
tablet terminal, a Personal Digital Assistant (PDA), or the
like. The client terminal 90 sends a vehicle information
request to the vehicle search server 50 to cause the vehicle
search server 50 to search for a vehicle (that 1s, a getaway
vehicle on which a person such as a suspect who caused the
incident or the like rides) matching the witness information
described above, receives the search result, and displays 1t
on a display 94.

The video recorder 70 1s installed in, for example, the
police station, receives data of the captured images sent
respectively from the cameras 10, 10q, . . . mstalled at all or
a part of the intersections within the jurisdiction of the police
station, and saves them for backup or the like. The video
recorder 70 may send the held data of the captured 1mages
of the cameras to the client terminal 90 according to a
request from the client terminal 90 according to an operation
by a user. The vehicle search server 50, the video recorder
70, and the client terminal 90 installed 1n the police station
are connected to be able to communicate with one another
via a network NW2 such as an 1ntranet 1n the police station.

Only one vehicle search server 30, one video recorder 70,
and one client terminal 90 installed 1n the police station are
illustrated 1n FI1G. 1, but a plurality of them may be provided.
Also, 1 a case of the police station, a plurality of police
stations may be included in the vehicle detection system
100.

FI1G. 2 1s a block diagram 1llustrating an 1nternal configu-
ration example of the cameras 10, 10q, . . . . As described
above, the respective cameras 10, 10q, . . . have the same
configuration, so the camera 10 will be exemplified below.
FIG. 3 1s a side view of the camera. FIG. 4 1s a side view of
the camera 1n a state where a cover 1s removed. FIG. 515 a
front view of the camera 1n a state where the cover 1s
removed. The cameras 10, 10qa, . . . are not limited to those
having the appearance and structure 1llustrated 1n FIGS. 3 to
5.

First, the appearance and mechanism of the camera 10
will be described with reference to FIGS. 3 to 5. The camera
10 illustrated 1n FIG. 3 1s fixedly installed on, for example,
a pillar of a traflic light installed at an intersection or a
telegraph pole. Hereinafter, coordinate axes of three axes
illustrated 1n FIG. 3 are set with respect to the camera 10.

As 1llustrated in FI1G. 3, the camera 10 has a housing 1 and
a cover 2. The housing 1 has a fixing surface Al at the
bottom. The camera 10 1s fixed to, for example, a pillar of
a tratlic light or a telegraph pole via the fixing surface Al.

The cover 2 1s, for example, a dome type cover and has
a hemispherical shape. The cover 2 1s made of a transparent
material such as glass or plastic, for example. The portion
indicated by the arrow A2 1n FIG. 3 indicates the zenith of
the cover 2.

The cover 2 1s fixed to the housing 1 so as to cover a
plurality of imaging portions (see FIG. 4 or 5) attached to the
housing 1. The cover 2 protects a plurality of imaging
portions 11a, 115, 11¢, and 114 attached to the housing 1.

In FIG. 4, the same reference numerals and characters are
given to the same components as those in FIG. 3. As
illustrated 1 FIG. 4, the camera 10 has the plurality of
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imaging portions 11a, 115, and 11c¢. The camera 10 has four
imaging portions. However, in FIG. 4, another imaging
portion 114 1s hidden behind (that 1s, 1n a —x axis direction)
the 1maging portion 115.

In FIG. 5, the same reference numerals and characters are
given to the same components as those mm FIG. 3. As
illustrated in FIGS. 2 and 3, the camera 10 has four imaging
portions 11a, 115, 11¢, and 11d. Imaging directions (for
example, a direction extending perpendicularly from a lens
surface) of the imaging portions 11a to 114 are adjusted by
the user’s hand. The housing 1 has a base 12. The base 12
1s a plate-shaped member and has a circular shape when
viewed from the front (+z axis direction) of the apparatus.
The 1maging portions 1la to 114 are movably fixed (con-
nected) to the base 12 as will be described 1n detail below.

The center of the base 12 1s located right under the zenith
of the cover 2 (directly below the zenith). For example, the
center of the base 12 1s located directly below the zenith of
the cover 2 indicated by the arrow A2 1n FIG. 3.

As 1llustrated 1n FIG. 2, the camera 10 1s constituted to
include four imaging portions 11a to 11d, a processor 12P,
a memory 13, a communication unit 14, and a recording unit
15. Since the camera 10 has four imaging portions 11a to
114, 1t 1s a multi-sensor camera having an 1maging angle of
view 1n four directions (see FIG. 5). However, in the first
embodiment, for example, two 1maging portions (for
example, 1maging portions 11a and 11¢) arranged opposite
to each other are used. This 1s because the 1maging portion
11a 1mages 1n a wide area so as to be able to image the entire
range of the itersection and the imaging portion 11¢ 1mages
so as to supplement the range (for example, an area where
a pedestrian walks on a lower side 1n a vertical direction
from the installation position of the camera 10) of the dead
angle of the imaging angle of view of the imaging portion
11a. At least two of the imaging portions 11a and 11¢ may
be used, and furthermore, either or both of the 1maging
portions 115 and 114 may be used.

Since the imaging portions 11a to 114 have the same
configuration, the imaging portion 11a will be exemplified
and explained. The imaging portion 11a has a configuration
including a condensing lens and a solid-state imaging device
such as a Charge Coupled Device (CCD) type 1image sensor
or a Complementary Metal Oxide Semiconductor (CMOS)
type 1image sensor. While the camera 10 1s powered on, the
imaging portion 11a always outputs the data of the captured
image ol the subject obtained based on the image captured
by the solid-state 1maging device to the processor 12P. In
addition, each of the imaging portions 11a to 114 may be
provided with a mechanism for changing the zoom magni-
fication at the time of 1maging.

The processor 12P 1s constituted using, for example, a
Central Processing Unit (CPU), a Micro Processing Unait
(MPU), a Dagital Signal Processor (DSP), or a Field-Pro-
grammable Gate Array (FPGA). The processor 12P func-
tions as a control unit of the camera 10 and performs control
processing for totally supervising the operation of each part
of the camera 10, input/output processing of data with each
part of the camera 10, calculation processing of data, and
storage processing of data. The processor 12P operates 1n
accordance with programs and data stored 1n the memory 13.
The processor 12P uses the memory 13 during operation.

Further, the processor 12P acquires the current time
information, performs various known image processing on
the captured image data captured by the 1maging portions
11a and 1l1c¢, respectively, and records the data in the
recording unit 15. Although not illustrated 1n FIG. 2, when
the camera 10 has a Global Positioning System (GPS)
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receiving unit, the current position information may be
acquired from the GPS receiving unit and the data of the
captured 1mage may be recorded in association with the
position information.

Here, the GPS receiving unit will be briefly described.
The GPS receiving unit receives satellite signals imncluding
the signal transmission time and position coordinates and
transmitted from a plurality of GPS ftransmitters (for
example, four navigation satellites). The GPS recerving unit
calculates the current position coordinates of the camera and
the reception time of the satellite signal by using a plurality
of satellite signals. This calculation may be executed not by
the GPS receiving unit but by the processor 12P to which the
output from the GPS receiving unit 1s mnput. The reception
time information may also be used to correct the system time
of the camera. The system time 1s used for recording, for
example, the 1imaging time of the captured picture consti-
tuting the captured image.

Further, the processor 12P may variably control the imag-
ing conditions (for example, the zoom magnification) by the
imaging portions 11a to 114 according to an external control
command recerved by the communication unit 14. When an
external control command 1nstructs to change, for example,
the zoom magnification, 1 accordance with the control
command, the processor 12P changes the zoom magnifica-
tion at the time of 1maging of the imaging portion instructed
by the control command.

In addition, the processor 12P repeatedly sends the data of
the captured 1mage recorded 1n the recording umit 15 to the
vehicle search server 50 and the video recorder 70 via the
communication unit 14. Here, repeatedly sending 1s not
limited to transmitting every time a fixed period of time
passes and may include transmitting every time not only
fixed period but a predetermined irregular time interval
clapses, including transmitting a plurality of times.

The memory 13 1s constituted using, for example, a
Random Access Memory (RAM) and a Read Only Memory
(ROM) and temporarily stores programs and data necessary
for executing the operation of the camera 10, and further
information, data, or the like generated during operation.
The RAM 1s, for example, a work memory used when the
processor 12P 1s in operation. The ROM stores, for example,
a program and data for controlling the processor 12P 1n
advance. Further, the memory 13 stores, for example, 1den-
tification mformation (for example, serial number) for 1den-
tifying the camera 10 and various setting information.

The commumnication unit 14 sends the data of the captured
image recorded 1n the recording unit 13 to the vehicle search
server 50 and the video recorder 70 respectively via the
network NW1 described above based on the instruction of
the processor 12P. Further, the communication unit 14
receives the control command of the camera 10 sent from the
outside (for example, the vehicle search server 350) and
transmits the state information on the camera 10 to the
outside (for example, the vehicle search server 50).

The recording unit 15 1s constituted by using a semicon-
ductor memory (for example, flash memory) incorporated 1n
the camera 10 or an external storage medium such as a
memory card (for example, an SD card) not incorporated in
the camera 11. The recording unit 15 records the data of the
captured 1mage generated by the processor 12P 1n associa-
tion with the identification information (an example of the
camera mformation) of the camera 10 and the information
on the imaging date and time. The recording unit 15 always
pre-buflers and holds the data of the captured image for a
predetermined time (for example, 30 seconds) and continu-
ously accumulates the data while overwriting the data of the
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captured 1mage up to a predetermined time (for example, 30
seconds) before the current time. When the recording unit 15
1s constituted by a memory card, 1t 1s detachably mounted on
the housing of the camera 10.

FIG. 6 1s a block diagram 1llustrating an internal configu-
ration example of each of the vehicle search server 30 and
the client terminal 90. The vehicle search server 50, the
client terminal 90, and the video recorder 70 are connected
by using an intranet such as a wired Local Area Network
(LAN) provided in the police station, but they may be
connected via a wireless network such as a wireless LAN.

The vehicle search server 50 1s constituted including a
communication unit 51, a memory 52, a vehicle search unit
53, a vehicle analysis unit 54, a tag attachment unit 55, and
the storage unit 56. The vehicle search unit 53, the vehicle
analysis unit 54, and the tag attachment unit 55 are consti-

tuted by a processor PRC 1 such as a CPU, an MPU, a DSP,
and an FPGA.

The communication unit 51 communicates with the cam-
eras 10, 10aq, . . . connected via the network NW1 such as an
intranet and receives the data of captured images (that 1is,
images showing the situation of intersections) sent respec-
tively from the cameras 10, 10q, . . . . Further, the commu-
nication unit 51 communicates with the client terminal 90
via the network NW2 such as an intranet provided in the
police station. The communication unit 51 receives the
vehicle information request sent from the client terminal 90
or transmits a response to the vehicle information request.
Further, the communication unit 51 sends the data of the
captured 1mage held 1n the memory 52 or the storage unit 56
to the video recorder 70.

The memory 52 15 constituted using, for example, a RAM
and a ROM and temporarily stores programs and data
necessary for executing the operation of the vehicle search
server 50, and further information or data generated during
operation. The RAM 1s, for example, a work memory used
when the processor PRC1 operates. The ROM stores, for
example, a program and data for controlling the processor
PRC1 in advance. Further, the memory 52 stores, for
example, i1dentification information (for example, serial
number) for i1dentifying the vehicle search server 50 and
various setting imformation.

Based on the vehicle information request sent from the
client terminal 90, the vehicle search unit 53 searches for
vehicle information which matches the vehicle information
request from the data stored in the storage unit 56. The
vehicle search unit 53 extracts and acquires the search result
of the vehicle information matching the vehicle information
request. The vehicle search umt 53 sends the data of the
search result (extraction result) to the client terminal 90 via
the communication unit 51.

The vehicle analysis umt 54 sequentially analyzes the
stored data of the captured images each time the data of the
captured 1image from each of the cameras 10, 10q, . . . 1s
stored 1n the storage unmit 56 and extracts and acquires
information (vehicle information) relating to a vehicle (in
other words, the vehicle which has flowed 1n and out of the
intersection where the camera 1s installed) appearing in the
captured 1mage. The vehicle analysis unit 534 acquires, as the
vehicle information, information such as a car type, a car
style, a car color, a license plate, and the like of a vehicle,
information on a person who rides on the vehicle, the
number of passengers, the travelling direction (specifically,
the flow-in direction to the intersection and the flow-out
direction from the intersection) of the vehicle when 1t passes
through the intersection and sends 1t to the tag attachment
unmit 55. The vehicle analysis unit 54 1s capable of deter-




US 11,132,896 B2

9

miming the travelling direction when a vehicle passes
through the intersection based on, for example, a temporal
difference between frames of a plurality of captured images.
The travelling direction indicates, for example, that the
vehicle has passed through the intersection via any one of
the travelling, straight advancing, left turning, right turning,
or turning.

The tag attachment unit 35 associates (an example of
tagging) the vehicle information obtained by the vehicle
analysis unit 54 with the imaging date and time and the
location (that 1s, the position of the intersection) of the
captured 1mage which are used for analysis by the vehicle
analysis unit 54 and records them 1n a detection information
DB (Database) 56a of the storage umit 56. Therefore, the
vehicle search server 50 can clearly determine what kind of
vehicle information 1s given to a captured 1mage captured at
a certain intersection at a certain time. The processing of the
tag attachment unit 55 may be executed by the vehicle
analysis unit 34, and 1n this case, the configuration of the tag
attachment unit 35 1s not necessary.

The storage umit 56 1s constituted using, for example, a
Hard Disk Drive (HDD) or a Solid State Drive (SSD). The
storage unit 56 records the data of the captured 1images sent
from the cameras 10, 10a, . In association with the
identification information (in other words, the position infor-
mation on the intersection where the corresponding camera
1s nstalled) of the camera which has captured the captured
image and the information on the 1maging date and time. The
storage unit 36 also records information on road maps
indicating the positions of intersections where the respective
cameras 10, 10q, . . . are 1installed and records information
on the updated road map each time the information on the
road map 1s updated by, for example, new construction of a
road, maintenance work, or the like. In addition, the storage
unit 56 records mtersection camera installation data indicat-
ing the correspondence between one camera installed at each
intersection and the intersection. In the 1ntersection camera
installation data, for example, 1dentification mformation on
the intersection and 1dentification information on the camera
are associated with each other. Therefore, the storage unit 56
records the data of the captured image of the camera in
association with the information on the imaging date and
time, the camera information, and the intersection informa-
tion. The information on the road map 1s recorded 1n a
memory 95 of the client terminal 90.

The storage unit 56 also has the detection information DB
56a and a case DB 565.

The detection information DB 564 stores the output (that
1s, a set of the vehicle information obtained as a result of
analyzing the captured image of the camera by the vehicle
analysis unit 54 and the information on the date and time and
the location of the captured image used for the analysis) of
the tag attachment unit 55. The detection information DB
56a 1s referred to when the vehicle search unmit 53 extracts
vehicle information matching the vehicle nformation
request, for example.

The case DB 5656 registers and stores witness information
such as the date and time and the location when the case
occurred and detailed case information such as vehicle
information as a search result of the vehicle search unit 5356
based on the witness information for each case such as an
incident. The detailed case information includes, {for
example, case information such as the date and time and the
location when the case occurred, a vehicle thumbnail image
of the searched vehicle, the rank of a suspect candidate
mark, surrounding map information including the point
where the case occurred, the flow-in/flow-out direction of
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the vehicle with respect to the intersection, the intersection
passing time of the vehicle, and the user’s memo. Further,
the detailed case information 1s not limited to the contents
described above.

The client terminal 90 1s constituted including an opera-
tion unit 91, a processor 92, a communication unit 93, the
display 94, the memory 95, and a recording unit 96. The
client terminal 90 1s used by oflicials (that 1s, police officers
who are users) in the police station. When there 1s a
telephone call for notifying the occurrence of an incident or
the like by a witness or the like of the 1incident, a user wears
the headset HDS and answers the telephone. The headset
HDS 1s used while being connected to the terminal 90,
receives voice of a user, and outputs voice of a caller (that
1s, notifying person).

The operation unit 91 1s a User Interface (UI) for detecting
the operation of a user and 1s constituted using a mouse, a
keyboard, or the like. The operation unit 91 outputs a signal
based on the operation of a user to the processor 92. When,
for example, 1t 1s desired to confirm the captured image of
the intersection at the date and time and the location at which
a case such as an incident investigated by a user occurred,
the operation umt 91 accepts mput of a search condition

including the date and time, the location, and the features of
a vehicle.

The processor 92 1s constituted using, for example, a
CPU, an MPU, a DSP, or an FPGA and functions as a control
umt of the chent terminal 90. The processor 92 performs
control processing for totally supervising the operation of
cach part of the client terminal 90, input/output processing
of data with each part of the client terminal 90, calculation
processing of data, and storage processing of data. The
processor 92 operates according to the programs and data
stored in the memory 95. The processor 92 uses the memory
95 during operation. Further, the processor 92 acquires the
current time information and displays the search result of a
vehicle sent from the vehicle search server 50 or the cap-
tured 1mage sent from the video recorder 70 on the display
94. In addition, the processor 92 creates a vehicle acquisition
request including the search conditions (see above) input by
the operation unit 91 and transmits the vehicle acquisition
request to the vehicle search server 50 via the communica-
tion unit 93.

The communication umt 93 communicates with the
vehicle search server 50 or the video recorder 70 connected
via the network NW2 such as an intranet. For example, the
communication unit 93 transmits the vehicle acquisition
request created by the processor 92 to the vehicle search
server 530 and receives the search result of the vehicle
information sent from the vehicle search server 50. Also, the
communication unit 93 transmits an acquisition request of
captured 1mages created by the processor 92 to the video
recorder 70 and receives captured images sent from the
video recorder 70.

The display 94 1s constituted using a display device such
as a Liquid Crystal Display (LLCD), an organic Electrolumi-
nescence (EL) or the like, and displays various data sent
from the processor 92.

The memory 95 15 constituted using, for example, a RAM
and a ROM and temporarily stores programs and data
necessary for executing the operation of the client terminal
90, and further information or data generated during opera-
tion. The RAM 1s a work memory used during, for example,
the operation of the processor 92. The ROM stores, for
example, programs and data for controlling the processor 92
in advance. Further, the memory 95 stores, for example,
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identification information (for example, a serial number) for
identifving the client terminal 90 and various setting infor-
mation.

The recording unit 96 1s constituted using, for example, a
hard disk drive or a solid state drive. The recording unit 96
also records information on road maps indicating the posi-
tions of intersections where the respective cameras 10,
10aq, . . . are installed and records information on the updated
road map each time the information on the road map 1s
updated by, for example, new construction of a road, main-
tenance work, or the like. In addition, the recording unit 96
records intersection camera installation data indicating the
correspondence between one camera installed at each inter-
section and the intersection. In the intersection camera
installation data, for example, 1dentification information on
the 1ntersection and 1dentification information on the camera
are associated with each other. Accordingly, the recording
unit 96 records the data of the image captured by the camera
in association with the mformation on the imaging date and
time, the camera information, and the intersection informa-
tion.

FI1G. 7 1s a block diagram 1llustrating an 1nternal configu-
ration example of the video recorder 70. The video recorder
70 1s connected so as to be able to communicate with the
cameras 10, 10a, . . . via the network NW1 such as an
intranet and connected so as to be able to communicate with
the vehicle search server 50 and the client terminal 90 via the
network NW2 such as an intranet.

The video recorder 70 1s constituted including a commu-
nication unit 71, a memory 72, an image search unit 73, an
image recording processing unit 74, and an 1mage accumu-
lation umt 75. The image search unit 73 and the image
recording processing unit 74 are constituted by a processor

PRC2 such as a CPU, an MPU, a DSP, and an FPGA, {for

example.
The communication unit 71 communicates with the cam-
eras 10, 10qa, . . . connected via the network NW1 such as an

intranet and receives the data of captured images (that 1is,
images showing the situation of the intersection) sent from
the cameras 10, 10q, . . . . Further, the communication unit
71 communicates with the client terminal 90 via the network
NW?2 such as an intranet provided 1n the police station. The
communication unit 71 recetves an 1mage request sent from
the client terminal 90 and transmits a response to the 1image
request.

The memory 72 1s constituted using, for example, a RAM
and a ROM and temporarily stores programs and data
necessary for executing the operation of the video recorder
70, and further information, data, or the like generated
during operation. The RAM 1s, for example, a work memory
used when the processor PRC2 1s 1n operation. The ROM
stores, for example, a program and data for controlling the
processor PRC2 1n advance. Further, the memory 72 stores,
for example, 1dentification information (for example, serial
number) for identifying the video recorder 70 and various
setting information.

Based on the image request sent from the client terminal
90, the 1image search unit 73 extracts the captured image of
the camera matching the image request by searching the
image accumulation unit 75. The image search unit 73 sends
the extracted data of the captured image to the client
terminal 90 via the communication unit 71.

Each time the data of the captured images from each of
the cameras 10, 10q, . . . 1s received by the communication
unit 71, the image recording processing unit 74 records the
received data of the captured images in the 1mage accumu-
lation unit 75.
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The 1mage accumulation unit 75 1s constituted using, for
example, a hard disk or a solid state drive. The 1mage
accumulation unit 75 records the data of the captured images
sent from each of the cameras 10, 10q, . . . 1n association
with the identification information (in other words, the
position information on the intersection where the corre-
sponding camera 1s installed) of the camera which has
captured the captured image and the information on the
imaging date and time.

Next, various screens displayed on the display 94 of the
client terminal 90 at the time of investigation by a police
oflicer who 1s a user of the first embodiment will be
described with reference to FIGS. 6 to 19. In the description
of FIGS. 6 to 19, the same reference numerals and characters
are used for the same components as those illustrated 1n the
drawings and the description thereot 1s sumplified or omit-
ted.

In the mnvestigation, the client terminal 90 executes and
activates a preinstalled vehicle detection application (here-
inafter, referred to as “vehicle detection application™) by the
operation of a user (police oflicer). The vehicle detection
application 1s stored in the ROM of the memory 95 of the
client terminal 90, for example, and executed by the pro-
cessor 92 when 1t 1s activated by the operation of a user.
Various data or information created by the processor 92
during the activation of the vehicle detection application 1s
temporarily held in the RAM of the memory 95.

FIG. 8 1s a diagram 1illustrating an example of a vehicle
search screen WD1. FIG. 9 1s an explanatory view 1llustrat-
ing a setting example of a flow-mn/flow-out direction of a
getaway vehicle with respect to an intersection. FIG. 10 1s an
explanatory view illustrating a setting example of the car
style and the car color of the getaway vehicle. The processor
92 displays the vehicle search screen WDI1 on the display 94
by a predetermined user operation in the vehicle detection
application. The vehicle search screen WD1 1s constituted
such that both a road map MP1 corresponding to the
information of the road map recorded 1n the recording unit
96 of the client terminal 90 and mput fields of a plurality of
search conditions specified by a search tab TB1 are dis-
played side by side. In the following description, the vehicle
detection application 1s executed by the processor 92 and
communicates with the vehicle search server 50 or the video
recorder 70 during its execution.

Icons of cameras CM1, CM2, CM3, CM4, CMS5 and CM6
are arranged on the road map MP1 so as to indicate the
positions ol intersection at which the respective correspond-
ing cameras are installed. Even when one or more cameras
are 1nstalled at a corresponding intersection, one camera
icon 1s representatively shown. When vehicle information 1s
searched by the vehicle search server 50, captured 1images of
one or more cameras installed at an intersection 1n a place
designated by a user are to be searched. As a result, a user
can visually determine the location of the intersection at
which the camera 1s 1nstalled. The internal configurations of
the cameras CM1 to CM6 are the same as those of the
cameras 10, 10q, . . . 1llustrated 1n FIG. 2. As described
above, when the camera 1s installed at the intersection, only
one camera 1s 1nstalled. Further, as described with reference
to FIGS. 3 to 5, each of the cameras CM1 to CM6 can
capture images with a plurality of imaging view angles using
a plurality of 1maging portions.

For example, in FIG. 8, the 1con of the camera CM1 1s
arranged such that an imaging view angle AG1 (that is,
northwest direction) becomes the center. In addition, the
icon of the camera CM2 is arranged such that an 1maging
view angle AG2 (that 1s, northeast direction) becomes the
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center. The 1con of the camera CM3 1s arranged such that an
imaging view angle AG3 (that 1s, northeast direction)
becomes the center. The 1con of the camera CM4 1s arranged
such that an 1maging view angle AG4 (that 1s, southwest
direction) becomes the center. The 1con of the camera CM3S
1s arranged such that an 1maging view angle AGS (that is,
southeast direction) becomes the center. Also, the 1con of the
camera CM6 1s arranged such that an 1maging view angle
AG®6 (that 1s, northwest direction) becomes the center.

Input fields of a plurality of search conditions specified by
the search tab TB1 include, for example, a “Latest” 1con
LT1, a date and time start input field FR1, a date and time
end 1nput field TO1, a position area mput field PA1, a car
style input field SY1, a car color mput field CLL1, a search
icon CS1, a car style ambiguity search bar BBR1, a car color
ambiguity search bar BBR2, and a time ambiguity search bar
BBR3.

The “Latest” 1con LT1 1s an 1con for setting the search
date and time to the latest date and time. When the “Latest™
icon L'T1 1s pressed by a user’s operation during investiga-
tion, the processor 92 sets the latest date and time (for
example, a 10 minute-period before the date and time at the
time of being pressed) as a search condition (for example, a
period).

During investigation, 1n order for the vehicle search server
50 to search a vehicle (hereinafter, referred to as an “‘get-
away vehicle”) on which a person such as a suspect who
caused an incident or the like rides, the date and time start
input field FR1 1s input by a user’s operation as the date and
time to be a start (origin) of the existence of the getaway
vehicle which 1s a target of the search. In the date and time
start mput field FR1, for example, the occurrence date and
time of an mcident or the like or the date and time slightly
betore the occurrence date and time are input. In FIGS. 8 to
10, an example in which “1:00 p.m. (13:00 p.m.) on Apr. 20,
2018 1s input to the date and time start mnput field FR1 1s
illustrated. When the date and time are input by a user’s
operation, the processor 92 sets the date and time 1nput to the
date and time start input field FR1 as a search condition (for
example, start date and time).

During the investigation, to make the vehicle search
server 50 search for the getaway vehicle, the date and time
end mput field TO1 1s mnput by a user’s operation as the date
and time at which the existence of the getaway vehicle
which 1s the target of the search 1s terminated. The end date

and time of a search period of the getaway vehicle 1s mput
to the date and time end input field TO1. In FIGS. 8 to 10,

an example i which “2:00 p.m. (14:00) on Apr. 20, 2018”
1s input to the date and time end put field TO1 1s 1llustrated.
When the date and time are input by a user’s operation, the
processor 92 sets the date and time mnput to the date and time
end 1nput field TO1 as a search condition (for example, end
date and time).

When the processor 92 detects pressing of the date and
time start input field FR1 or the date and time end 1nput field
TO1 by a user’s operation, the processor 92 displays a
detailed pane screen (not illustrated) including a calendar
(not 1illustrated) which correspond to each of the date and
time start mput field FR1 and the date and time end input
field TO1 and a pull down list for selecting the time for
starting or ending. Further, when the processor 92 detects
pressing (clicking) of a predetermined 1con (not 1llustrated)
by a user’s operation, the processor 92 may display a
detailed pane screen (not illustrated) including a calendar
(not 1llustrated) which correspond to each of the date and
time start mput field FR1 and the date and time end input
field TO1 and a pull-down list for selecting the time for
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starting or ending. As a result, a user 1s prompted to select
the date and time by the client terminal 90. When the date
information on which the data of the captured image of the
camera 1s recorded 1s acquired from the vehicle search server
50, the processor 92 may selectably display only the date
corresponding to the date information. The processor 92 can
accept other operations only when 1t 1s detected that the
detailed pane screen (not illustrated) 1s closed by a user’s
operation.

During the investigation, to make the vehicle search
server 30 search for the getaway vehicle, the position area
input field PA1 1s mput by a user’s operation as a position
(in other words, the intersection where the camera 1s
installed) where the getaway vehicle which 1s the target of
the search passed. When, for example, the 1con of the camera
indicated on the road map MP1 1s designated by a user’s
operation, it 1s displayed 1n the position area mput field PA1.
In FIGS. 9 to 11, an example in which “EEE St. & E17th
Ave” 1s mput to the position area mput field PA1 1s illus-
trated. When a location 1s input by a user’s operation, the
processor 92 sets the location (that 1s, position information
of the location) 1nput to the position area input field PA1 as
a search condition (for example, a location). The processor
92 can accept up to four iputs in the position area input field
PA1 and the processor 92 may display a pop-up error
message when, for example, an iput exceeding four points
1s accepted.

As 1llustrated 1n FIG. 9, the processor 92 can set at least
one of the flow-1n direction and the flow-out direction of the
getaway vehicle to the intersection as a search condition by
a predetermined operation on the icon of the camera desig-
nated by a user’s operation. In FIG. 9, an arrow of a solid
line indicates that selection 1s 1 progress and an arrow of a
broken line indicates a non-selection state. For example, at
the intersection of the camera CM1, a direction DRI11
indicating one direction from the west to the east 1s set as a
flow-1n direction and a flow-out direction. At the intersection
of the camera CM2, a direction DR21 indicating bi-direction
from the west to the east and from the east to the west and
a direction DR22 indicating bi-direction from the south to
the north and from the north to the south are respectively set
as the flow-1n direction and the flow-out direction. At the
intersection of the camera CM4, a direction DR41 indicating
bi-direction from the west to the east and from the east to the
west and a direction DR42 indicating bi-direction from the
south to the north and from the north to the south are
respectively set as the flow-in direction and the flow-out
direction. At the intersection of the camera CMS, a direction
DRS1 indicating bi-direction from the west to the east and
from the east to the west and a direction DRS2 indicating
bi-direction from the south to the north and from the north
to the south are respectively set as the flow-in direction and
the flow-out direction.

As 1llustrated 1n FIG. 9, when the mouse over on the icon
of the camera (for example, camera CM3) by a user’s
operation 1s detected, the processor 92 may display the place
name of the intersection corresponding to the camera CM3
by a pop-up display PP1.

Also, the road map MP1 in the vehicle search screen WD1
1s appropriately slid by a user’s operation and displayed by
the processor 92. Here, when a default view icon DV1 1s
pressed by a user’s operation, the processor 92 switches the
display of the current road map MP1 to the road map MP1
ol a predetermined 1nitial state and displays it.

When pressing of the car style mput field SY1 or the car
color mput field CL1 by a user’s operation 1s detected, the
processor 92 displays a vehicle style and car color selection
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screen DTL1 of the getaway vehicle 1n a state where the
vehicle style and car color selection screen DTL1 1s super-
imposed on the road map MP1 of the vehicle search screen
WDI1.

During the investigation, to make the vehicle search
server 50 search for the getaway vehicle, the car style input
field SY1 1s input as a car style (that 1s, the shape of the body
of the getaway vehicle) of the getaway vehicle which 1s a
target of the search by a user’s operation from a plurality of
selection 1tems ITM1. Specifically, the selection items I'TM1
of the car style include a sedan, a wagon (Van), a sport utility
vehicle (SUV), a bike, a truck, a bus, and a pickup truck. At
least one of them 1s selected by a user’s operation and 1nput.
In FIG. 10, for example, selection icons CK1 and CK2
indicating that a sedan and a sport utility vehicle are selected
are 1llustrated. When all of them are selected, an all selection
icon SA1 1s pressed by a user’s operation. When all the
selections are canceled, an all cancel icon DA1 1s pressed by
a user’s operation.

During the investigation, to make the vehicle search
server 30 search for the getaway vehicle, the car color input
field CL1 1s input by a user’s operation as the car color (that
1s, the color of the body of the getaway vehicle) of the
getaway vehicle which 1s a target of the search. Specifically,
selection items ITM2 of the car color include gray/silver,
white, red, black, blue, green, brown, yellow, purple, pink,
and orange. At least one of them i1s selected and 1mput by a
user’s operation. In FIG. 10, for example, a selection icon
CK3 idicating that gray/silver 1s selected 1s illustrated.
When all of them are selected, an all selection icon SA2 1s
pressed by a user’s operation. When all the selections are
canceled, an all cancel 1con DA2 1s pressed by a user’s
operation.

The search 1con CS1 1s displayed by the processor 92 so
that 1t can be pressed when all the various search conditions
input by the user’s operation are properly input. When the
search 1icon CS1 1s pressed by a user’s operation, the
processor 92 detects the pressing, generates a vehicle infor-
mation request including various input search conditions,
and sends it to the vehicle search server 50 via the commu-
nication unit 93. The processor 92 receives and acquires the
search result of the vehicle search server 50 based on the
vehicle information request via the communication unit 93.

The car style ambiguity search bar BBR1 1s a shide bar
which can adjust the car-style search accuracy between the
search with narrow accuracy and the search with accuracy
including all car styles by a user’s operation. When 1t 1s
adjusted to the narrow side, the processor 92 sets the same
car style as that of the car style input field SY1 as the search
condition (for example, car style). On the other hand, when
it 1s adjusted to the all side, the processor 92 sets the search
condition (for example, car style) including all vehicle styles
of the selection items I'TM1, not limited to the car style input
to the car style mput field SY1.

The car color ambiguity search bar BBR2 1s a slide bar
which can adjust the car-color search accuracy between the
search with narrow accuracy and the search with wide
accuracy by a user’s operation. When 1t 1s adjusted to the
narrow side, the processor 92 sets the same car color as that
of the car color mput field CL1 as the search condition (for
example, car color). On the other hands, when it 1s adjusted
to the wide side, the processor 92 sets the search condition
(for example, car color) broadly including car colors close to
or similar to the car color input to the car color input field
CL1.

The time ambiguity search bar BBR3 is a slide bar which
can adjust the time within the range of, for example, 30

5

10

15

20

25

30

35

40

45

50

55

60

65

16

minutes ahead or behind (that 1s, —30, -20, =10, -3, 0, +5,
+10, +20, +30 minutes), as the search accuracy of the start
time and the end time of the date and time by a user’s
operation. When the bars are separately slid to any position
between the —30 minute side and the +30 minute side by a
user’s operation with respect to each of a date and time start
input field FR1 and the date and time end mput field TO1 to
which mput 1s made, the processor 92 sets the search
condition (for example, date and time) in a state where the
date and time are adjusted according to the position of the
adjustment bar of the time ambiguity search bar BBR3 from
the respective times inputted to the date and time start input
field FR1 and the date and time end input field TOL1.

FIG. 11 1s a diagram 1illustrating an example of a search
result screen WD?2 of a vehicle candidate.

In the vehicle detection application, when the data of a
vehicle search result 1s acquired from the vehicle search
server 30 by s user’s operation of pressing the search i1con
CS1 m the vehicle search screen WD1, the process 92
displays the search result screen WD2 of the vehicle can-
didates (that 1s, getaway vehicle candidates) on the display
94. The search result screen WD2 has a configuration 1n
which both the input fields of a plurality of search conditions
specified by the search tab TB1 and the lists of a search
result of vehicle candidates searched by the vehicle search
server 50 are displayed side by side.

In FIG. 11, based on the vehicle information request
including the search conditions described with reference to
FIGS. 8 to 10, the search result made by the vehicle search
server 50 1s 1llustrated as a list with indices IDX1 and IDX2
including the date and time and the location of the search
conditions. Specifically, the search result screen WD2 1s
displayed on the display 94 of the client terminal 90. In FIG.
11, for example, vehicle thumbnail images SM1, SM2, SM3,
and SM4 of four (=2*2, *: multiplier operator) vehicle
candidates (that 1s, candidates of the getaway vehicle) are
displayed 1n one screen. When any display number change
icon SF1 1s pressed by a user’s operation, the processor 92
displays the vehicle thumbnail images corresponding to the
search result 1n a state where the display number of vehicle
thumbnail 1mages 1s changed to the display number corre-
sponding to the pressed display number change icon SF1.

The display number change icon SF1 1s 1llustrated as being

selectable from 2%2, 4*4, 6*6, and 8*8, for example.

The 1ndices IDX1 and IDX2 are used, for example, to
display search results (vehicle thumbnail images) by divid-
ing the search results at every location and at every prede-
termined time (for example, 10 minutes). Therelore,
vehicles 1n the vehicle thumbnail images SM1 and SM2
corresponding to the mndex IDX1 are vehicles which are
searched at the same location (for example, A section) and
in the same time period from the start date and time to the
end date and time of the search condition. Similarly, vehicles
in the vehicle thumbnail 1mages SM3 and SM4 correspond-
ing to the index IDX2 are vehicles which are searched at the
same location (for example, B section) and 1in the same time
period from the start date and time to the end date and time
of the search condition.

Further, when a user who viewed the vehicle thumbnail
images displayed on the search result screen WD2 considers
that the vehicle 1n the 1mage 1s a suspect vehicle having the
possibility of the getaway vehicle, the processor 92 displays
suspect candidate marks MRK1 and MRK2 near the corre-
sponding vehicle thumbnail 1mages by a user’s operation. In
this case, the processor 92 temporarily holds information
indicating that the suspect candidate mark 1s assigned 1n
association with the selected vehicle thumbnail image. In the
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example of FIG. 11, 1t 1s indicated that suspect candidate
marks MRK1 and MRK2 are respectively given to the two
vehicles 1n the vehicle thumbnail images SM1 and SM4.

As 1llustrated 1n FIG. 11, when the mouse over in the
vehicle thumbnail image (for example, vehicle thumbnail
image SM1) by a user’s operation 1s detected, the processor
92 displays a reproduction icon ICO1 of the captured image
in which the vehicle corresponding to the vehicle thumbnail
image SM1 1s captured.

FIG. 12 1s a diagram 1llustrating an example of a case
screen WD3. The case screen WD3 has a configuration 1n
which both various bibliographic information BIB1 related
to a specific case and data (hereinaiter, referred to as “case
data’) including a vehicle search result by the vehicle search
server 50 corresponding to the case are displayed side by
side. In the case screen WD3, for example, when any one of
the case data 1s read from the case DB565b 1n the vehicle
search server 50 by an instruction from the client terminal 90
to the vehicle search server 50 when the case tab TB2 1s
pressed by the user operation, the case data 1s sent from the
vehicle search server 50 to the client terminal 90 and then
displayed by the processor 92 1n the client terminal 90. In the
case screen WD3, the bibliographic information BIB1
includes the case occurrence date and time (Case create date
and time), the Case creator, the Case update date and time,
the Case updater, and the Free space.

The case create date and time indicates, for example, the
date and time when the case data including a vehicle search
result and the like using the search condition of the vehicle
search screen WD 1s created and, in the example of FIG.
12, “Mar. 20, 2018, 04:05:09 PM” 1s illustrated. The case
creator 1ndicates, for example, the name of a police oflicer
who 1s a user who created the case data and, in the example
of FIG. 12, “Johnson” 1s 1llustrated.

The Case update date and time indicates, for example, the
date and time when the case data once created 1s updated and
“Mar. 20, 2018, 04:16:32 PM” 1s illustrated 1n the example
of FIG. 12.

The Case updater indicates, for example, the name of a
police oflicer who 1s a user who updated the content of the
case data once created and “Miller” 1s 1llustrated 1n the
example of FIG. 12.

In the case screen WD3, a vehicle search result list by the
vehicle search server 50 corresponding to a specific case 1s
illustrated with the bibliographic information BIB1
described above. In the example of FIG. 12, the search
results of a total of 200 vehicles are obtained and vehicle
thumbnail 1mages SM1, SM2, SM3, and SM4 (see FIG. 11)
of the first four vehicles are exemplarily 1llustrated. When
there are five or more search results, the processor 92 scrolls
and displays the screen according to a user’s scroll operation
as appropriate. To indicate that there 1s a possibility that a
person such as a suspect may ride on the vehicle, suspect
candidate marks MRK17, MRK22, MRK4, and MRK15
with a vellow rank (see below) are respectively given to the
vehicles corresponding to the vehicle thumbnail 1mages
SM1, SM2, SM3, and SM4 1llustrated 1n FIG. 12 by a user’s
operation.

In the example of FIG. 12, the vehicle thumbnail image
SM1 and the passing directions (specifically, the direction
DR12 indicating the flow-in direction and the direction
DR12 indicating the flow-out direction) when the vehicle
corresponding to the vehicle thumbnail image SM1 passes
through the intersection on “EEE St. & E17th Ave” on which
the camera CM4 1s arranged on the road map MP1 are
displayed in association with each other. Further, the loca-
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Ave”) at which the vehicle corresponding to the vehicle
thumbnail image SM1 1s detected by analysis of the captured
image ol the camera CM4, the date and time (for example,
“Mar. 20, 2018 03:32:41 PM”), and a memo (for example,
“sunglasses™) of the creator or updater are displayed as a
memorandum MM1. Data mput to the memo field can be
made by a user’s operation to show the features of a suspect
and the like.

Similarly, the vehicle thumbnail image SM2 and the
passing directions (specifically, the direction DR11# indicat-
ing the flow-1n direction and the direction DR12 indicating
the tlow-out direction) when the vehicle corresponding to
the vehicle thumbnall 1image SM2 passes through the inter-
section on “EEE ST. & E17th Ave” on which the camera
CM4 1s arranged on the road map MP1 are displayed 1n
association with each other. Further, the location (for
example, an intersection on “EEE ST. & El17th Ave”) at
which the vehicle corresponding to the vehicle thumbnail
image SM2 1s detected by analysis of the captured image of
the camera CM4, the date and time (for example, “Mar. 20,
2018 03:33:07 PM”), and a memo (for example, “sun-
glasses™) of the creator or updater are displayed as a memo-
randum MM2.

Similarly, the vehicle thumbnail image SM3 and the
passing directions (specifically, the direction DR12 indicat-
ing the tlow-1n direction and the direction DR11 indicating
the flow-out direction) when the vehicle corresponding to
the vehicle thumbnall image SM3 passes through the inter-
section on “EEE ST. & E17th Ave” on which the camera
CM4 1s arranged on the road map MP1 are displayed 1n
association with each other. Further, the location (for
example, an intersection on “EEE ST. & El17th Ave”) at
which the vehicle corresponding to the vehicle thumbnail
image SM3 1s detected by analysis of the captured image of
the camera CM4, the date and time (for example, “Mar. 20,
2018 03:33:27 PM”), and a memo (for example, “sun-
glasses™) of the creator or updater are displayed as a memo-
randum MM3.

Similarly, the vehicle thumbnail image SM4 and the
passing directions (specifically, the direction DR12# indi-
cating the flow-1n direction and the direction DR11 indicat-
ing the tlow-out direction) when the vehicle corresponding
to the vehicle thumbnail 1image SM4 passes through the
intersection on “EEE ST. & E17th Ave” on which the camera
CM4 1s arranged on the road map MP1 are displayed 1n
association with each other. Further, the location (for
example, an intersection on “EEE ST. & El17th Ave”) at
which the vehicle corresponding to the vehicle thumbnail
image SM4 1s detected by analysis of the captured image of
the camera CM4, the date and time (for example, “Mar. 20,
2018 03:34:02 PM”), and a memo (for example, “sun-
glasses™) of the creator or updater are displayed as a memo-
randum MM4.

In addition, the processor 92 can display a “Print/PDFE”
icon ICO11 and a “Save” 1con ICO12 on the case screen
WD3. When the “Print/PDF” 1con ICO11 1s pressed, the
processor 92 1s mstructed to send the case data correspond-
ing to the current case tab TB2 to a printer (not illustrated)
connected to the client terminal 90 and print out it or to
create a case report (see below). When the “Save” icon
ICO12 1s pressed, the processor 92 1s mstructed to store the

case data corresponding to the current case tab TB2 1n the
vehicle search server 50.

When 1t 1s detected that at least one of the ranks (for
example, yellow, white, red, and black) of the suspect
candidate marks 1s selected by a user’s operation and a View
icon in FIG. 12 1s pressed, the processor 92 can filter out
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(select) and extract the vehicle thumbnail image to which the
corresponding suspect candidate marker 1s given from the
current case data. In FIG. 12, a filtering operation display
areca FIL1 including a check box of the suspect candidate
marker and the View icon 1s displayed for filtering based on
the rank of the suspect candidate marker.

As 1llustrated in FIG. 12, when it 1s detected that an
individual identification number (for example, the 1dentifi-
cation number given to the display window of the vehicle
thumbnail 1mage) 1s mput and the View 1con 1s pressed, the
processor 92 can filter out (select) and extract the corre-
sponding vehicle thumbnail 1image from the current case
data. In FIG. 12, a filtering operation display area NSC1
including an 1dentification number mnput field and the View
icon 1s displayed {for filtering based on the individual 1den-
tification number.

In the vehicle candidate search result screen WD2 1llus-
trated 1n FIG. 11, instead of the vehicle thumbnail 1mages
SM1 to SM4 of vehicles searched (extracted) by the vehicle
search server 50, the screen (see FIG. 12) in which the
vehicle thumbnail 1images SM1 to SM4 of the vehicles
searched (extracted) by the vehicle search server 50 and the
road map MP1 indicating the passing direction of each
vehicle at the time of passing through the intersection (for
example, the intersection where the camera CM4 1s
installed) are associated with each other may be displayed.

Next, the operation procedure of the vehicle detection
system 100 according to the first embodiment will be
described with reference to FIGS. 13 to 15. In FIGS. 13 to
15, the explanation 1s mainly focused on the operation of the
client terminal 90 and the operation of the vehicle search
server 30 1s complementarily explained as necessary.

FIG. 13 1s a flowchart illustrating an example of an
operation procedure of an associative display of the vehicle
thumbnail 1mage and the map. FIG. 14 1s a flowchart
illustrating an example of a detailed operation procedure of
Step St2 1n FIG. 13. FIG. 15 15 a flowchart 1llustrating an
example of a detailed operation procedure of Step Std4 1n
FIG. 13.

In FIG. 13, when a user executes an activation operation
ol the vehicle detection application, the processor 92 of the
client terminal 90 activates and executes the vehicle detec-
tion application and displays the vehicle search screen WDI1
(see FIG. 8, for example) on the display 94 (SU). After Step
Stl, the processor 92 generates the vehicle imnformation
request based on a user’s operation for mputting various
search conditions to the vehicle search screen WDI1 and
sends the vehicle information request to the vehicle search
server 50 via the communication unit 93 to execute the
search (St2).

The processor 92 recerves and acquires the data of the
vehicle search result obtained by the search of the vehicle
search server 50 1n Step St2 via the communication unit 93,
and then the processor 92 generates and displays the search
result screen WD2 (see FIG. 11, for example). The processor
92 sends the data of the search result as case data to the case
DBS36b of the vehicle search server 50 via the communica-
tion unit 93 by a user’s operation such that the data of the
search result 1s stored 1n the case DB5656. As a result, the
vehicle search server 50 can store the case data sent from the
client terminal 90 1n the case DB56b.

Then, the processor 92 accepts the mput of a user’s
operation for displaying the case screen WD3 in the vehicle
detection application (St3). After Step St3, the processor 92
acquires the case data stored in the case DB36b of the
vehicle search server 50 and generates and displays the case
screen WD3 1n which the vehicle thumbnail 1image as the
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search result of Step St2 and the passing direction on the
map when the vehicle corresponding to the vehicle thumb-
nail 1mage passes through the intersection are associated
with each other using the case data (Std).

In FIG. 14, the processor 92 accepts and sets the mput of
various search conditions (see above) by a user’s operation
on the vehicle search screen WDI1 displayed on the display
94 (512-1). The processor 92 generates a vehicle information
request including the search conditions set in Step St2-1 and
sends it to the vehicle search server 50 via the communica-
tion unit 93 (S12-2).

Based on the vehicle information request sent from the
client terminal 90, the vehicle search unit 53 of the vehicle
search server 50 searches the detection information DB36a
of the storage unit 56 for vehicles satisfying the search
conditions included in the vehicle information request. The
vehicle search unit 33 sends the data of the search result (that
1s, the vehicle information satistying the search conditions
included in the vehicle mformation request) to the client
terminal 90 via the communication unit 51 as a response to
the vehicle imformation request.

The processor 92 of the client terminal 90 receives and
acquires the data of the search result sent from the vehicle
search server 50 via the communication unit 93. The pro-
cessor 92 generates the search result screen WD2 using the
data of the search result and displays it on the display 94
(St2-3).

In FIG. 15, the processor 92 sends an acquisition request
of the case data to the vehicle search server 50 via the
communication unit 93 to read the case data stored in the
case DB56b of the vehicle search server 50 (St4-1). The
vehicle search server 50 reads the case data (specifically, a
vehicle thumbnail 1image, map information, and information
indicating the flow-mn/tlow-out directions of a vehicle) cor-
responding to the acquisition request sent from the client
terminal 90 from the case DB36b and sends 1t to the client
terminal 90. The processor 92 of the client terminal 90
acquires the case data sent from the vehicle search server 50
(St4-2).

The processor 92 repeats the loop processing consisting of
Steps St4-3, Std4-4, and St4-5 for each vehicle thumbnail
image using the corresponding case data (that 1s, individual
case data corresponding to the number of vehicle thumbnail
images) acquired 1n Step St4-2 to generate and display the
case screen WD3 (see FIG. 12, for example).

Specifically, in the loop processing performed for each
registered vehicle (1n other words, vehicle corresponding to
the vehicle thumbnail 1mage included 1n the case data), the
processor 92 arranges and displays the vehicle thumbnail
image on the case screen WD3 (Std4-3) and arranges and
displays the map when the registered vehicle passes through
the intersection on the case screen WD3 (5t4-4), and then the
processor 92 displays the respective directions indicating the
flow-in and flow-out directions of the vehicle 1n a state
where the respective directions are superimposed on the map
(St4-5).

Next, an operation principle of narrowing down a camera
at an 1ntersection where a tracking target vehicle 1s predicted
to pass during a tracking mode of the vehicle detection
system 100 according to the first embodiment will be
described with reference to FIGS. 16 to 19. FIGS. 16 to 19
are principle diagrams of the operation of narrowing down
the camera at the intersection where the tracking target
vehicle 1s predicted to pass. In the description of FIGS. 16
to 19, the same components as those illustrated in the
drawings will be denoted by the same reference numerals to
simplity or omit the description.
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In order to make the description of FIGS. 16 to 19 easy
to understand, 1t 1s assumed that one camera (specifically,
camera CM11, CM12, CM13, CM14, CM15, CM16, CM17,
CM18, or CM19) 1s disposed at each intersection in the
figures. The internal configuration of each of the cameras
CM11 to CM19 i1s the same as that of the cameras 10,
10qa, . . . 1llustrated 1n FIG. 2.

Here, for example, it 1s assumed that the vehicle causes
some sort of incident (for example, a breakout and an
unauthorized breach of a drinking check) at an intersection
where the camera CM15 1s 1nstalled. The client terminal 90
sends, 1n response to a transition operation (see the matters
described later) to the tracking mode for tracking a vehicle
(in other words, a tracking target vehicle by a police oflicer
who 1s a user of the client terminal 90) which has gotten
away Irom an incident site, an instruction (see above) on
designation of the tracking target vehicle having a role as an
execution request of a tracking process of the tracking target
vehicle to the vehicle search server 30.

When the vehicle search server 50 recerves the instruction
on the designation of the tracking target vehicle sent from
the client terminal 90, the vehicle search server 50 analyzes
the captured image of the camera CM13 corresponding to
information of the intersection included in the instruction, as
the tracking process of the tracking target vehicle. In addi-
tion, the vehicle search server 50, by this analysis, detects
(see FIG. 16) that the vehicle (that 1s, the vehicle on which
the criminal who caused the incident 1s riding) has gotten
away to the south (that 1s, the direction toward the intersec-
tion where the camera CM18 1s disposed), and specifies that
the camera to be searched next (in other words, the camera
that the tracking target vehicle 1s highly likely to enter next)
1s the camera CM18, as the tracking process of the tracking
target vehicle. The vehicle search server 50 stores the
analysis result (tracking process result) including the analy-
s1s date and time and the camera information of the camera
CM18 to be searched next in the storage unit 56 of the
vehicle search server 50 1n association with the identification
information of the tracking target vehicle. The vehicle
search server 50 sends the analysis result (tracking process
result) described above to the client terminal 90.

When the analysis result sent from the vehicle search
server 50 1s received, the client terminal 90 displays the 1con
of the camera CM18 corresponding to the camera informa-
tion of the camera to be searched next 1n a distinguishable
color as compared with other cameras 1n the road map where
the intersections and roads common to FIGS. 16 to 19 are
shown (see FIG. 17). With this configuration, the user (for
example, a police oflicer) can 1ntuitively and visually grasp
an intersection where the tracking target vehicle, which has
gotten away and caused an incident at the intersection where
the camera CM135 1s installed, 1s highly likely to appear next,
and can perform eflicient investigations.

Further, when 1n the tracking mode, the vehicle search
server 50 analyzes the captured 1image of the camera CM18
speciflied as the camera to be searched next, as the tracking
process ol the tracking target vehicle. The vehicle search
server 50, by this analysis, detects that the tracking target
vehicle has gotten away to the east (that 1s, the direction to
the 1intersection where camera CM 19 1s disposed) (see FIG.
18), and specifies that the camera to be searched next is the
camera CM19 and specifies that the camera to be searched
next (in other words, the camera that the tracking target
vehicle 1s highly likely to enter next) 1s the camera CM19,
as the tracking process of the tracking target vehicle. The
vehicle search server 50 stores the analysis result (tracking,
process result) including the analysis date and time and the
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camera information of the camera CM19 to be searched next
in the storage unit 36 of the vehicle search server 50 1n
association with the i1dentification mformation of the track-
ing target vehicle. The vehicle search server 50 sends the
analysis result (tracking process result) described above to
the client terminal 90.

When the analysis result sent from the vehicle search
server 30 1s received, the client terminal 90 displays the 1con
of the camera CM19 corresponding to the camera informa-
tion of the camera to be searched next 1n a distinguishable
color as compared with other cameras 1n the road map where
the 1ntersections and roads common to FIGS. 16 to 19 are
shown (see FIG. 19). With this configuration, the user (for
example, a police oflicer) can intuitively and visually grasp
an intersection where the tracking target vehicle, which has
gotten away and caused an incident at the intersection where
the camera CM15 1s 1nstalled, 1s highly likely to appear next
to the intersection where the camera CM18 1s installed, and
can perform eflicient investigations.

Next, an example of a vehicle tracking screen WD4
displayed on the client terminal 90 1n the tracking mode will
be described with reference to FIGS. 20 to 23. In the
description of FIGS. 20 to 23, the same components as those
described with reference to FIGS. 8 to 10 will be denoted by
the same reference numerals to simplity or omit the descrip-
tion.

FIG. 20 1s a diagram 1llustrating an example of the vehicle
tracking screen WD4 displayed 1n the tracking mode. Here,
the tracking mode 1s a mode that, when a vehicle on which
a suspect who has caused an 1ncident or the like 1s highly
likely to be ridden 1s designated as a tracking target vehicle
by the client terminal 90, causes the vehicle search server 350
to execute the tracking process (for example, an analysis
process of a captured 1image of a camera for the purpose of
tracking a tracking target vehicle and a specitying process of
a camera to be searched next) of the tracking target vehicle.
The result of the tracking process in the vehicle search server
50 1s fed back to the client terminal 90, and the result 1s
displayed on the display 94 of the client terminal 90.

For example, on the screen (see FIG. 12) on which vehicle
thumbnail 1mages SM1 to SM4 of vehicles are associated
with road map MP1 indicating the passing direction when
cach vehicle passes through the intersection, the processor
92 of the client terminal 90 displays a tracking button PS1
on the periphery of the vehicle thumbnail image SM2 by a
predetermined user’s operation on a vehicle thumbnail
image (for example, the vehicle thumbnail image SM2) of
any vehicle. Furthermore, when detecting that the displayed
tracking button PS1 1s specified by the user’s operation, the
processor 92 generates an instruction to set the vehicle
corresponding to the designated vehicle thumbnail image
SM2 as the tracking target vehicle. This instruction includes
at least, for example, 1dentification information of a vehicle
designated as a tracking target vehicle (for example, a
vehicle of the vehicle thumbnail 1mage SM2), information
of an intersection (for example, an intersection where the
camera CM4 1s installed) where the tracking target vehicle
has passed, the advancing direction (for example, direction
DR127) when passing through the intersection, and a tran-
sition 1nstruction to a tracking mode for tracking the desig-
nated tracking target vehicle.

When selection (for example, a click) of the road map
MP1 displayed 1n association with a vehicle thumbnail
image (for example, the vehicle thumbnail 1mage SM2) to be
a tracking target vehicle 1s detected, the processor 92 may
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create an instruction (see above) to set the vehicle corre-
sponding to the designated vehicle thumbnail image SM2 as
the tracking target vehicle.

When the processor 92 generates the instruction to set the
tracking target vehicle (see above), the processor 92 sends
an 1nstruction to set the tracking target vehicle to the vehicle
search server 50 via the communication unit 93. When an
istruction on the designation of the tracking target vehicle
sent from the client terminal 90 1s received, the vehicle
search server 50 transitions to the tracking mode, and
analyzes the captured image of the camera CM4 correspond-
ing to the information of the intersection included in the
instruction 1n the vehicle search umit 53 as the tracking
process ol the tracking target vehicle. The vehicle search
unit 53, by this analysis, detects that the tracking target
vehicle has moved south of the intersection of the camera
CM4, and thus specifies that the camera (in other words, the
camera that the tracking target vehicle 1s highly likely to
enter next) to be searched next 1s the camera CM2, as the
tracking process of the tracking target vehicle. The vehicle
search unit 53 sends the analysis result (tracking process
result) described above to the client terminal 90 via the
communication unit 31.

When the analysis result sent from the vehicle search
server 30 1s received, the processor 92 of the client terminal
90 displays a vehicle tracking screen WD4 shown by a
tracking tab TB3. The vehicle tracking screen WD4 has a
configuration 1n which, for example, both the road map MP1
corresponding to the information of the road map recorded
in the recording unit 96 of the client terminal 90 and the
input fields of the plurality of search conditions specified by
the search tab TB1 are displayed side by side.

The processor 92 displays the icon of the camera CM2 to
be searched next which 1s specified by the vehicle search
server 50 on the vehicle tracking screen WD4 with a display
pattern PTN1 that can be identified as compared with the
icons of other cameras. The display pattern PIN1 corre-
sponds to, for example, a mode 1n which the color of the 1con
of the camera CM2 1s displayed differently from the icons of
the other cameras. The display pattern PTIN1 corresponds to,
for example, a mode 1n which the icon of the camera CM2
1s blinked and displayed. The display pattern PTN1 1s not
limited to these modes. With this configuration, the user (for
example, a police oflicer) can ntuitively and visually grasp
an 1ntersection (that 1s, an 1ntersection of the camera CM2)
where the tracking target vehicle, which 1s getting away
south of the mtersection of camera CM4, 1s highly likely to
appear next, and can perform eflicient mnvestigations.

Also, the processor 92 displays the arrow 1con, which
indicates the passing direction (specifically, a direction
DR117 indicating the flow-in direction and a direction
DR12» indicating the flow-out direction) when passing
through the intersection of the camera CM4 corresponding,
to the vehicle thumbnail image SM2 designated as the
tracking target vehicle, 1n a state where the arrow 1con 1s
superimposed on the corresponding position of the road map
MP1, on the vehicle tracking screen WD4 (see FIG. 20).
With this configuration, the user can visually and 1ntuitively
grasp the passing direction of the intersection where the
tracking target vehicle has passed at the corresponding
position of the road map MP1.

FIG. 21 1s a view 1llustrating an example of an image
reproduction dialog DLG1 displayed by designation of the
icon of the camera CM2. In FIG. 21, the image reproduction
dialog DLG1, which 1s displayed by the processor 92 when
it 1s detected by the processor 92 that the icon of the camera
CM2, which 1s shown identifiably as compared with the
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icons of the other cameras in FIG. 20, 1s pressed by the
user’s operation, 15 shown. The processor 92 displays the
image reproduction dialog DLG1 1n a state where the image
reproduction dialog DLG1 1s superimposed on a part of the
display area of the road map MP1, for example. The image
reproduction dialog DLG1 has a configuration in which a
live image screen MOV and an intersection passing direc-
tion screen CRDR1 are disposed in association with each
other. The live image screen MOV 1s a display screen of a
captured image (that 1s, the current live 1image) captured by
the camera CM2 specified by the vehicle search server 50 as
a camera to be searched next. The intersection passing
direction screen CRDRI1 1s a screen on which an entry
direction (that 1s, the dlrectlon DR12r indicating the flow-1n
direction) of the tracking target vehicle highly likely to enter
the intersection 1s superimposed on the road map MP1
within a predetermined distance including the intersection of
the camera CM2 displayed on the live image screen MOV,
On the live image screen MOV, an arrow 1con indicating
the direction DR12r 1n which the tracking target vehicle 1s
predicted to enter the intersection of “EEE St. & E16th Ave”
where the camera CM2 1s mstalled may be displayed. With
this configuration, since the user can carefully check from
which direction the tracking target vehicle approaches the
intersection of the camera CM2 while viewing the live
image screen MOV, the mvestigation can be streamlined.
FIG. 22 1s a diagram 1illustrating another example of the

vehicle tracking screen WD4. In the description of FIG. 22,
the same elements as the elements illustrated 1in FIG. 20 will
be denoted by the same reference numerals to simplify or
omit the description, and diflerent contents will be
described. The processor 92 of the client terminal 90 dis-
plays the vehicle thumbnail image SM2 designated by a
user’s operation as a tracking target vehicle 1n a state where
the vehicle thumbnail 1mage SM2 1s superimposed on the
periphery of the mtersection (that is, the mtersection of the
camera CM4) corresponding to the vehicle thumbnail image
SM2 on the road map MP1 on the vehicle tracking screen
WD4. With this configuration, the user can confirm the
vehicle thumbnail 1image SM2 of the tracking target vehicle
on the road map MP1 in an easily understandable manner by
visual observation.

Based on the specified result of the camera (in other
words, the camera that the tracking target vehicle 1s highly
likely to enter next) to be searched next by the vehicle search
server 50, the processor 92 may automatically update the
position of the intersection of the camera CM2 (for example,
“BEEE St. & El16th Ave”) corresponding to the specified
result 1n the position area mput field PA1 of the vehicle
tracking screen WD4. With this configuration, the user can
save time and effort mn mputting the place name of the
intersection where the camera to be searched next 1is
installed 1n the position area input field PA1, and conve-
nience at the time of the investigation 1s improved.

Based on the specified result of the camera (in other
words, the camera that the tracking target vehicle 1s highly
likely to enter next) to be searched next by the vehicle search
server 50, the processor 92 may set the direction DR127, 1n
which the tracking target vehicle enters the camera CM2
corresponding to the specified result, as the search condition
used for the next search. With this configuration, since the
entry direction (flow-1n direction) to the intersection where
the camera to be searched next 1s 1nstalled 1s automatically
set as the search condition, the user can save the time and
cllort to set by the user’s operation, and convenience at the
time of mvestigation 1s improved.
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FIG. 23 1s a diagram 1llustrating another example of the
vehicle tracking screen WD4. In the description of FIG. 23,
the same elements as the elements illustrated 1n FIG. 20 or
22 are denoted by the same reference numerals to simplify
or omit the description, and different contents will be
described. When 1n the tracking mode, the client terminal 90
receives the specified result of the camera to be searched
next after the tracking target vehicle (for example, the
vehicle of the vehicle thumbnail image SM2) passes through
the camera CM2 from the vehicle search server 50 each time
and displays it on the vehicle tracking screen WD4 so as to
be 1dentifiable. In this case, for example, when searching for
a camera to be searched next to the camera CM2, the vehicle
search server 50 acquires road information of an area
including the cameras CM4 and CM2 1n real time through
the Internet and the like, and executes the search after taking
this road information into consideration as a search condi-
tion as well.

For example, as illustrated in FIG. 23, the “EEE St.”” road
on the south side heads ing to the camera CM6 (1nstalled at the
intersection of the “EEE St.” road and the “E15th Ave™ road)
from the camera CM2 1s prohibited from passing (see traflic
prohibition sign CLD1). The road “EEE St.”” south of the
camera CM2 may be always prohibited from passing, or
may be prohibited from passing depending on a time zone.
The 1con of the traflic prohibition sign CLD1 or the 1icon and
information of the traflic time zone may be sent from the
vehicle search server 50 to the client terminal 90 and
displayed on the vehicle tracking screen WD4 by the client
terminal 90.

Further, as 1llustrated in FIG. 23, the road “E16th Ave” on

the east of the camera CM2 1s one-way traflic to the west
(see the one-way tratlic sign OWY1). The road “El16th Ave”
on the east of the camera CM2 may be always one-way
traflic to the west or may be one-way traflic to the west
depending on the time zone. The 1con of the one-way traflic
sign OWY1 or the icon and information of one-way traflic
time zone may be sent from the vehicle search server 50 to
the client terminal 90 and displayed on the vehicle tracking
screen WD4 by the client terminal 90.

Based on such road information, the current time, and the
advancing direction of the tracking target vehicle to the
camera CM2, the vehicle search unit 53 of the vehicle search
server 50 may specily a camera to be searched next to the
camera CM2 (in other words, a camera that the tracking
target vehicle 1s highly likely to appear next). For example,
in FIG. 23, as cameras to be searched next to the camera
CM2, the vehicle search unit 53 specifies a camera at an
intersection closest to the camera CM2 on the road (that 1s,
the camera CM7 having an imaging view angle ol AG7)
obtained by excluding the road of “EEE St.” and a road (for
example, the road to the west of “E16th Ave”), which 1s
obtained by excluding the road to the east of “E16th Ave”
from the position of camera CM2, from among the roads 1n
the area including camera CM2. The vehicle search unit 53
sends an analysis result (tracking process result) including
the specified result on specification of the camera CM7 to
the client terminal 90 via the communication unit 51.

When the analysis result sent from the vehicle search
server 30 1s received, the processor 92 of the client terminal
90 displays the vehicle tracking screen WD4 shown by the
tracking tab TB3. The processor 92 displays the 1con of the
camera CM7 to be searched next which is specified by the
vehicle search server 50 1n the vehicle tracking screen WD4
with a display pattern PIN 2 which can be i1dentified as
compared with the icons of other cameras. A display pattern
PTN2 corresponds to, for example, a mode 1mn which the
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color of the icon of the camera CM7 1s displayed differently
from the 1cons of the other cameras. Further, the display
pattern PTN2 corresponds to, for example, a mode 1n which
the 1con of the camera CM7 1s blinked and displayed. The
display pattern PTIN2 1s not limited to these modes. With this
configuration, the user ({or example, a police oflicer) can
intuitively and visually grasp an intersection (that 1s, the
intersection of camera CM7) where a tracking target vehicle
1s highly likely to appear next realistically, after taking into
consideration the road information (for example, a road
situation) of the area including the intersection of the camera
CM2, and can perform eflicient investigation.

Next, an operation procedure example 1n the tracking
mode of the vehicle detection system 100 according to the
first embodiment will be described with reference to FIG.
24. F1G. 24 1s a tlowchart 1llustrating an operation procedure
example 1n the tracking mode. As a premise of the descrip-
tion of FI1G. 24, the screen 1llustrated 1n FIG. 12 (that 1s, the
screen 1n which vehicle thumbnail 1mages SM1 to SM4 as
vehicle search results are associated with the road map MP1
indicating the passing direction of each vehicle at the time
of passing through the intersection) 1s displayed on the
display 94 of the client terminal 90.

In FIG. 24, the processor 92 of the client terminal 90
displays the tracking button PS1 on the periphery of the
vehicle thumbnail 1mage SM2 by a predetermined user’s
operation on a vehicle thumbnail 1mage (for example, the
vehicle thumbnail image SM2) of any one of the vehicles.
When 1t 1s detected that the displayed tracking button PS1 1s
designated by the user’s operation, the processor 92 recerves
the designation of the tracking target vehicle, and generates
an 1nstruction to set the vehicle corresponding to the desig-
nated vehicle thumbnail 1mage SM2 as the tracking target
vehicle (St11). When the processor 92 generates an nstruc-
tion to set the tracking target vehicle (see above), the
processor 92 sends an instruction to set the tracking target
vehicle to the vehicle search server 50 via the communica-
tion unit 93. The struction includes, for example, at least
identification information of a vehicle (for example, the
vehicle of the vehicle thumbnail 1mage SM2) designated as
the tracking target vehicle, information of an intersection
(for example, the intersection where the camera CM4 1s
installed) through which the tracking target vehicle has
passed, an advancing direction (for example, the direction
DR127) when the intersection passes, and a transition
istruction to a tracking mode for tracking the designated
tracking target vehicle.

The vehicle search server 50 acquires road information of
the area including the intersection from the external server
(not illustrated) through the Internet using the information
on the intersection included in the instruction to set the
vehicle to the tracking target vehicle (Stlla). This road
information mcludes mnformation on roads that exist always
or according to a time zone, and includes, for example, road
accident information and trathic jam information as the latest
road information, or information indicating whether one-
way ftraflic 1s set or not. The process of step Stlla 1s not
essential, and may be executed according to the specification
(for example, high end or low end) of the vehicle detection
system 100 (high end specification) or may be omitted (low
end specification). In the following, the process of step
Stlla will be described as being executed.

When an 1nstruction relating to designation of the tracking
target vehicle sent from the client terminal 90 1s received, the
vehicle search server 50, the vehicle search unit 33 analyzes
a captured 1mage of a camera corresponding to the infor-
mation of the intersection (that 1s, the intersection that the
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tracking target vehicle passed immediately betfore) included
in the instruction, as the tracking process of the tracking
target vehicle. Specifically, the vehicle search unit 33 speci-
fies a camera to be searched next (in other words, a camera
that the tracking target vehicle 1s highly likely to enter next)
or the position of the camera as the tracking process of the
tracking target vehicle (St12), based on the passing direction
(advancing direction) when the tracking target vehicle
passed the intersection immediately before, the current time,
the vehicle speed of the tracking target vehicle when passing,
through the intersection, the predetermined distance, and
road information (see step Stlla) road (St12). The prede-
termined distance 1s, for example, a distance to an adjacent
intersection where the cameras are installed at equal inter-
vals or within a predetermined distance. The vehicle search
unit 53 sends the analysis result (tracking process result)
described above to the client terminal 90 via the communi-
cation unit 51.

When the analysis result sent from the vehicle search
server 30 1s received, the processor 92 of the client terminal
90 displays the vehicle tracking screen WD4 indicated by
the tracking tab TB3. The processor 92 dlsplays the icon of
the camera CM2 to be searched next which 1s specified by
the vehicle search server 50 on the vehicle tracking screen
WD4 with the display pattern PTN1 which can be 1dentified
as compared with the icons of other cameras (St13).

When the vehicle search server 50 1s 1n the tracking mode,
the vehicle search unit 53 searches for the tracking target
vehicle using the captured image of the camera (for
example, the camera CM2 1llustrated 1n FI1G. 20) specified 1n
step St12 (St14). When 1t 1s determined that the tracking
target vehicle 1s detected (YES 1n St15), the vehicle search
unit 53 additionally stores the time when the tracking target
vehicle was detected (discovered) and the position of the
camera (for example, camera CM2) corresponding to the
captured 1image used as the search target in the storage unit
56 1n association with each other or updates the storage unit
56 (St16). These pieces of information are used in the
specilying process of a camera to be searched next to specily
the camera to be searched next. After processing of step
St16, the process of the vehicle detection system 100 returns
to step Stlla, or step Stlla or step St12 it step Stlla 1s
omitted, and the processing of step Stlla or step St12 to step
St16 or step St17 1s repeated.

On the other hand, when 1t 1s determined that the tracking
target vehicle 1s not detected (NO in St15), the vehicle
search unit 53 specifies the position of the intersection that
the tracking target vehicle 1s highly likely to pass next or the
camera 1nstalled at that position based on the passing
direction (advancing direction) when the tracking target
vehicle passed the previous intersection, the current time,
the vehicle speed (speed) of the tracking target vehicle when
passing through the intersection, the predetermined distance,
and road information (see step Stlla) (Stl17). After step
St17, the process of the vehicle detection system 100 returns
to step St13.

As described above, the vehicle detection system 100
according to the first embodiment includes the vehicle
search server 50 communicably connected to each camera
installed at each of a plurality of intersections, and the client
terminal 90 communicably connected to the vehicle search
server 50. The client terminal 90 displays, on the display 94,
the visual features of each of the plurality of vehicles passing,
through the intersection (for example, the intersection of
“EEE St. & E17th Ave™) at the location where the incident
or the like has occurred and the road map MP1 (map data)
in which the passing direction of the intersection of each
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vehicle 1s shown 1n association with each other, and sends,
to the vehicle search server 50, the instruction to set the
designated vehicle as a tracking target vehicle 1n response to
designation of any one of the plurality of vehicles. When the
istruction 1s received, the vehicle search server 50 specifies
a camera at an intersection at which the tracking target
vehicle 1s highly likely to enter next based on at least the
current time and the advancing direction of the intersection
of the tracking target vehicle, and sends camera information
ol the i1dentified camera to the client terminal 90. When the
camera 1information 1s received, the client terminal 90 dis-
plays the position of the camera corresponding to the camera
information on the display 94 so as to be identifiable 1n a
state where the position of the camera 1s superimposed on
the road map MP1.

With this configuration, for example, when an incident or
the like occurs at an intersection where many people or
vehicles come and go, the vehicle detection system 100 can
display, on the display 94 of the client terminal 90, the
intersection at which the tracking target vehicle 1s highly
likely to appear next in a manner that allows the user to
identify the intersection. Accordingly, the vehicle detection
system 100 can ethliciently reduce the time and eflort spent
on narrowing down the vehicle which has gotten away from
the intersection where the incident or the like has occurred,
and thus can efhiciently assist early detection of a suspect or
a criminal of the incident or the like by the user.

The vehicle search server 50 stores the specified camera
information in the storage unit 56 as information indicating
the travelling route of the tracking target vehicle. With this
configuration, after transitioning to the tracking mode
according to the istruction sent from the client terminal 90,
the vehicle search server 50 can eil

iciently search for and
specily the travelling route (for example, the intersection
where the camera, which 1s highly likely to appear next, 1s
installed) of the tracking target vehicle.

The vehicle search server 50 specifies a camera of an
intersection where the tracking target vehicle 1s highly likely
to enter next based on the current time, the passing direction
of the tracking target vehicle passing through the intersec-

tion, and the distance from the intersection. With this
configuration, the vehicle search server 50 can efliciently
narrow down the intersections where the tracking target
vehicle 1s highly likely to appear next.

When a camera corresponding to camera information 1s
designated by a user’s operation, the client terminal 90 sends
an acquisition request for the captured image of the camera
to the vehicle search server 30 and displays the display
screen of the captured image of the camera sent from the
vehicle search server 50 1n the display 94 1n response to the
acquisition request. With this configuration, after the camera
predicted to appear next, which 1s extracted based on the
passing direction of the tracking target vehicle when passing
through the intersection and the like, 1s notified 1dentifiably
on the display 94, the user can visually confirm the situation
in which the tracking target vehicle approaches the camera
through the reproduction screen by confirming the repro-
duction screen of the camera. Accordingly, according to the
vehicle detection system 100, the mvestigation of the user
(police oflicer) can be efliciently assisted.

The client terminal 90 displays the direction in which the
tracking target vehicle enters in a distinguishable manner on
the display screen. With this configuration, the user can
visually and intuitively grasp the passing direction of the

intersection at which the tracking target vehicle has passed




US 11,132,896 B2

29

to the corresponding position of the road map MP1 through
the display screen of the captured image of the camera to be
searched next.

When the road map MP1 (map data) indicating a passing,
direction of any vehicle passing through an intersection is
designated by a user’s operation, the client terminal 90 sends
the instruction (see above) to set the vehicle as the tracking,
target vehicle to the vehicle search server 50. With this
configuration, the user can cause the vehicle search server 50
to execute the tracking process of the tracking target vehicle
by a simple selection operation such as clicking on the road
map MP1 displayed 1n association with the vehicle thumb-
nail 1mage of interest.

When the visual features of any vehicle 1s designated by
a user’s operation, the client terminal 90 sends an 1nstruction
(see above) to set the vehicle as the tracking target vehicle
to the vehicle search server 50. With this configuration, the
user can cause the vehicle search server 50 to execute the
tracking process of the tracking target vehicle by a simple
selection operation such as clicking on a vehicle thumbnail
image ol interest.

The client terminal 90 displays the passing direction of
the tracking target vehicle passing through the intersection
on the display device so as to be identifiable 1n a state where
the passing direction 1s superimposed on the road map MP1
(map data). With this configuration, the user can visually and
intuitively grasp the passing direction of the intersection
where the tracking target vehicle has passed to the corre-
sponding position of the road map MP1.

The client terminal 90 displays the color of the icon of the
camera corresponding to the camera information differently
from the 1cons of the other cameras. With this configuration,
a camera that the tracking target vehicle 1s highly likely to
appear next 1s displayed 1n a different color compared to
other cameras, the user can easily grasp visually and 1ntui-
tively at which position the camera which 1s highly likely to
appear next 1s positioned.

The client terminal 90 also blinks and displays the camera
icon corresponding to the camera information. With this
configuration, the camera that the tracking target vehicle 1s
highly likely to appear next 1s displayed to blink compared
to other cameras, the user can easily grasp visually and
intuitively at which position the camera with a high possi-
bility that the tracking target vehicle appears next 1s posi-
tioned.

The client terminal 90 displays the visual features of the
tracking target vehicle on the display device so as to be
identifiable 1n a state where the visual features 1s superim-
posed on the periphery of the intersection of the road map
MP1 (map data) on the display 94. With this configuration,
the user can confirm the vehicle thumbnail image SM2 of the
tracking target vehicle on the road map MP1 1n an easily
understandable manner by visual observation.

Further, the vehicle search server 50 acquires road infor-
mation of an area icluding a plurality of intersections, and
specifles a camera at an intersection at which the tracking
target vehicle 1s highly likely to enter next, based on the
current time, the passing direction of the tracking target
vehicle passing through the intersection, and road informa-
tion of the areca. With this configuration, the user (for
example, a police oflicer) can 1ntuitively and visually grasp
an intersection (that is, the intersection of camera CMT7)
where the tracking target vehicle 1s highly likely to appear
next realistically, after taking into consideration the road
information (for example, a road situation) of the area
including the intersection of the camera CM2, and can
perform eflicient investigation.
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The road information of the area includes trailic jam
information of the road. With this configuration, the vehicle
search server 30 can specily an intersection at which a
camera 1s highly likely to appear next 1s istalled with high
accuracy by excluding a road in heavy tratlic from the roads
through which the tracking target vehicle passes.

The road information of the area includes construction
information of the road. With this configuration, the vehicle
search server 30 can specily an intersection at which a
camera, which 1s highly likely to appear next, i1s installed
with high accuracy by excluding a road under construction
from the roads through which the tracking target vehicle
passes.

The road information of the area includes one-way traflic
information of the road. With this configuration, depending
on the traveling direction of the tracking target vehicle, the
vehicle search server 530 can specily an mtersection at which
a camera highly likely to appear next is installed with high
accuracy by excluding or preferentially selecting a road 1n
one-passage Irom the roads through which the tracking
target vehicle passes.

The client terminal 90 sends, to the vehicle search server
50, an mformation acquisition request for a vehicle that has
passed through an intersection at the location on the date and
time, 1n response to mput of iformation ncluding the date
and time and the location at which an incident or the like
occurred and the features of the vehicle which caused the
incident or the like. When the information acquisition
request 1s received, the vehicle search server 50 extracts
vehicle mformation and passing directions of a plurality of
vehicles passing through the intersection at the location in
association with each other using the captured image of the
camera corresponding to the intersection of the location at
the date and time, and sends the extracted result to the client
terminal 90. The client terminal 90, on the display device 94,
displays the visual features of the plurality of vehicles
passing through the intersection at the location and the
passing directions of the respective vehicles 1 association
with each other using the extracted result. With this con-
figuration, when an incident or the like occurs at an inter-
section where many people or vehicles come and go, the
user can grasp simultaneously and at an early stage visual
teatures such as the vehicle candidate extracted as a getaway
vehicle and an getaway direction when passing through the
intersection 1n the client terminal 90 used by himseli/herself.
Accordingly, since the vehicle detection system 100 can
clliciently assist early detection of the getaway vehicle 1n the
user’s investigation, convenience of police investigation or
the like can be accurately improved.

Hereinbetfore, various embodiments are described with
reference to the drawings. However, it goes without saying
that the present disclosure 1s not limited to such examples.
Those skilled 1n the art will appreciate that various modifi-
cation examples, correction examples, substitution
examples, addition examples, deletion examples, and
equivalent examples can be conceirved within the scope
described 1n the claims and it 1s understood that those are
also within the technical scope of the present disclosure.
Further, respective constituent elements in the various
embodiments described above may be arbitrarily combined
within the scope not deviating from the gist of the invention.

In the first embodiment and the modification example
thereol described above, 1t 1s exemplified that the detection
target 1n the captured image of the cameras 10, 10q, . . . 1s
a vehicle, but the detection target 1s not limited to the
vehicle, and other objects (for example, moving object such
as vehicles) may be used. The other object may be, for




US 11,132,896 B2

31

example, a flying object such as a drone operated by a person
such as a suspect who has caused an incident or the like.
That 1s, the vehicle detection system according to the
embodiment can be said to be an investigation assist system
that assists detection of a vehicle or other objects (that 1s,
detection targets).

The present disclosure 1s useful as a vehicle detection

system and a vehicle detection method which efliciently
reduces the time and eflort spent on narrowing down a
vehicle get away from an intersection where many people
and vehicles come and go and assists and early detection of
a suspect or a criminal of the incident or the like when an
incident or the like occurs at the intersection.

The present application 1s based upon Japanese Patent

Application (Patent Application No. 2018-196777) filed on
Oct. 18, 2018, the contents of which are incorporated herein
by reference.

What 1s claimed 1s:
1. A vehicle detection system, comprising:
a server connected to communicate with a plurality of
cameras installed at each of a plurality of intersections;
and
a client terminal connected to communicate with the
server, wherein
the client terminal 1s configured to display, on a display
device, a visual feature of each of a plurality of vehicles
passing through a first intersection at a location and
map data indicating a passing direction of the each of
the plurality of vehicles passing through the first inter-
section and send, 1n response to a designation of any
one of the plurality of vehicles, an mstruction to set the
designated vehicle as a tracking target vehicle to the
Server,
the server 1s configured to, when the instruction 1s
received, specily an entry direction at a second inter-
section at which the tracking target vehicle 1s highly
likely to enter next based on at least a passing direction
of the tracking target vehicle at the first intersection and
send the entry direction at the second intersection to the
client terminal, and
the client terminal 1s configured to, when the entry direc-
tion at the second intersection 1s received,
display, on the display device, a position of the second
intersection;

automatically set the entry direction at the second
intersection as a search condition of a search request
to be performed on the tracking target vehicle at the
second intersection; and

send the next request to the server to search vehicles
passing through the second intersection based on the
search request.

2. The vehicle detection system according to claim 1,

wherein the server 1s configured to store the entry direc-
tion at the second intersection 1n a storage as informa-
tion 1ndicating a travelling route of the tracking target
vehicle.

3. The vehicle detection system according to claim 1,

wherein the server 1s configured to specily the entry
direction at the second intersection at which the track-
ing target vehicle 1s highly likely to enter next, based on
a current time, the passing direction of the tracking
target vehicle passing at the first intersection, and a
distance from the first intersection.

4. The vehicle detection system according to claim 1,

wherein the client terminal i1s configured to send an
acquisition request for a captured image of a second
camera at the second intersection to the server when the
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second camera corresponding to the entry direction at
the second 1ntersection 1s designated by a user’s opera-
tion, and display, on the display device, the captured
image ol the second camera sent from the server in
response to the acquisition request.

5. The vehicle detection system according to claim 4,

wherein the client terminal 1s configured to display a
direction in which the tracking target vehicle enters on
the display 1dentifiably.

6. The vehicle detection system according to claim 1,

wherein the client terminal 1s configured to send the
instruction to the server when map data indicating a
passing direction of any one of the plurality of vehicles

passing through the intersection 1s designated by a
user’s operation.

7. The vehicle detection system according to claim 1,

wherein the client terminal 1s configured to send the
istruction to the server when a visual feature of any
one of the plurality of vehicles 1s designated by a user’s
operation.

8. The vehicle detection system according to claim 1,

wherein the client terminal 1s configured to display, on the
display device, a passing direction of the tracking target
vehicle, which passes through the first intersection, to
be superimposed on the map data identifiably.

9. The vehicle detection system according to claim 1,

wherein the client terminal 1s configured to display a color
of an 1con of a camera corresponding to the entry
direction at the second intersection differently from
icons of cameras other than the camera corresponding
to the entry direction at the second intersection.

10. The vehicle detection system according to claim 1,

wherein the client terminal 1s configured to blink and
display an 1con of a camera corresponding to the entry
direction at the second 1ntersection.

11. The vehicle detection system according to claim 1,

wherein the client terminal 1s configured to display, on the
display device, a visual feature of the tracking target
vehicle to be superimposed on the periphery of the
intersection of the map data i1dentifiably.

12. The vehicle detection system according to claim 1,

wherein the server 1s configured to acquire road informa-
tion of an area including the plurality of intersections,
and specily a second camera at the second intersection
where the tracking target vehicle 1s highly likely to
enter next based on a current time, a passing direction
of the tracking target vehicle passing through the first
intersection, and road information of the area.

13. The vehicle detection system according to claim 12,

wherein the road information of the area includes traflic
jam information of a road.

14. The vehicle detection system according to claim 12,

wherein the road information of the area includes con-
struction information of a road.

15. The vehicle detection system according to claim 12,

wherein the road information of the area includes one-
way traflic information of a road.

16. The vehicle detection system according to claim 1,

60 wherein

65

the client terminal 1s configured to send, in response to
input of information including date and time and a
location at which an 1incident occurred and a feature of
a vehicle which caused the incident, an information
acquisition request for a vehicle passing through the
intersection at the location at the date and time to the
server,
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the server 1s configured, when the information acquisition
request 1s received, to extract vehicle information and
passing directions of a plurality of vehicles passing
through the intersection at the location in association
with each other using a captured image of a camera
corresponding to the intersection of the location at the
date and time, and send the extracted result to the client
terminal, and

the client terminal 1s configured to display, on the display
device, the visual features of the plurality of vehicles
passing through the intersection at the location and
passing directions of the respective vehicles 1n asso-
ciation with each other using the extracted result.

17. A vehicle detection method implemented by a vehicle

detection system which includes a server connected to

communicate with a plurality of cameras installed at each of

a plurality of intersections and a client terminal connected to

communicate with the server, the method comprising:

displaying, by the client terminal, on a display device, a
visual feature of each of a plurality of vehicles passing
through a first intersection at a location and map data
indicating a passing direction of the each of the plu-
rality of vehicles having passed through the first inter-
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section, and sending, in response to a designation of
any one of the plurality of vehicles, an istruction to set
the designated vehicle as a tracking target vehicle to the
Server;
specifying, by the server when the instruction is received,
an entry direction at a second intersection at which the
tracking target vehicle 1s highly likely to enter next
based on at least a passing direction of the tracking
target vehicle at the first intersection and sending the
entry direction at the second intersection to the client
terminal; and
in response to the entry direction at the second intersec-
tion being received by the client terminal,
displaying, by the client terminal, on the display
device, a position of the second intersection;
automatically setting, by the client terminal, the entry
direction at the second intersection as a search con-
dition of a search request to be performed on the
tracking target vehicle at the second intersection; and
sending, by the client terminal, the next request to the
server to search vehicles passing through the second
intersection based on the search request.

¥ o # ¥ ¥



	Front Page
	Drawings
	Specification
	Claims

