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EFFICIENT TRANSLATING OF SOCIAL
MEDIA POSTS

BACKGROUND

The present application relates generally to an improved
data processing apparatus and method and more specifically
to mechanisms for efliciently translating social media posts
using deep-learning techniques.

Language translation 1s a communication of a meaning of
a source-language text by means of an equivalent target-
language text. Language translation plays an important role
in analyzing the context of any published matter. Since huge
data (4V—volume, variety, velocity, and veracity) 1s being
generated every second across the world, difliculty exists 1n
keeping an eye on all activities/posts published 1n social
media. Furthermore, any language translator has an inherent
risk ol inadvertently introducing source-language words,
grammar, or syntax into the target-language rendering. How-
ever, such “spill-overs” have sometimes imported useful
source-language calques and loanwords that have enriched
target languages. Because of the laboriousness of the trans-
lation process, eflorts have been made, with varying degrees
ol success, to automate translation or to mechanically aid the
human translator.

SUMMARY

This Summary 1s provided to mtroduce a selection of
concepts 1 a sumplified form that are further described
herein in the Detailed Description. This Summary 1s not
intended to identify key factors or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limat
the scope of the claimed subject matter.

In one illustrative embodiment, a method 1s provided, in
a data processing system comprising a processor and a
memory, the memory comprising instructions that are
executed by the processor to configure the processor to
implement an eflicient translating mechanism to efliciently
translating social media posts. The method comprises,
responsive to receiving a request to translate a social media
post 1n a source language and a target language, 1dentifying
the source language to be used to translate the social media
post based on words within the social media post. The
method also comprises 1dentifying a highest classification
associated with words of the social media post matched to
the 1dentified source language to be used to translate the
social media post. Moreover, the method comprises trans-
lating the social media post from the source language to the
target language on a sentence-by-sentence basis using a
translation level associated with the highest classification.
The translation of a sentence comprises: for each word of a
set of words 1n the sentence, identifying the word in the
source language and its related meaning 1n the target lan-
guage from a multi-language data structure; categorizing
cach word 1n the set of words into 1ts associated part of
speech; generating a sentence 1n the target language utilizing
the 1dentified words 1n the target language and their associ-
ated parts of speech; and performing natural language pro-
cessing on each generated sentence in the target language to
determine whether one or more ambiguous connotations
exists. Additionally, the method comprises, responsive to
cach sentence failing have any ambiguous connotations,
generating a social medial post in the target language
utilizing the generated sentences.

In other illustrative embodiments, a computer program
product comprising a computer useable or readable medium
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2

having a computer readable program 1s provided. The com-
puter readable program, when executed on a computing
device, causes the computing device to perform various ones
of, and combinations of, the operations outlined above with
regard to the method 1illustrative embodiment.

In yet another 1illustrative embodiment, a system/appara-
tus 1s provided. The system/apparatus may comprise one or
more processors and a memory coupled to the one or more
processors. The memory may comprise instructions which,
when executed by the one or more processors, cause the one
or more processors to perform various ones of, and combi-
nations of, the operations outlined above with regard to the
method illustrative embodiment.

These and other features and advantages of the present
invention will he described 1n, or will become apparent to
those of ordinary skill 1in the art 1n view of, the following
detailed description of the example embodiments of the
present 1nvention.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The invention, as well as a preferred mode of use and
further objectives and advantages thereof, will best be
understood by reference to the following detailed descrip-
tion of illustrative embodiments when read 1n conjunction
with the accompanying drawings, wherein:

FIG. 1 1s an example diagram of a distributed data
processing system in which aspects of the illustrative
embodiments may be implemented;

FIG. 2 1s an example block diagram of a computing
device 1n which aspects of the illustrative embodiments may
be implemented;

FIG. 3 depicts a functional block diagram of a data
processing system that efliciently translates social media
posts using deep-learning techniques 1n accordance with an
illustrative embodiment;

FIG. 4 depicts an exemplary flowchart of the operation of
cihiciently translating social media posts using deep-learning
techniques 1n accordance with an illustrative embodiment;

FIG. 5 depicts an exemplary flowchart of the operation
performed by an eflicient translating mechanism in identi-
tying a source language to utilize for translating of a social
media post i accordance with an 1llustrative embodiment;
and

FIG. 6 depicts an exemplary flowchart of the operation
performed by an eflicient translating mechanism in identi-
tying a restriction type to utilize for translating of a social
media post i accordance with an illustrative embodiment.

DETAILED DESCRIPTION

As noted previously, language translation, which converts
a source-language text to an equivalent target-language text,
has an inherent risk of imadvertently introducing source-
language words, grammar, or syntax into the target-language
rendering. Further, with the laboriousness of the translation
process, when social media posts are analyzed with higher
production, processing of the social media posts increases.
Conversely, when social media posts are analyzed with
lower production, while processing may increase, the oppor-
tunity to overlook key information within the social media
posts also increases.

Thus, the illustrative embodiments provide mechanisms
for eflicient translating of social media posts using deep-
learning techniques. Initially, the eflicient translating mecha-
nism performs a language i1dentification process i order to
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identily which source language 1s to be used to translate the
social media post. For each word within the social media
post, ellicient translating mechanism analyzes a multi-lan-
guage database to identify a matching word. Since many
languages may have similar words, eflicient translating
mechanism may identily a word within more than one
language that matches the word 1n the social media post.
Thus, for each word within the social media post, eflicient
translating mechanism generates a list of languages that
have words that match the word within the social media
post. Either at an end of an analysis of all the words within
the social media post or at a point within the language
identification process when a particular language has
exceeded all other i1dentified languages above a predeter-
mined threshold, eflicient translating mechanism 1dentifies
the language to utilize for a source-language portion of the
social media post translation.

In the illustrative embodiments, 1f the word 1s not found
within the multi-language database, eflicient translating
mechanism performs a search of one or more other data
structures to 1dentily a language or languages associated
with the word. I1 identified, eflicient translating mechanism
adds the word and the associated language/languages to the
multi-language database. Further, eflicient translating
mechanism may also 1dentity a meaning or meanings of the
word. If the word has multiple meanings or a meaning that
may be sensitive in nature, eflicient translating mechanism
associates an appropriate restriction type to the word as 1t 1s
added to the multi-language database. In accordance with
one illustrative embodiment, restriction type 1s based on the
type ol grammar used thereby indicating the word to be
ambiguous. In accordance with another illustrative embodi-
ment, the restriction type may indicate that the word has
anti-social elements that may indicate harm to a country,
groups of people, a particular person, or the like.

With regard to the restriction type, while performing the
language 1dentification process, etlicient translating mecha-
nism keeps track of a classification associated with words of
the social media post 1n order to 1dentily a level of transla-
tion that will be required to translate the social media post
from the source language to the target language. That 1s,
many times, words within languages may have different
meaning, 1.e. different sentiment meanings. Thus, each word
in the multi-language database has an associated restriction
type: type-0, type-1, type-2, type-3, or the like. Social media
posts that utilize words that are identified as ambiguous will
require a more 1ntense translation in order to reduce the level
of ambiguity. Conversely, social media posts that utilize
words that are identified as less ambiguous may only require
a straightforward translation.

In accordance with one illustrative embodiment, a type-0
restriction type 1s associated with unrestricted grammar and
utilizes turing machine translation. A type-1 restriction type
1s associated with context-sensitive grammar and utilizes
linear-bounded automaton translation. A type-2 restriction
type 1s associated with context-iree grammar and utilizes
pushdown automaton translation. A type-3 restriction type 1s
associated with regular grammar and utilizes finite state
automaton translation. Accordingly, for each word and for
cach i1dentified language, eflicient translating mechanism
keeps track of the highest restriction type that 1s 1dentified.
For example, 11, during the language 1dentification process,
the highest 1dentified restriction type 1s type-1, the eflicient
translating mechanism will utilize an associated type-1 level
of translation. As another example, 1f, during the language
identification process, the highest 1dentified restriction type

10

15

20

25

30

35

40

45

50

55

60

65

4

1s type-3, the eflicient translating mechanism will utilize an
associated type-3 level of translation.

In accordance with aspects of the illustrative embodi-
ments, the restriction type may also indicate a level of
criticality in translating the social media post. That 1s, 1n
addition to a restriction type associated with an identified
ambiguous word, multi-language database may also have
restriction types associated with sensitive words, 1.€. words
that may indicate anti-social elements that could indicate
harm to a country, groups of people, a particular person, or
the like. Thus, while a word 1n the multi-language database
may not have an ambiguous meaning, the word may have a
high restriction type due to its appearance within any text.

After 1dentifying the language to utilize for the source-
language portion of the social media post translation, the
level of translation that will be required to translate the
social media post from the source language to the target
language based on the identified highest level of restriction
type, and the target language, eflicient translating mecha-
nism begins the process of translating the social media post
from the source language to the target language on a
sentence-by-sentence basis. For each word in the social
media post, eflicient translating mechanism identities the
word 1n the source language and 1ts related meaning 1n the
target language. The eflicient translating mechanism catego-
rizes each word into 1ts associated part of speech, 1.e. noun,
pronoun, verb, adverb, predicate, or the like. The eflicient
translating mechanism then generates a sentence in the
target language utilizing the i1dentified words 1n the target
language and their associated parts of speech. It should be
noted that the newly generated sentence may not have the
identified words 1n the target language 1n a same order as the
words 1n the source language. That 1s, 1t 1s common for
different language to have different grammatical sentence
structures. Thus, the sentence in the target language may
have a different grammatical sentence structure than the
sentence from the social media post, while still having the
same meaning.

While generating the sentence i1n the target language,
cilicient translating mechanism may also perform natural
language processing on the newly generated sentence to
identily whether the sentence 1n the target language has any
ambiguous connotations. This may include eflicient trans-
lating mechanism analyzing the newly generated sentence 1n
view ol either or both of a preceding or a succeeding
sentence(s). If the natural language processing indicates that
the sentence by 1tsell or mn view of either or both of the
preceding or the succeeding sentence(s) 1s ambiguous, efli-
cient translating mechanism may change the level of restric-
tion type that 1s being used for translation and restart the
translation process for all portions of the social media post
so that a less or non-ambiguous translation may be gener-
ated. Furthermore, if a particular word or portion of a
sentence, 1s 1dentified as ambiguous during the translation,
cilicient translating mechanism may change the restriction
type of the associated word in the source language of the
multi-language database through a deep-learning process so
that later translations utilize an appropnate level of transla-
tion 1mtially. Once the entire social media post has been
translated from the source language to the target language,
cllicient translating mechanism generates a social medial
post 1n the target language.

Thus, the mechanisms of the illustrative embodiments
provide an eflicient translating of social media posts using
deep-learning techniques. Social media posts are translated
using different precision/accuracy levels based on the nature
of the words within the sentence rather than merely trans-
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lating from a source language to a target language and
leaving 1t up to the reader to determine 11 there 1s ambiguity
or a need for a more accurate translation.

Before beginning the discussion of the various aspects of
the illustrative embodiments, it should {first be appreciated
that throughout this description the term “mechanism™ wall
be used to refer to elements of the present invention that
perform various operations, functions, and the like. A
“mechanism,” as the term 1s used herein, may be an imple-
mentation of the functions or aspects of the illustrative
embodiments 1n the form of an apparatus, a procedure, or a
computer program product. In the case of a procedure, the
procedure 1s implemented by one or more devices, appara-
tus, computers, data processing systems, or the like. In the
case ol a computer program product, the logic represented
by computer code or instructions embodied 1n or on the
computer program product 1s executed by one or more
hardware devices in order to implement the functionality or
perform the operations associated with the specific “mecha-
nism.” Thus, the mechanisms described herein may be
implemented as specialized hardware, software executing on
general purpose hardware, software instructions stored on a
medium such that the instructions are readily executable by
specialized or general purpose hardware, a procedure or
method for executing the functions, or a combination of any
of the above.

The present description and claims may make use of the
terms “a,” “at least one of,” and “one or more of”” with regard
to particular features and elements of the illustrative
embodiments. It should be appreciated that these terms and
phrases are mtended to state that there 1s at least one of the
particular feature or element present in the particular illus-
trative embodiment, but that more than one can also be
present. That 1s, these terms/phrases are not intended to limit
the description or claims to a single feature/element being,
present or require that a plurality of such features/elements
be present. To the contrary, these terms/phrases only require
at least a single feature/element with the possibility of a
plurality of such features/elements being within the scope of
the description and claims.

Moreover, 1t should be appreciated that the use of the term
“engine,” 1 used herein with regard to describing embodi-
ments and features of the invention, 1s not intended to be
limiting of any particular implementation for accomplishing
and/or performing the actions, steps, processes, etc., attrib-
utable to and/or performed by the engine. An engine may be,
but 1s not limited to, software, hardware and/or firmware or
any combination thereof that performs the specified func-
tions including, but not limited to, any use of a general
and/or specialized processor in combination with appropri-
ate soltware loaded or stored 1n a machine readable memory
and executed by the processor. Further, any name associated
with a particular engine 1s, unless otherwise specified, for
purposes of convenience of reference and not intended to be
limiting to a specific implementation. Additionally, any
functionality attributed to an engine may be equally per-
formed by multiple engines, incorporated 1into and/or com-
bined with the functionality of another engine of the same or
different type, or distributed across one or more engines of
various configurations.

In addition, 1t should be appreciated that the following
description uses a plurality of various examples for various
clements of the illustrative embodiments to further i1llustrate
example implementations of the illustrative embodiments
and to aid in the understanding of the mechanisms of the
illustrative embodiments. These examples intended to be
non-limiting and are not exhaustive of the various possibili-
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6

ties for implementing the mechanisms of the illustrative
embodiments. It will be apparent to those of ordinary skill
in the art in view of the present description that there are
many other alternative implementations for these various
clements that may be utilized 1n addition to, or 1n replace-
ment of, the examples provided herein without departing
from the spirit and scope of the present invention.

Thus, the illustrative embodiments may be utilized 1n
many different types of data processing environments. In
order to provide a context for the description of the specific
clements and functionality of the illustrative embodiments,
FIGS. 1 and 2 are provided hereafter as example environ-
ments 1n which aspects of the illustrative embodiments may
be implemented. It should be appreciated that FIGS. 1 and
2 are only examples and are not intended to assert or imply
any limitation with regard to the environments in which
aspects or embodiments of the present invention may be
implemented. Many modifications to the depicted environ-
ments may be made without departing from the spirit and
scope of the present mnvention.

FIG. 1 depicts a pictorial representation of an example
distributed data processing system 1n which aspects of the
illustrative embodiments may be implemented. Distributed
data processing system 100 may include a network of
computers 1 which aspects of the illustrative embodiments
may be implemented. The distributed data processing sys-
tem 100 contains at least one network 102, which 1s the
medium used to provide communication links between
various devices and computers connected together within
distributed data processing system 100. The network 102
may 1nclude connections, such as wire, wireless communi-
cation links, or fiber optic cables.

In the depicted example, server 104 and server 106 are
connected to network 102 along with storage unit 108. In
addition, clients 110, 112, and 114 are also connected to
network 102. These clients 110, 112, and 114 may be, for
example, personal computers, network computers, or the
like. In the depicted example, server 104 provides data, such
as boot files, operating system images, and applications to
the clients 110, 112, and 114. Clients 110, 112, and 114 are
clients to server 104 1n the depicted example. Distributed
data processing system 100 may include additional servers,
clients, and other devices not shown.

In the depicted example, distributed data processing sys-
tem 100 1s the Internet with network 102 representing a
worldwide collection of networks and gateways that use the
Transmission Control Protocol/Internet Protocol (TCP/IP)
suite of protocols to communicate with one another. At the
heart of the Internet 1s a backbone of high-speed data
communication lines between major nodes or host comput-
ers, consisting of thousands of commercial, governmental,
educational and other computer systems that route data and
messages. Of course, the distributed data processing system
100 may also be implemented to include a number of
different types of networks, such as for example, an intranet,
a local area network (LAN), a wide area network (WAN), or
the like. As stated above, FIG. 1 1s intended as an example,
not as an architectural limitation for different embodiments
of the present mnvention, and therefore, the particular ele-
ments shown 1 FIG. 1 should not be considered limiting
with regard to the environments 1 which the illustrative
embodiments of the present invention may be implemented.

As shown i FIG. 1, one or more of the computing
devices, e.g., server 104, may be specifically configured to
implement an eflicient translating mechanism. The config-
uring of the computing device may comprise the providing
of application specific hardware, firmware, or the like to
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tacilitate the performance of the operations and generation
ol the outputs described herein with regard to the 1llustrative
embodiments. The configuring of the computing device may
also, or alternatively, comprise the providing ol software
applications stored in one or more storage devices and
loaded 1nto memory of a computing device, such as server
104, for causing one or more hardware processors of the
computing device to execute the software applications that
configure the processors to perform the operations and
generate the outputs described herein with regard to the
illustrative embodiments. Moreover, any combination of
application specific hardware, firmware, software applica-
tions executed on hardware, or the like, may be used without
departing from the spirit and scope of the illustrative
embodiments.

It should be appreciated that once the computing device 1s
configured 1 one of these ways, the computing device
becomes a specialized computing device specifically con-
figured to implement the mechanisms of the illustrative
embodiments and 1s not a general purpose computing
device. Moreover, as described hereafter, the implementa-
tion of the mechanisms of the illustrative embodiments
improves the functionality of the computing device and
provides a useful and concrete result that facilitates efli-
ciently translating of social media posts using deep-learning
techniques.

As noted above, the mechanisms of the illustrative
embodiments utilize specifically configured computing
devices, or data processing systems, to perform the opera-
tions for efliciently translating of social media posts using
deep-learning techniques. These computing devices, or data
processing systems, may comprise various hardware ele-
ments which are specifically configured, either through
hardware configuration, software configuration, or a com-
bination of hardware and soitware configuration, to 1mple-
ment one or more ol the systems/subsystems described
herein. FIG. 2 1s a block diagram of just one example data
processing system in which aspects of the illustrative
embodiments may he implemented. Data processing system
200 1s an example of a computer, such as server 104 in FIG.
1, 1n which computer usable code or instructions implement-
ing the processes and aspects of the illustrative embodiments
of the present invention may be located and/or executed so
as to achieve the operation, output, and external effects of
the 1llustrative embodiments as described herein.

In the depicted example, data processing system 200
employs a hub architecture including north bridge and
memory controller hub (NB/MCH) 202 and south bridge
and mput/output (I/0) controller hub (SB/ICH) 204. Pro-
cessing unit 206, main memory 208, and graphics processor
210 are connected to NB/MCH 202. Graphics processor 210
may be connected to NB/MCH 202 through an accelerated
graphics port (AGP).

In the depicted example, local area network (LAN)
adapter 212 connects to SB/ICH 204. Audio adapter 216,
keyboard and mouse adapter 220, modem 222, read only
memory (ROM) 224, hard disk drive (HDD) 226, CD-ROM
drive 230, universal serial bus (USB) ports and other com-
munication ports 232, and PCI/PCle devices 234 connect to
SB/ICH 204 through bus 238 and bus 240, PCI/PCle devices
may include, for example, Ethernet adapters, add-in cards,
and PC cards for notebook computers. PCI uses a card bus
controller, while PCle does not. ROM 224 may be, for
example, a tlash basic mput/output system (BIOS).

HDD 226 and CD-ROM drive 230 connect to SB/ICH
204 through bus 240. HDD 226 and CD-ROM drive 230
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or serial advanced technology attachment (SATA) interface.
Super 1/0 (S10) device 236 may be connected to SB/ICH

204.

An operating system runs on processing unit 206. The
operating system coordinates and provides control of vari-
ous components within the data processing system 200 1n
FIG. 2. As a client, the operating system may be a commer-
cially available operating system such as Microsoft® Win-
dows 7®. An object-oriented programming system, such as
the Java™ programming system, may run in conjunction
with the operating system and provides calls to the operating
system from Java™ programs or applications executing on
data processing system 200.

As a server, data processing system 200 may be, for
example, an IBM eServer™ System p® computer system,
Power™ processor based computer system, or the like,
running the Advanced Interactive Executive (AIX®) oper-
ating system or the LINUX® operating system. Data pro-
cessing system 200 may be a symmetric multiprocessor
(SMP) system including a plurality of processors i pro-
cessing unit 206. Alternatively, a single processor system
may be employed.

Instructions for the operating system, the object-oriented
programming system, and applications or programs are
located on storage devices, such as HDD 226, and may be
loaded 1nto main memory 208 for execution by processing
umt 206. The processes for illustrative embodiments of the
present invention may be performed by processing unit 206
using computer usable program code, which may be located
in a memory such as, for example, main memory 208, ROM
224, or 1n one or more peripheral devices 226 and 230, for
example.

A bus system, such as bus 238 or bus 240 as shown 1n
FIG. 2, may be comprised of one or more buses. Of course,
the bus system may be implemented using any type of
communication fabric or architecture that provides for a
transfer of data between different components or devices
attached to the fabric or architecture. A communication unit,
such as modem 222 or network adapter 212 of FIG. 2, may
include one or more devices used to transmit and receive
data. A memory may be, for example, main memory 208,
ROM 224, or a cache such as found in NB/MCH 202 1n FIG.
2.

As mentioned above, 1n some 1llustrative embodiments
the mechanisms of the illustrative embodiments may be
implemented as application specific hardware, firmware, or
the like, application software stored 1n a storage device, such
as HDD 226 and loaded 1into memory, such as main memory
208, for executed by one or more hardware processors, such
as processing unit 206, or the like. As such, the computing
device shown 1n FIG. 2 becomes specifically configured to
implement the mechanisms of the illustrative embodiments
and specifically configured to perform the operations and
generate the outputs described hereafter with regard to the
cilicient translating of social media posts using deep-learn-
ing techniques.

Those of ordmary skill in the art will appreciate that the
hardware 1 FIGS. 1 and 2 may vary depending on the
implementation. Other internal hardware or peripheral
devices, such as flash memory, equivalent non-volatile
memory, or optical disk drives and the like, may be used in
addition to or 1n place of the hardware depicted 1n FIGS. 1
and 2. Also, the processes of the illustrative embodiments
may be applied to a multiprocessor data processing system,
other than the SMP system mentioned previously, without
departing from the spirit and scope of the present invention.
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Moreover, the data processing system 200 may take the
form of any of a number of different data processing systems
including client computing devices, server computing
devices, a tablet computer, laptop computer, telephone or
other commumication device, a personal digital assistant
(PDA), or the like. In some illustrative examples, data
processing system 200 may be a portable computing device
that 1s configured with flash memory to provide non-volatile
memory for storing operating system files and/or user-
generated data, for example. Essentially, data processing
system 200 may be any known or later developed data
processing system without architectural limitation.

FIG. 3 depicts a functional block diagram of a data
processing system that efliciently translates social media
posts using deep-learning techniques 1n accordance with an
illustrative embodiment. Data processing system comprises
cilicient translating mechanism 302 and multi-language data
structure 304. Efficient translating mechanism 302 further
comprises source-language identification engine 306,
restriction type tracking engine 308, and translation engine
310. Responsive to recerving request 312 to translate a social
media post 1n a source language and a desired target lan-
guage, source-language identification engine 306 1nitiates a
process to 1dentify which source language 1s to be used to
translate the social media post. For each word within the
social media post, source-language identification engine 306
analyzes multi-language data structure 304 to identily a
matching word. Since many languages may have similar
words, source-language 1dentification engine 306 may 1den-
tify a word within more than one language that matches the
word 1n the social media post. Thus, for each word within
the social media post, source-language 1dentification engine
306 generates a list of languages that have words that match
the word within the social media post. Source-language
identification engine 306 then determines whether all the
words within the social media post have been analyzed. IT
s0, source-language identification engine 306 identifies the
language that 1s most common to all the words within the
social media post as the source language to utilize for the
social media post translation. However, if not all the words
within the social media post have been analyzed but one
identified language has exceeded all other identified lan-
guages above a predetermined threshold, then source-lan-
guage identification engine 306 ends the language 1dentifi-
cation process and identifies the language that exceeds all
other identified languages above the predetermined thresh-
old as the source language to utilize for the social media post
translation.

During the language identification process, 11 the word 1s
not found within the multi-language database, source-lan-
guage 1dentification engine 306 performs a search of one or
more other data structures to identily a language or lan-
guages associated with the word. If source-language 1den-
tification engine 306 1dentifies the word 1n one of the one or
more other data structures, source-language identification
engine 306 adds the word and the associated language/
languages to multi-language data structure 304. Source-
language 1dentification engine 306 also i1dentifies a meaning
or meanings of the word. I1 the word has multiple meanings
or a meaning that may be sensitive in nature, source-
language 1dentification engine 306 associates an appropriate
restriction type to the word as it 1s added to multi-language
data structure 304. In accordance with one illustrative
embodiment, restriction type 1s based on the type of gram-
mar used thereby indicating the word to be ambiguous. In
accordance with another illustrative embodiment, the
restriction type may indicate that the word has anti-social
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clements that may indicate harm to a country, groups of
people, a particular person, or the like.

While performing the language identification process,
restriction type tracking engine 308 keeps track of a highest
classification associated with words matched 1n multi-lan-
guage data structure 304 1n order to identify a level of
translation that will be required to translate the social media
post Irom the source language to the target language. That 1s,
many times, words within languages may have different
meaning, 1.¢. different sentiment meamngs. Thus, each word
in the multi-language database has an associated restriction
type: type-0, type-1, type-2, type-3, or the like. Accordingly,
for each word and for each 1dentified language, restriction
type tracking engine 308 keeps track of the highest restric-
tion type that 1s identified. For example, 1f, during the
language 1dentification process, the highest identified
restriction type 1s type-1, the eflicient translating mechanism
will utilize an associated type-1 level of translation. As
another example, 1f, during the language identification pro-
cess, the highest i1dentified restriction type 1s type-3, the
cilicient translating mechanism will utilize an associated
type-3 level of translation. The restriction type may identify
a level of ambiguity or word sensitivity.

After 1dentitying the language to utilize for the source-
language portion of the social media post translation, the
level of translation that will be required to translate the
social media post from the source language to the target
language based on the 1dentified highest level of restriction
type, and the target language, translation engine 310 begins
translating the social media post from the source language to
the target language on a sentence-by-sentence basis. For
cach word 1n the social media post, translation engine 310
identifies the word in the source language and 1ts related
meaning 1n the target language from multi-language data
structure 304. Translation engine 310 categorizes each word
into 1ts associated part of speech, 1.e. noun, pronoun, verb,
adverb, predicate, or the like. Translation engine 310 then
generates a sentence in the target language utilizing the
identified words 1n the target language and their associated
parts of speech. It should be noted that the newly generated
sentence may not have the identified words 1n the target
language 1 a same order as the words i1n the source
language. That 1s, 1t 1s common for different language to
have different grammatical sentence structures. Thus, the
sentence 1n the target language may have a different gram-
matical sentence structure than the sentence from the social
media post, while stilt having the same meaning.

While generating the sentence i1n the target language,
translation engine 310 performs natural language processing,
on the newly generated sentence to i1dentity whether the
sentence 1n the target language has any ambiguous conno-
tations. This may include translation engine 310 analyzing
the newly generated sentence 1n view of eitther or both of a
preceding or a succeeding sentence(s). I translation engine
310 identities that the sentence by 1tself or in view of either
or both of the preceding or the succeeding sentence(s) 1s
ambiguous, translation engine 310 may change the level of
restriction type that 1s being used for translation and restart
the translation process for all portions of the social media
post so that a less or non-ambiguous translation may be
generated. Furthermore, 11 a particular word or portion of a
sentence, 1s 1dentified as ambiguous during the translation,
translation engine 310 changes the restriction type of the
associated word 1n the source language of multi-language
data structure 304 through a deep-learning process so that
later translations utilize an appropriate level of translation
initially. Once the entire social media post has been trans-
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lated from the source language to the target language,
translation engine 310 generates a social medial post 1n the
target language.

The present invention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present mvention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1n each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
istructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
ol one or more programming languages, including an object
ortented programming language such as Java, Smalltalk,
C++ or the like, and conventional procedural programming
languages, such as the “C” programming language or similar
programming languages. The computer readable program
istructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
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external computer (for example, through the Internet using
an Internet Service Provider), in some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLLA) may execute the computer
readable program 1nstructions by utilizing state information
of the computer readable program instructions to personalize
the electronic circuitry, 1n order to perform aspects of the
present invention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks in the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
istructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series ol operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified in the flow-
chart and/or block diagram block or blocks.

FIG. 4 depicts an exemplary flowchart of the operation of
ciliciently translating social media posts using deep-learning
techniques 1 accordance with an illustrative embodiment.
As the operation beings, responsive to receiving a request to
translate a social media post 1n a source language and a
desired target language, the eflicient translating mechanism
identifies which source language 1s to be used to translate the
social media post (step 402). The eflicient translating mecha-
nism also identifies a highest classification associated with
words of the social media post matched to the i1dentified
source language to be used to translate the social media post
(step 404). After 1dentifying the language to utilize for the
source-language portion of the social media post translation,
the level of translation that will be required to translate the
social media post from the source language to the target
language based on the i1dentified highest classification of
restriction type, and the desired target language, the eflicient
translating mechamism begins translating the social media
post from the source language to the target language on a
sentence-by-sentence basis (step 406). For each word on a
sentence-by-sentence basis in the social media post, the
cilicient translating mechanism identifies the word in the
source language and 1ts related meaning 1n the target lan-
guage from the multi-language data structure (step 408).
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The eflicient translating mechanism categorizes each
word 1nto its associated part of speech, 1.e. noun, pronoun,
verb, adverb, predicate, or the like (step 410) and generates
a sentence in the target language utilizing the identified
words 1n the target language and their associated parts of
speech (step 412). While generating the sentence in the
target language, eflicient translating mechanism performs
natural language processing on the newly generated sen-
tence to 1dentity whether the sentence 1n the target language
has any ambiguous connotations (step 414). This may
include the ethicient translating mechanism analyzing the
newly generated sentence in view ol either or both of a
preceding or a succeeding sentence(s). If at step 414 the
cilicient translating mechanism identifies that the sentence
by 1tself or in view of either or both of the preceding or the
succeeding sentence(s) 1s ambiguous, the eflicient translat-
ing mechanism increases the level of translation being used
for translation (step 416) and restarts the translation process
for all portions of the social media post so that a less or
non-ambiguous translation may be generated (step 418) with
the operation retuning to step 406. I at step 414 the eflicient
translating mechanism 1dentifies that the sentence by itself
or 1n view of either or both of the preceding or the succeed-
ing sentence(s) fails to he ambiguous, the eflicient translat-
ing mechanism determines whether the entire social media
post has been translated (step 420). It at step 420 the eflicient
translating mechanism identifies there 1s more content of the
social media post that 1s to be translated, the operation
returns to step 408. If at step 420 the eflicient translating
mechamism 1dentifies there 1s no more content of the social
media post that 1s to be translated, the eflicient translating
mechanism generates a social medial post 1n the target
language (step 422), with the operation ending thereafter.

FIG. 5 depicts an exemplary flowchart of the operation
performed by an eflicient translating mechanism in 1denti-
tying a source language to utilize for translating of a social
media post in accordance with an 1llustrative embodiment.
As the operation begins the eflicient translating mechanism
identifies a first word of the social media post (step 502). The
cilicient translating mechanism determines whether the
word appears within a multi-language data structure (step
504). If at step 504 the word fails to appear anywhere 1n the
multi-language data structure, the eflicient translating
mechanism searches one or more other data structures for
the word, one or more languages associated with the word,
and a meaning of the word (step 506). Upon 1dentifying the
set of languages associated with the word, the eflicient
translating mechanism adds an entry for the word and each
associated language to the multi-language data structure
(step 508). Utilizing the 1dentified meaning of the word, the
cilicient translating mechanism associates a restriction type
with the word which 1s utilized for later transcription of
social media posts the comprise the word (step 310). The
process then returns to step 504.

IT at step 504 the word appears 1n the multi-language data
structure, the eflicient translating mechanism 1dentifies each
occurrence of the word and its associated language (step
512). Based on each occurrence, the eflicient translating
mechanism generates a list of languages that have a word
that matches the word (step 514). The eflicient translating
mechanmism then determines whether all the words within the
social media post have been analyzed (step 516). It at step
516 not all the words within the social media post have been
analyzed, then eflicient translating mechanism determines
whether one of the identified languages has exceeded all
other 1dentified languages above a predetermined threshold
(step 518). If at step 518 no one language exceeds all other
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identified languages above the predetermined threshold, the
cilicient translating mechanism 1dentifies a next word of the

social media post (step 520), and the operation returns to
step 504.

If at step 518 one language exceeds all other i1dentified
languages above the predetermined threshold, the eflicient
translating mechanism 1dentifies the language that exceeds
all other identified languages above the predetermined
threshold as the source language to utilize for the social
media post translation (step 522), with the operation ending
thereatter. If at step 516 all the words within the social media
post have been analyzed, the eflicient translating mechanism
identifies the language that 1s most common to all the words
within the social media post as the source language to utilize
for the social media post translation (step 524), with the
operation ending thereafter.

FIG. 6 depicts an exemplary flowchart of the operation
performed by an eflicient translating mechanism in 1denti-
tying a restriction type to utilize for translating of a social
media post 1n accordance with an 1illustrative embodiment.
As the operation begins, as each word and each language
matching a word in the multi-language data structure 1s
identified, the ethicient translating mechanism identifies a
classification of the associated restriction type associated
with the word (step 602). The eflicient translating mecha-
nism determines whether the identified classification for the
identified language 1s greater than a previous identified
classification 1dentified for the language (step 604). If at step
604 the 1dentified classification for the i1dentified language
fails to be greater than the previous i1dentified classification
identified for the language, the eflicient translating mecha-
nism determines whether the source language identification
process has ended (step 606). If at step 604 the i1dentified
classification for the identified language 1s greater than the
previous 1dentified classification identified for the language,
the ethicient translating mechanism records the higher clas-
sification for the associated language (step 608) with the
operation proceeding to step 606 thereatter. If at step 606 the
source language 1dentification process has not ended, the
operation returns to step 602. If at step 606 the source
language 1dentification process has ended, the eflicient trans-
lating mechanism utilizes the 1dentified source language to
utilize for the social media post translation of FIG. § to
identify the highest classification recorded for the identified
source language to utilize for the social media post transla-
tion (step 610), with the operation ending thereafter.

The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, i fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality mvolved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or early out combinations of
special purpose hardware and computer instructions.
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Thus, the illustrative embodiments provide mechanisms
for efliciently translating of social media posts using deep-
learning techniques. Social media posts are translated using
different precision/accuracy levels based on the nature of the
words within the sentence rather than merely translating
from a source language to a target language and leaving 1t up
to the reader to determine if there 1s ambiguity or a need for
a more accurate translation.

As noted above, i1t should be appreciated that the 1llus-
trative embodiments may take the form of an entirely
hardware embodiment, an entirely software embodiment or
an embodiment containing both hardware and software
clements. In one example embodiment, the mechanisms of
the 1llustrative embodiments are implemented 1n software or
program code, which includes but 1s not limited to firmware,
resident software, microcode, efc.

A data processing system suitable for storing and/or
executing program code will include at least one processor
coupled directly or indirectly to memory elements through a
communication bus, such as a system bus, for example. The
memory elements can include local memory employed
during actual execution of the program code, bulk storage,
and cache memories which provide temporary storage of at
least some program code 1n order to reduce the number of
times code must be retrieved from bulk storage during
execution. The memory may be of various types including,
but not limited to, ROM, PROM, EPROM, EEPROM,
DRAM, SRAM, Flash memory, solid state memory, and the
like.

Input/output or I/O devices (including but not limited to
keyboards, displays, pointing devices, etc.) can be coupled
to the system either directly or through intervening wired or
wireless I/O interfaces and/or controllers, or the like. I/O
devices may take many different forms other than conven-
tional keyboards, displays, pointing devices, and the like,
such as for example communication devices coupled
through wired or wireless connections including, but not
limited to, smart phones, tablet computers, touch screen
devices, voice recognition devices, and the like. Any known
or later developed 1/O device 1s intended to be within the
scope of the illustrative embodiments.

Network adapters may also be coupled to the system to
ecnable the data processing system to become coupled to
other data processing systems or remote printers or storage
devices through intervening private or public networks.
Modems, cable modems and Ethernet cards are just a few of
the currently available types of network adapters for wired
communications. Wireless communication based network
adapters may also be utilized including, but not limited to,
802.11 a/b/g/n wireless communication adapters, Bluetooth
wireless adapters, and the like. Any known or later devel-
oped network adapters are intended to be within the spirit
and scope of the present invention.

The description of the present invention has been pre-
sented for purposes of 1llustration and description, and 1s not
intended to be exhaustive or limited to the invention 1n the
form disclosed. Many modifications and vanations will be
apparent to those of ordinary skill in the art without depart-
ing from the scope and spirit of the described embodiments.
The embodiment was chosen and described 1n order to best
explain the principles of the mvention, the practical appli-
cation, and to enable others of ordinary skill in the art to
understand the imvention for various embodiments with
vartous modifications as arc suited to the particular use
contemplated. The terminology used herein was chosen to
best explain the principles of the embodiments, the practical
application or technical improvement over technologies
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found 1n the marketplace, or to enable others of ordinary
skill in the art to understand the embodiments disclosed
herein.

What 15 claimed 1s:

1. A method, 1n a data processing system comprising at
least one processor and at least one memory, the at least one
memory comprising instructions that are executed by the at
least one processor to cause the at least one processor to be
configured to implement an eflicient translating mechanism
to efliciently translating social media posts, the method
comprising:

responsive to receiving a request to translate a social

media post in a source language to a target language,
identifying the source language to be used to translate
the social media post 1n the source language to the
target language based on words within the social media
post;

identifying a highest classification associated with words

of the social media post matched to the identified

source language to be used to translate the social media

post 1 the source language to the target language;

translating the social media post from the source language

to the target language on a sentence-by-sentence basis

using a translation level associated with the highest

classification, wherein the translation of each sentence

in a set of sentences of the social media post 1n the

source language comprises:

for each word of a set of words in the sentence,
identifying the word 1n the source language and 1ts
related meaning in the target language from a multi-
language data structure;

categorizing each word in the set of words into 1ts
associated part of speech; and

generating a sentence 1n the target language utilizing
the 1dentified words 1n the target language and their
associated parts of speech;

performing natural language processing on each gener-

ated sentence 1n a set of sentences 1n the target language
to determine whether one or more ambiguous conno-
tations exists;

responsive to each sentence failing have any ambiguous

connotations, generating a social medial post i the
target language utilizing the set of sentences 1n the
target language; and

responsive to a generated sentence having at least one

ambiguous connotation, the method further comprises:

identifying a word within the generated sentence caus-
ing the at least one ambiguous connotation; and

increasing a restriction type of the associated word 1n
the source language of the multi-language data struc-
ture so that later translations utilize an appropriate
level of grammar and an appropnate level of trans-
lation associated with the further restriction associ-
ated with the increased restriction type.

2. The method of claim 1, wherein determining whether
one or more ambiguous connotations exists comprises coms-
paring the generated sentence to either of a preceding
sentence or a succeeding sentence.

3. The method of claim 1, wherein, responsive to a
generated sentence having an ambiguous connotation, the
method further comprises:

increases the translation level being used for translation;

and

restarting the translation process for all portions of the

social media post.
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4. The method of claim 1, wherein 1dentifying the source
language to be used to translate the social media post based
on words within the social media post comprises:

for a set of words of the words appearing 1n the social

media post, determining whether the set of word appear
within the multi-language data structure;

for each word of the set of words, responsive to the word

appearing in the multi-language data structure, identi-
tying each occurrence of the word and 1ts associated
language;

generating a list of languages for the words 1n the set of

words; and

identifying a language from the list of languages as the

source language to be used to translate the social media
post.

5. The method of claim 1, wherein the language from the
list of languages 1s 1dentified based on the language exceed-
ing all other identified languages above a predetermined
threshold.

6. The method of claim 1, wherein the language from the
list of languages 1s 1dentified based on the language being
most common to all the words within the social media post.

7. The method of claim 1, wherein, responsive to the word
failling to appear 1n the multi-language data structure, the
word 1s added to the multi-language data structure by the
method comprising:

searching one or more other data structures for the word,

one or more languages associated with the word, and a
meaning of the word;

upon 1dentifying a set of languages associated with the

word, adding an entry for the word and each associated
language to the multi-language data structure; and

utilizing the 1dentified meaning of the word, associating a

restriction type with the word which 1s utilized for later
transcription of social media that comprise the word.
8. A computer program product comprising a computer
readable storage medium having a computer readable pro-
gram stored therein, wherein the computer readable pro-
gram, When executed on a data processing system, causes
the data processing system to implement an eflicient trans-
lating mechanism to efliciently translating social media
posts, and further causes the data processing system to:
responsive to receiving a request to translate a social
media post 1n a source language to a target language,
identily the source language to be used to translate the
social media post 1n the source language to the target
language based on words within the social media post;

identily a highest classification associated with words of
the social media post matched to the identified source
language to be used to translate the social media post 1n
the source language to the target language;

translate the social media post from the source language

to the target language on a sentence-by-sentence basis

using a translation level associated with the highest

classification, wherein the translation of each sentence-

in a set of sentences of the social media post 1n the

source language further causes the data processing

system to;

for each word of a set of words 1n the sentence, 1dentily
the word in the source language and its related
meaning in the target language from a multi-lan-
guage data structure;

categorize each word in the set of words into 1ts
associated part of speech; and

generate a sentence 1n the target language utilizing the
identified words 1n the target language and their
associated parts of speech;
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perform natural language processing on each generated
sentence 1n a set of sentences 1n the target language to
determine whether one or more ambiguous connota-
tions exists;

responsive to each sentence failing have any ambiguous

connotations, generate a social medial post 1n the target
language utilizing the set of sentences in the target
language; and

responsive to a generated sentence having at least one

ambiguous connotation, the method further comprises:

identily a word within the generated sentence causing
the at least one ambiguous connotation; and

increase a restriction type of the associated word 1n the
source language of the multi-language data structure
so that later translations utilize an appropnate level
of grammar and an approprate level of translation
associated with the further restriction associated with
the 1ncreased restriction type.

9. The computer program product of claim 8, wherein
determining whether one or more ambiguous connotations
exists comprises comparing the generated. sentence to either
of a preceding sentence or a succeeding sentence.

10. The computer program product of claim 8, wherein,
responsive to a generated sentence having an ambiguous
connotation, the computer readable program further causes
the data processing system to:

increase the translation level being used for translation;

and

restart the translation process for all portions of the social

media post.

11. The computer program product of claim 8, wherein the
computer readable program to i1dentily the source language
to be used to translate the social media post based on words
within the social media post further causes the data process-
ing system to:

for a set ol words of the words appearing 1n the social

media post, determine whether the set of word appear
within the multi-language data structure;

for each word of the set of words, responsive to the word

appearing 1n the multi-language data structure, identily
cach occurrence of the word and 1ts associated lan-
guage,

generating a list of languages for the words 1n the set of

words; and

identifying a language from the list of languages as the

source language to be used to translate the social media
post.

12. The computer program product of claim 8, wherein,
responsive to the word failing to appear in the multi-
language data structure, the computer readable program
turther causes the data processing system to add the word to
the multi-language data structure by:

searching one or more other data structures for the word,

one or more languages associated with the word, and a
meaning of the word;
upon 1dentifying a set ol languages associated with the
word, adding an entry for the word and each associated
language to the multi-language data structure; and

utilizing the identified. meaning of the word, associating
a restriction type with the word which 1s utilized for
later transcription of social media posts that comprise
the word.

13. An apparatus comprising:

at least one processor; and

at least one memory coupled to the at least one processor,

wherein the at least one memory comprises mnstructions
which, when executed by the at least one processor,
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cause the at least one processor to implement an
cilicient translating mechanism to efliciently translating
social media posts, and further cause the at least one
processor to:
responsive to recerving a request to translate a social
media post 1n a source language to a target language,
identily the source language to be used to translate the
social media post 1n the source language to the target
language based on words within the social media post;
identily a highest classification associated with words of
the social media post matched to the identified source
language to he used to translate the social media post 1n
the source language to the target language;
translate the social media post from the source language
to the target language on a sentence-by-sentence basis
using a translation level associated with the highest
classification, wherein the translation of each sentence-
in a set of sentences of the social media post 1n the
source language further causes the at least one proces-
sor to:
for each word of a set of words 1n the sentence, 1dentily
the word in the source language and its related
meaning in the target language from a multi-lan-
guage data structure;
categorize each word in the set of words into 1ts
associated part of speech; and
generate a sentence in the target language utilizing the
identified words in the target language and their
associated parts of speech;
perform natural language processing on each generated
sentence 1n a set of sentences 1n the target language to
determine whether one or more ambiguous connota-
tions exists;
responsive to each sentence failing have any ambiguous
connotations, generate a social medial post 1n the target
language utilizing the set of sentences in the target
language; and
responsive to a generated sentence having at least one
ambiguous connotation, the method further comprises:
identify a word within the generated sentence causing
the at least one ambiguous connotation; and
increase a restriction type of the associated word 1n the
source language of the multi-language data structure
so that later translations utilize an appropnate level
of grammar and an appropnate level of translation
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associated with the further restriction associated with
the 1ncreased restriction type.

14. The apparatus of claim 13, wherein determiming
whether one or more ambiguous connotations exists com-
prises comparing the generated sentence to either of a
preceding sentence or a succeeding sentence.

15. The apparatus of claim 13, wherein, responsive to a
generated sentence having an ambiguous connotation, the
istructions further cause the at least one processor to:

increase the translation level being used for translation;

and

restart the translation process for all portions of the social

media post.

16. The apparatus of claim 13, wherein the instructions to
identify the source language to be used to translate the social
media post based on words within the social media post
further causes the at least one processor to:

for a set of words of the words appearing in the social

media post, determine whether the set of word appear
within the multi-language data structure;

for each word of the set of words, responsive to the word

appearing in the multi-language data structure, identity
cach occurrence of the word and 1ts associated lan-
guage,

generating a list of languages for the words 1n the set of

words; and

identitying a language from the list of languages as the

source language to be used to translate the social media
post.

17. The apparatus of claim 13, wherein, responsive to the
word failing to appear 1n the multi-language data structure,
the instructions further cause the at least one processor to
add the word to the multi-language data structure by:

searching one or more other data structures for the word,

one or more languages associated with the word, and a
meaning ol the word;

upon 1dentifying a set of languages associated with the

word, adding an entry for the word and each associated
language to the multi-language data structure; and

utilizing the 1dentified meaning of the word, associating a

restriction type with the word which 1s utilized for later
transcription of social media posts that comprise the
word.



	Front Page
	Drawings
	Specification
	Claims

