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METHOD FOR STORING IMAGE AND
ELECTRONIC DEVICE THEREOF

PRIORITY

This application claims priority under 35 U.S.C. § 119(a)
to a Korean Patent Application, which was filed in the
Korean Intellectual Property Office on Jan. 5, 2016 and

assigned Serial No. 10-2016-0000961, contents of which are
incorporated herein by reference.

BACKGROUND

1. Field of the Disclosure

The present disclosure relates generally to an electronic
device, and more particularly, to a method of controlling an
operation for storing an 1mage with the electronic device.

2. Description of the Related Art

Running an application using an electronic device and
storing an 1mage of a currently running program conven-
tionally requires that a start or end function for storing an
image be executed. For example, to store an image of the
application or a screen shot, an explicit start or end com-
mand must be executed, which 1S an inconvenience to the
user.

Indeed, executing an explicit start or end function to store
an 1mage may be extremely diflicult to perform in some
cases, such as when a user 1s absorbed 1n a game using an
electronic device. As such, there 1s a need 1n the art for a
more convenient and user-friendly method for storing an
image 1n the electronic device.

SUMMARY

Aspects of the present disclosure are to address at least the
above-mentioned problems and/or disadvantages and to
provide at least the advantages described below.

Accordingly, an aspect of the present disclosure is to
provide a convenient image storing process, by omitting,
unnecessary steps in the storing of an 1mage.

According to an aspect of the present disclosure, an
operation method of an electronic device includes outputting
an 1mage through a display according to running of an
application, receiving information on at least one of a state
of the electronic device and an external situation of the
clectronic device while the 1mage i1s output, determining,
based on at least one of the information on the state of the
clectronic device and the external situation of the electronic
device, whether at least one of the state of the electronic
device and the external situation of the electronic device
corresponds to a designated condition for storing at least part
of the output 1image, and storing at least part of the output
image based on the determination.

According to another aspect of the present disclosure, an
clectronic device includes a display, a memory, a micro-
phone, an input unit, a sensor module; and at least one
processor that 1s connected to the display, the memory, the
microphone, the mput unit, and the sensor module, wherein
the at least one processor may output an 1image through the
display according to the running of an application, receive at
least one of information on a state of the electronic device
and information on an external situation of the electronic
device while the 1mage i1s output, determine, based on at
least one of the information on the state of the electronic
device and the miformation on the external situation of the
electronic device, whether at least one of the state of the
clectronic device and the external situation of the electronic
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2

device corresponds to a designated condition for storing at
least part of the output 1image, and store at least part of the

output 1image 1n the memory at least based on the determi-
nation.

According to another aspect of the present disclosure, an
clectronic device includes a memory and a processor,
wherein the processor may run an application including at
least part of game content, may identify at least one user
input or frames per second on the game content through the
application, and may record the at least part of the game
content 1n the memory when the mnput or frames per second
satisfies a designated condition.

According to another aspect of the present disclosure, an
clectronic device includes an mput unit, an nterface con-
figured to perform communication with an external elec-
tronic device, and a controller, wherein the controller may
determine a time to store an image based on an mnput through
the mput unit, may generate a command signal to store an
image when the time to store the image 1s determined, and
may transmit the generated command signal to the external
clectronic device.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

The above and other aspects, features, and advantages of
the present disclosure will be more apparent from the
following detailed description taken in conjunction with the
accompanying drawings, i which:

FIG. 1 1llustrates a network environment including an
clectronic device according to embodiments of the present
disclosure:

FIG. 2 15 a block diagram of an electronic device accord-
ing to embodiments of the present disclosure;

FIG. 3 15 a block diagram of a program module according,
to embodiments of the present disclosure;

FIG. 4 illustrates a method for storing an 1mage according,
to an embodiment of the present disclosure;

FIG. § illustrates an image displayed in an electronic
device when at least one of a state and an external situation
of the electronic device does not correspond to a designated
condition according to embodiments of the present disclo-
SUre;

FIG. 6 illustrates an 1mage displayed in an electronic
device when at least one of a state and an external situation
of the electronic device corresponds to the designated con-
dition according to embodiments of the present disclosure;

FIG. 7 illustrates an 1mage storing procedure according to
a touch input according to embodiments of the present
disclosure:

FIG. 8 1llustrates a screen displayed according to a touch
input 1 an electronic device according to embodiments of
the present disclosure;

FIG. 9 illustrates an input according to the application
running time in an electronic device according to embodi-
ments of the present disclosure;

FIG. 10 1llustrates an 1mage storing procedure according,
to the frames per unit of time according to embodiments of
the present disclosure;

FIG. 11 illustrates a pattern of frames per unit of time
according to application running time 1n an electronic device
according to embodiments of the present disclosure;

FIG. 12 1llustrates an 1mage storing procedure according,
to biometric input information according to embodiments of
the present disclosure;

FIG. 13 1llustrates an 1mage storing procedure according,
to chatting mput information according to embodiments of
the present disclosure;
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FIG. 14 1llustrates an 1image storing procedure according
to sound 1put information according to embodiments of the

present disclosure;

FIG. 15 illustrates an image storing procedure according
to motion mput mnformation on a user according to embodi-
ments of the present disclosure;

FIG. 16 illustrates a procedure for editing a stored image
according to embodiments of the present disclosure;

FI1G. 17 illustrates a screen shot view activation procedure
according to embodiments of the present disclosure; and

FIG. 18 illustrates a screen displaying a screen shot
control view according to embodiments of the present
disclosure.

DETAILED DESCRIPTION

Hereinafter, embodiments of the present disclosure will
be described with reference to the accompanying drawings.
However, 1t should be understood that there 1s no intent to
limit the present disclosure to the particular forms disclosed
herein. Rather, the present disclosure should be construed to
cover various modifications, equivalents, and/or alternatives
of embodiments of the present disclosure. In describing the
drawings, similar reference numerals may be used to des-
ignate similar constituent elements, and a detailed descrip-
tion of known functions and/or configurations will be omit-
ted for the sake of clarity and conciseness.

As used herein, the expressions “have”, “may have”,
“include”, and “may include” refer to the existence of a
corresponding feature, such as a numeral, function, opera-
tion, or constituent element, and do not exclude one or more
additional features.

In the present disclosure, the expression “A or B”, “at
least one of A or/and B”, or “one or more of A or/and B” may
include all possible combinations of the items listed. For
example, the expression “A or B”, “at least one of A and B”,
or “at least one of A or B” refers to all of (1) including at
least one A, (2) including at least one B, or (3) including both
at least one A and at least one B.

The expression “a first”, “a second”, “the first”, or “the
second” used 1n embodiments of the present disclosure may
modily various components regardless of the order and/or
the importance but do not limit the corresponding compo-
nents. For example, a first user device and a second user
device indicate diflerent user devices although both of them
are user devices. For example, a first element may be
referred to as a second element, and similarly, a second
clement may be referred to as a first element without
departing from the scope of the present disclosure.

It should be understood that when an element, such as a
first element, 1s referred to as being (operatively or commu-
nicatively) “connected,” or “coupled,” to another element,
such as a second element, the first element may be directly
connected or coupled to the second element or another
clement, such as a third element, may be interposed between
the first and second elements. In contrast, it may be under-
stood that when the first element 1s referred to as being
“directly connected,” or “directly coupled” to the second
clement, there 1s no third element interposed therebetween.

The expression “configured to” used in the present dis-
closure may be used interchangeably with “suitable for”,
“having the capacity to”, “designed to”, “adapted to”, “made
to”, or “capable of” according to the situation. The expres-
s10n “configured to” may not necessarily imply “specifically
designed to” 1n hardware. In some situations, the expression
“device configured to” may indicate that the device, together
with other devices or components, “1s able to”. For example,
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the phrase “processor adapted (or configured) to perform A,
B, and C” may indicate an embedded processor only for
performing the corresponding operations or a generic-pur-
pose processor, such as a central processing unit (CPU) or
application processor (AP) that can perform the correspond-
ing operations by executing one or more software programs
stored 1n a memory device.

The terms herein are used merely for the purpose of
describing particular embodiments and are not mtended to
limit the scope of other embodiments of the present disclo-
sure. As used herein, singular forms may include plural
forms as well unless the context clearly indicates otherwise.
Unless defined otherwise, all terms used herein, including
technical and scientific terms, have the same meaning as
those commonly understood by a person skilled 1n the art to
which the present disclosure pertains. Such terms as those
defined in a generally used dictionary may be interpreted to
have the same meanings as the contextual meamings 1n the
relevant field of art, and are not to be interpreted to have
ideal or excessively formal meanings unless clearly defined
in the present disclosure. In some cases, even the terms
defined in the present disclosure should not be exclusively
interpreted.

An electronic device according to embodiments of the
present disclosure may include at least one of a smart phone,
a tablet personal computer (PC), a mobile phone, a video
phone, an electronic book reader (e-book reader), a desktop
PC, a laptop PC, a netbook computer, a workstation, a
server, a Personal Digital Assistant (PDA), a portable mul-
timedia player (PMP), a motion pictures experts group
(MPEG)-1 audio layer-3 (MP3) player, a mobile medical
device, a camera, and a wearable device such as an acces-
sory type including a watch, a ring, a bracelet, an anklet, a
necklace, a glasses, a contact lens, or a head-mounted device
(HMD), a fabric or clothing integrated type, such as elec-
tronic clothing, a body-mounted type, such as a skin pad, or
tattoo, and a bio-implantable type, such as an implantable
circuit.

According to some embodiments, the electronic device
may be a home appliance including at least one of a
television, a digital video disk (DVD) player, an audio
player, a refrigerator, an air conditioner, a vacuum cleaner,
an oven, a microwave oven, a washing machine, an air
cleaner, a set-top box, a home automation control panel, a
security control panel, a TV box, such as Samsung Home-
Sync™, Apple TV™, or Google TVI™M) a game console,
such as Xbox™ and PlayStation™), an electronic diction-
ary, an electronic key, a camcorder, and an electronic photo
frame.

According to another embodiment, the electronic device
may include at least one of various medical devices, such as
a blood glucose monitoring device, a heart rate monitoring
device, a blood pressure measuring device, and a body
temperature measuring device, a magnetic resonance
angiography (MRA) device, a magnetic resonance 1maging
(MRI) device, a computed tomography (CT) machine, and
an ultrasonic machine, a navigation device, a global posi-
tioning system (GPS) receiver, an event data recorder
(EDR), a flight data recorder (FDR), a vehicle infotainment
device, an electronic device for a ship, such as a navigation
device and a gyro-compass, avionics, security devices, an
automotive head unit, a robot for home or industry, an
automated teller machine (ATM), pomnt of sales (POS)
device, or Internet of things (Io'T) device, such as a light
bulb, various sensors, electric or gas meter, a sprinkler
device, a fire alarm, a thermostat, a streetlamp, a toaster, a
sporting goods, a hot water tank, a heater, and a boiler.
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According to some embodiments, the electronic device
may include at least one of a part of furniture or a building/
structure, an electronic board, an electronic signature rece1v-
ing device, a projector, and various types ol measuring
istruments, such as a water, electric, gas, and radio wave
meter. The electronic device according to embodiments of
the present disclosure may be a combination of one or more
of the aforementioned various devices and may be a flexible
device. The electronic device 1s not limited to the aforemen-
tioned devices, and may include a new electronic device
according to the development of new technology.

As used herein, the term “user” may indicate a person
who uses an electronic device or an artificial intelligence
clectronic device that uses an electronic device.

FIG. 1 illustrates a network environment including an
clectronic device according to embodiments of the present
disclosure.

Specifically, an electronic device 101 within a network
environment 100 will be described with reference to FIG. 1.
The electronic device 101 may include a bus 110, a proces-
sor 120, a memory 130, an mput/output interface 150, a
display 160, and a communication interface 170. In some
embodiments, the electronic device 101 may omit at least
one of the above elements or may further include other
clements.

The bus 110 may include a circuit for connecting the
clements 110-170 and transferring communication, such as
control messages and/or data, between the elements.

The processor 120 may include one or more of a central
processing unit (CPU), an application processor (AP), and a
communication processor (CP). The processor 120 may
perform operations or data processing relating to control
and/or communication of at least one other element of the
clectronic device 101.

The memory 130 may include a volatile memory and/or
a non-volatile memory, may store instructions or data rel-
evant to at least one other element of the electronic device
101, and may store software and/or a program 140 such as
a kernel 141, middleware 143, an application programming
interface (API) 145, and/or application programs (or “appli-
cations”) 147. At least some of the kernel 141, the middle-
ware 143, and the API 145 may be referred to as an operating
system (OS).

The kernel 141 may control or manage system resources
used for performing an operation or function implemented
by the other programs. The kernel 141 may provide an
interface through which the middleware 143, the API 145, or
the applications 147 may access the individual elements of
the electronic device 101 to control or manage the system
resources.

The middleware 143 may function as an mtermediary for
ecnabling the API 145 or the applications 147 to communi-
cate with the kernel 141 to exchange data.

In addition, the middleware 143 may process one or more
operation requests received from at least one of the appli-
cations 147 according to priority. For example, the middle-
ware 143 may give priority to use the system resources of
the electronic device 101 to at least one of the applications
147, and may perform scheduling or load balancing with
respect to the one or more operation requests by processing,
the one or more operation requests according to the priority
given to the at least one application program.

The API 145 1s an interface through which the applica-
tions 147 control functions provided from the kernel 141 or
the middleware 143, and may include at least one interface
or function for file control, window control, image process-
ing, or text control.
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The mput/output interface 150 may transier instructions
or data mput from a user or another external device to the
other element(s) of the electronic device 101. The mput/
output interface 150 may output the instructions or data
received from the other element(s) of the electronic device
101 to the user or another external device.

The display 160 may include a liquid crystal display
(LCD), a light emitting diode (LED) display, an organic light
emitting diode (OLED) display, a micro electro mechanical
system (MEMS) display, or an electronic paper display. The
display 160 may display various types of content for the
user, such as text, images, videos, icons, or symbols. The
display 160 may include a touch screen and receive a touch,
gesture, proximity, or hovering input using an electronic pen
or the user’s body part.

The communication interface 170 may set communica-
tion between the electronic device 101 and an external
device, such as the first external electronic device 102, the
second external electronic device 104, or the server 106, and
may be connected to a network 162 through wireless or
wired communication to communicate with the external
device.

The wireless communication may use at least one of long,
term evolution (LTE), LTE-advanced (LTE-A), code divi-
sion multiple access (CDMA), wideband CDMA
(WCDMA), universal mobile telecommunications system
(UMTS), wireless broadband (WiBro), and global system
for mobile communications (GSM), as a cellular communi-
cation protocol.

In addition, the wireless communication may include
short range communication 164 which may be performed by
using at least one of Wi-F1, Bluetooth®, Bluetooth low
energy (BLE), near field communication (NFC), and global
navigation satellite system (GNSS). The GNSS may include
at least one of a global positioning system (GPS), a global
navigation satellite system (Glonass), a Beidou navigation
satellite system (Beidou), and a Furopean global satellite-
based navigation system (Galileo), according to a use area,
a bandwidth, or the like. Hereinafter, 1n the present disclo-
sure, the “GPS” may be imterchangeably used with the

“GNSS”. The wired communication may include at least one
of a universal serial bus (USB), a high definition multimedia
interface (HDMI), recommended standard 232 (RS-232),
and a plain old telephone service (POTS). The network 162
may include at least one of a communication network such
as a computer network, such as a local area network (LAN)
or a wide area network (WAN), the Internet, and a telephone
network.

Each of the first and second external electronic appara-
tuses 102 and 104 may be of a type 1dentical to or different
from that of the electronic apparatus 101. According to an
embodiment, the server 106 may include a group of one or
more servers, and all or some of the operations performed in
the electronic device 101 may be performed in another
clectronic device or a plurality of electronic devices.

According to an embodiment, when the electronic device
101 has to perform some functions or services automatically
or 1n response to a request, the electronic device 101 may
make a request for performing at least some functions
relating thereto to another device instead of performing the
functions or services by itself or 1 addition to the another
device. Another electronic apparatus may execute the
requested functions or the additional functions, and may
deliver a result of the execution to the electronic apparatus
101, which may process the recerved result as it 1s or
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additionally to provide the requested functions or services.
To achieve this, cloud, distributed, or client-server comput-
ing technology may be used.

FIG. 2 1s a block diagram 1illustrating an electronic device
according to embodiments of the present disclosure.

Referring to FIG. 2, the electronic apparatus 201 may
include all or part of the electronic apparatus 101 1llustrated
in F1G. 1. The electronic device 201 may include at least one
processor, such as application processor (AP) 210, a com-
munication module 220, a subscriber identification module
(SIM) 224, a memory 230, a sensor module 240, an input
device 250, a display 260, an interface 270, an audio module
280, a camera module 291, a power management module
295, a battery 296, an indicator 297, and a motor 298.

The processor 210 may control a plurality of hardware or
soltware components connected to the processor 210 by
driving an OS or an application program and perform
processing ol various pieces ol data and calculations. The
processor 210 may be implemented by a system on chip
(SoC) and may further include a graphic processing unit
(GPU) and/or an 1image signal processor. The processor 210
may 1nclude at least one of the elements illustrated in FIG.
2. The processor 210 may load, mnto a volatile memory,
istructions or data received from at least a non-volatile
memory of the other elements, process the loaded nstruc-
tions or data, and store various data in a non-volatile
memory.

The communication module 220 may have the same or a

similar configuration to that of the communication interface
170 of FIG. 1 and may include a cellular module 221, a

Wi-Fi1 module 223, a Bluetooth (BT) module 225, a GNSS
module 227, such as a GPS, Glonass, Beidou, or Galileo
module, an NFC module 228, and a radio frequency (RF)
module 229.

The cellular module 221 may provide a voice call, image
call, a text message service, or an Internet service through a
communication network. According to an embodiment, the
cellular module 221 may distinguish between and authent-
cate electronic devices 201 within a communication network
using the SIM card 224, may perform at least some of the
functions that the processor 210 may provide, and may
include a communication processor (CP).

Each of the Wi-F1 module 223, the BT module 225, the
GNSS module 227, and the NFC module 228 may include
a processor for processing data transmitted and received
through the relevant module. According to some embodi-
ments of the present disclosure, at least two of the cellular
module 221, the Wi-F1 module 223, the BT module 225, the
GNSS module 227, and the NFC module 228 may be
included in one integrated chip (IC) or IC package.

The RF module 229 may transmit/receive an RF signal
and may include a transceiver, a power amplifier module
(PAM), a frequency filter, a low noise amplifier (LNA), and
an antenna. According to another embodiment of the present
disclosure, at least one of the cellular module 221, the Wi-Fi1
module 223, the BT module 225, the GNSS module 227, and
the NFC module 228 may transmit and receive RF signals
through a separate RF module.

The subscriber 1dentification module (SIM) card 224 may
include a card including a subscriber identity module and/or
an embedded SIM, and may contain unique 1dentification
information, such as an integrated circuit card identifier
(ICCID) or subscriber information, such as an international
mobile subscriber 1dentity (IMSI).

The memory 230 may include an internal memory 232 or
an external memory 234. The embedded memory 232 may
include at least one of a volatile memory, such as a dynamic
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random access memory (DRAM), a static RAM (SRAM), or
a synchronous dynamic RAM (SDRAM), and a non-volatile
memory, such as a one-time programmable read only
memory (OTPROM), a programmable ROM (PROM), an
crasable and programmable ROM (EPROM), an electrically
crasable and programmable ROM (EEPROM), a mask
ROM, a flash ROM, a flash memory, such as a NAND flash
memory or a NOR flash memory, a hard disc drive, or a solid
state drive (SSD).

The external memory 234 may further include a flash
drive a compact flash (CF), a secure digital (SD), a micro
secure digital (Micro-SD), a mini secure digital (Min1-SD),
an extreme Digital (xD), or a memory stick, and may be
functionally and/or physically connected to the electronic
apparatus 201 through various interfaces.

The sensor module 240 may measure a physical quantity
or detect an operation state of the electronic device 201, and
may convert the measured or detected information into an
clectrical signal. For example, the sensor module 240 may
include at least one of a gesture sensor 240A, a gyro sensor
240B, an atmospheric pressure sensor 240C, a magnetic
sensor 240D, an acceleration sensor 240E, a grip sensor
240F, a proximity sensor 240G, a color sensor 240H (for
example, a red/green/blue (RGB) sensor, a bio-sensor 2401,
a temperature/humidity sensor 240J, a light sensor 240K,
and an ultra violet (UV) sensor 240M. Additionally or
alternatively, the sensor module 240 may include an E-nose
sensor, an electromyography (EMG) sensor, an electroen-
cephalogram (EEG) sensor, an electrocardiogram (ECG)
sensor, an inirared (IR) sensor, an 1ris sensor, and/or a
fingerprint sensor. The sensor module 240 may further
include a control circuit for controlling one or more sensors
included therein. In some embodiments of the present dis-
closure, the electronic apparatus 201 may further include a
processor configured to control the sensor module 240 as a
part ol or separately from the processor 210, and may
control the sensor module 240 while the processor 210 1s 1n
a sleep state.

The mput device 250 may include a touch panel 252, a
(digital) pen sensor 254, a key 256, and an ultrasonic input
device 258. The touch panel 252 may use at least one of a
capacitive, resistive, infrared, and ultrasonic type, and may
turther include a control circuit. The touch panel 252 may
turther include a tactile layer and provide a tactile reaction
to the user.

The (digital) pen sensor 254 may include a recognition
sheet which 1s a part of the touch panel or 1s separated from
the touch panel. The key 256 may include a physical button,
an optical key or a keypad. The ultrasonic input device 258
may detect ultrasonic wavers generated by an input tool
through a microphone 288 and 1dentify data corresponding
to the detected ultrasonic waves.

The display 260 may include a panel 262, a hologram
device 264 or a projector 266. The panel 262 may include a
configuration that 1s identical or similar to the display 160
illustrated 1n FIG. 1 and may be implemented to be flexible,
transparent, or wearable. The panel 262 and the touch panel
252 may be implemented as one module. The hologram 264
may display a three dimensional 1image 1n the air by using an
interference of light. The projector 266 may display an
image by projecting light onto a screen, which may be
located 1nside or outside the electronic apparatus 201.
According to an embodiment, the display 260 may further
include a control circuit for controlling the panel 262, the
hologram device 264, or the projector 266.

The interface 270 may include a high-definition multime-
dia mtertace (HDMI) 272, a universal serial bus (USB) 274,
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an optical interface 276, or a D-subminiature (D-sub) 278,
and may be included in the communication interface 170
illustrated 1n FIG. 1. Additionally or alternatively, the 1nter-
tace 270 may include a mobile high-definition link (MHL)
interface, a secure digital (SD) card/multi-media card
(MMC) 1nterface, or an infrared data association (IrDA)
standard interface.

The audio module 280 may bilaterally convert a sound
and an electrical signal. At least some elements of the audio
module 280 may be included in the input/output interface
145 illustrated 1n FIG. 1. The audio module 280 may process
sound information which 1s input or output through a
speaker 282, a receiver 284, earphones 286, or the micro-
phone 288.

The camera module 291 may photograph a still image and
a dynamic 1mage, and may include one or more of a front
sensor and a back sensor, a lens, an 1mage signal processor
(ISP) or a flash, such as a light-emitting diode (LED) or
xenon lamp.

The power management module 295 may manage power
of the electronic device 201 and may include a power
management integrated circuit (PMIC), a charger integrated
circuit (IC), or a battery gauge. The PMIC may use a wired
and/or wireless charging method. Examples of the wireless
charging method may include a magnetic resonance, mag-
netic induction, and electromagnetic method. Additional
circuits, such as a coil loop, a resonance circuit, or a rectifier,
for wireless charging may be further included. The battery
gauge may measure a residual quantity of the battery 296,
and a voltage, a current, or a temperature during the charg-
ing, and may include a rechargeable or solar battery.

The indicator 297 may display a particular state, such as
a booting, message, or charging state, of part or all of the
clectronic apparatus 201. The motor 298 may convert an
clectrical signal into mechanical vibration, and may generate
vibration or a haptic eflect, for example. The electronic
apparatus 201 may include a GPU for supporting a mobile
TV, which may process media data according to a certain
standard such as digital multimedia broadcasting (DMB),
digital video broadcasting (DVB), or mediaFLO™,

Each of the above-described component elements of
hardware according to the present disclosure may be con-
figured with one or more components, and the names of the
corresponding component elements may vary based on the
type of electronic device. The electronic device according to
embodiments of the present disclosure may include at least
one of the aforementioned elements. Some elements may be
omitted or additional elements may be further included 1n
the electronic device. Some of the hardware components
according to embodiments may be combined into one entity,
which may perform functions identical to those of the
relevant components before the combination.

FI1G. 3 15 a block diagram of a program module according,
to embodiments of the present disclosure.

According to an embodiment, the program module 310
may 1include an operating system (OS) for controlling
resources related to the electronic device and/or various
applications executed in the OS, which may be Android,
10S, Windows, Symbian, Tizen, or Bada, for example.

The program module 310 may include a kernel 320,
middleware 330, an API 360, and/or an applications 370. At
least some of the program module 310 may be preloaded on
the electronic apparatus, or may be downloaded from an
external electronic apparatus.

The kernel 320 may include a system resource manager
321 and/or a device driver 323. The system resource man-
ager 321 may perform the control, allocation, or retrieval of
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system resources and may include a process manager, a
memory manager, or a file system manager. The device
driver 323 may include a display driver, a camera driver, a
Bluetooth driver, a shared memory driver, a USB driver, a
keypad driver, a Wi-F1 driver, an audio driver, or an inter-
process communication (IPC) driver.

The middleware 330 may provide a function required by
the applications 370 in common or provide various functions
to the applications 370 through the API 360 so that the
applications 370 can efliciently use limited system resources
within the electronic device. According to an embodiment,
the middleware 330 may include at least one of a runtime
library 335, an application manager 341, a window manager
342, a multimedia manager 343, a resource manager 344, a
power manager 345, a database manager 346, a package
manager 347, a connectivity manager 348, a notification
manager 349, a location manager 350, a graphic manager
351, and a security manager 352.

The runtime library 335 may include a library module that
a compiler uses 1n order to add a new function through a
programming language while the applications 370 are being
executed. The runtime library 3335 may perform input/output
management, memory management, or the functionality for
an arithmetic function, for example.

The application manager 341 may manage the life cycle
ol at least one of the applications 370. The window manager
342 may manage graphical user interface (GUI) resources
used for the screen. The multimedia manager 343 may
determine a format required to reproduce various media
files, and may encode or decode a media file by using a
coder/decoder (codec) appropriate for the relevant format.
The resource manager 344 may manage resources, such as
a source code, a memory, and a storage space of at least one
of the applications 370.

The power manager 345 may operate together with a
basic mput/output system (BIOS) to manage a battery or
power and may provide power mformation required for the
operation of the electronic device. The database manager
346 may generate, search for, and/or change a database to be
used by at least one of the applications 370. The package
manager 347 may manage the installation or update of an
application distributed 1n the form of a package file.

The connectivity manager 348 may manage a wireless
connection such as Wi-F1 or Bluetooth. The notification
manager 349 may display or notily of an event, such as an
arrival message, an appointment, and a proximity notifica-
tion, 1n a manner that does not disturb the user. The location
manager 350 may manage location mformation of the elec-
tronic apparatus. The graphic manager 351 may manage a
graphic eflect, which is to be provided to the user, or a user
interface related to the graphic effect. The security manager
352 may provide various security functions required for
system security and user authentication, for example.
According to an embodiment of the present disclosure, when
the electronic apparatus has a telephone call function, the
middleware 330 may further include a telephony manager
for managing a voice call function or a video call function
ol the electronic apparatus.

The middleware 330 may include a middleware module
that forms a combination of various functions of the above-
described elements, may provide a module specialized for
cach type of OS 1n order to provide a diflerentiated function,
and may dynamically delete some of the existing elements
or may add new elements.

The API 360 1s a set of API programming functions, and
may be provided with a different configuration according to
an OS. For example, in the case of Android or 10S, one API
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set may be provided for each platiorm. In the case of Tizen,
two or more API sets may be provided for each platform.

The applications 370 may include one or more applica-
tions which can provide functions such as home 371, dialer
372, short message service/multimedia messaging service
(SMS/MMS) 373, instant message (IM) 374, browser 375,
camera 376, alarm 377, contacts 378, voice dialer 379, email
380, calendar 381, media player 382, album 383, clock 384,
health care, such as for measuring exercise quantity or blood
sugar level, or environment information, such as atmo-
spheric pressure, humidity, or temperature information.

According to an embodiment of the present disclosure,
the applications 370 may include an information exchange
application supporting information exchange between the
clectronic apparatus and an external electronic apparatus.
The application associated with information exchange may
include a notification relay application for forwarding spe-
cific information to an external electronic device, or a device
management application for managing an external electronic
device.

For example, the notification relay application may
include a function of delivering, to the external electronic
apparatus, notification information generated by other appli-
cations of the electronic apparatus 101. The notification
relay application may receive notification information from
an external electronic device and provide the received
notification information to a user.

The device management application may install, delete, or
update a function for at least a part of the external electronic
device commumicating with the electronic device (for
example, turning on/ofl the external electronic device itself
(or some elements thereol) or adjusting brightness (or reso-
lution) of a display), applications executed in the external
clectronic device, or services provided from the external
clectronic device, such as a telephone call service or a
message service.

According to an embodiment, the applications 370 may
include a health care application of a mobile medical appli-
ance designated according to attributes of the external
clectronic device 102 or 104, may include an application
received from the external electronic apparatus, and may
include a preloaded application or a third party application
which can be downloaded from the server. Names of the
clements of the program module 310, according to the
above-described embodiments of the present disclosure,
may vary depending on the type of OS.

According to embodiments of the present disclosure, at
least some of the program module 310 may be implemented
in software, firmware, hardware, or a combination of at least
two thereof. At least some of the program module 310 may
be implemented (i.e., executed) by the processor. At least
some of the program module 310 may include a module, a
program, a routine, a set of mstructions, and/or a process for
performing one or more functions.

The term “module” as used herein may indicate a unit
including one or a combination of at least two of hardware,
software, and firmware. The “module” may be interchange-
ably used with the terms “unit”, “logic”, “logical block”,
“component”, or “circuit”’. The “module” may be a mini-
mum unit of an integrated component element or a part
thereol, may be a mimimum unit for performing one or more
functions or a part thereof, and may be mechanically or
clectronically implemented. For example, the “module”
according to the present disclosure may include at least one
of an application-specific integrated circuit (ASIC) chip, a
field-programmable gate arrays (FPGA), and a program-
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mable-logic device for performing operations which are
known or are to be developed heremafter.

The module or the program module herein may include
one or more elements described above, exclude some of
them, or further include other elements. The operations
performed by the module, the program module, or other
clements, according to embodiments, may be executed 1n a
sequential, parallel, iterative, or heuristic method. In addi-
tion, some operations may be executed in a different order,
or may be omitted, or other operations may be added. In
addition, the embodiments disclosed in the present docu-
ment are intended for the explanation and understanding of
the technical matter, and shall not limit the scope of the
technology described 1n the present document. Accordingly,
the scope of the present disclosure should be construed to
encompass all modifications or various other embodiments
based on the technical concept of the present disclosure.

In addition, the embodiments disclosed in the present
document are intended for the explanation and understand-
ing ol the disclosed technical matter, and shall not limit the
scope of embodiments of the present document. Therefore,
the scope of embodiments of the present document should
be construed to encompass all modifications or various other
embodiments based on the technical concept of the embodi-
ments of the present disclosure.

FIG. 4 1llustrates a method for storing an 1image according,
to an embodiment of the present disclosure.

Referring to FIG. 4, in step 410, an electronic device may
output an 1image through a display according to the running
of an application. When a user input is received, the elec-
tronic device may run the application and may output an
image related to the run application. For example, as a user
iput 1s recerved, the electronic device may run a video
application, an 1mage viewer application, or a game appli-
cation and may output an 1mage of the run application.

In step 420, the electronic device may detect an 1mnput to
receive at least one of information on a state of the electronic
device and information on an external situation of the
clectronic device while the image 1s output 1n step 410. The
information on the state of the electronic device may include
information necessary to implement the application among
obtainable input information, such as application execution
information and information on the inside of the application.
The information on the external situation of the electronic
device may include information other than the information
necessary to immplement the application among the input
information obtainable by the electronic device, such as
reception information on the electronic device and informa-
tion on the outside of the application.

Information on an internal state of the electronic device
may 1include the information necessary to implement the
application and information measurable during the 1mple-
mentation of the application among the mput information
obtainable by the electronic device. The information neces-
sary to implement the application and the information mea-
surable during the implementation of the application may
include at least one of a touch nput, a key input, frames per
second (FPS) information, and chatting input information. In
an example, the electronic device may receive a touch mput
through a touch screen or key input information through a
physical input device, may receive FPS mnformation related
to internal graphic throughput of the electronic device, or
may receive input information related to chatting.

The information on the external situation of the electronic
device may include at least one of biometric input informa-
tion and motion input information on a user. In an example,
the electronic device may receive the biometric input infor-
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mation on the user through an biometric sensor of the
clectronic device, may receive information on a sound
generated by the user through a microphone of the electronic
device, may receive input information on a motion of the
user using a gyro sensor or an accelerometer, and may
rece1ve information on an external situation from an external
controller such as a keyboard or a peripheral. The peripheral
may include a device to control driving, a musical instru-
ment, a device functioning as a musical instrument, sports
equipment, or the like.

In step 430, the electronic device may determine whether
input iformation received in step 420 corresponds to a
designated condition, such as by determining whether
detected 1nput information corresponds to a condition which
varies depending on the type of detected input information.
According to embodiments, to determine whether the
detected input information corresponds to the designated
condition, the electronic device performs the following:
When the detected input information 1s touch input infor-
mation, the electronic device may determine whether the
number of touch inputs detected during a unit of time 1s
greater than or equal to a designated number. When the
detected input information i1s mput mmformation on a bio-
metric state of the user, the electronic device may determine
whether a state of the detected biometric mput information
corresponds to a designated state. When biometric input
information on the heartbeat of the user 1s detected, the
clectronic device may determine whether the heart rate 1s
greater than or equal to a designated number. When biomet-
ric input information on the pupils of the user 1s detected, the
clectronic device may determine whether the size of the
pupils 1s greater than or equal to a designated size. When the
detected mput mformation 1s input information on motion
information, the electronic device may determine whether
the detected motion information 1s greater than or equal to
a designated motion value. When the detected mput infor-
mation 1s an input on FPS, the electronic device may
determine whether an FPS value 1s less than a designated
value. For example, when processing power 1s insuflicient,
the electronic device may determine whether an FPS value
that 1s reduced by an increase 1n screen updating 1s less than
a designated value. When the detected input information 1s
an mput on FPS, the electronic device may determine
whether an FPS value increased during a unit of time 1s
greater than or equal to a designated value. For example,
when processing power 1s suflicient, the electronic device
may determine whether an FPS value that 1s increased by an
increase 1n screen updating 1s greater than or equal to a
designated value.

If the input in step 430 does not correspond to the
designated condition, the method returns to step 420.

In step 440, the electronic device may store the image.
The electronic device may store at least part of the output
image when the electronic device determines in step 430 that
at least one of the information on the state of the electronic
device and the information on the external situation of the
clectronic device corresponds to a designated condition for
storing at least part of the output image.

The electronic device according to the embodiment of the
present disclosure may store at least part of the output
image, while the 1image 1s output according to the running of
the application, when at least one of the information on the
state of the electronic device and the information on the
external situation of the electronic device corresponds to at
least one condition among when greater than or equal to a
designated number of touch inputs are detected, when a
biometric mnformation value of greater than or equal to a
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designated value 1s detected, when greater than or equal to
a designated quantity of chatting inputs 1s detected, when a
user motion value of greater than or equal to a designated
value 1s detected, and when an FPS value of less than a
designated value 1s detected.

According to embodiments of the present disclosure, the
clectronic device may begin to store at least part of the
output 1image when at least one of the state of the electronic
device and the external situation of the electronic device
corresponds to the designated condition.

The electronic device may begin to store at least part of
the output image when at least one of the state of the
clectronic device and the external situation of the electronic
device corresponds to the designated condition, and may
stop storing the at least part of the output image when at least
one ol the state of the electronic device and the external
situation of the electronic device does not correspond to the
designated condition.

When the at least one of the state of the electronic device
and the external situation of the electronic device corre-
sponds to the designated condition, the electronic device
may store information on an mput detected at the corre-
sponding time and nformation on a state of the electronic
device at the corresponding time. The information on the
detected mput may include imnformation on the type of the
input, the form of the input, the number of inputs, the time
at which the mput 1s detected, and the time for which the
detected 1input 1s maintained. The mmformation on the state of
the electronic device may include information on internal
data throughput of the electronic device and information on
an application run 1n the electronic device.

FIG. 5 illustrates an 1image displayed 1n the electronic
device when at least one of the state and the external
situation of the electronic device does not correspond to the
designated condition according to embodiments of the pres-
ent disclosure.

An 1mage displayed 1n the electronic device when at least
one of the state and the external situation of the electronic
device corresponds to the designated condition may be an
image displayed when the image 1s determined to be rela-
tively more significant or important for the user than an
image output at another time. On the contrary, an 1mage
displayed 1n the electronic device when at least one of the
state and the external situation of the electronic device
corresponding to the designated condition 1s not detected
may be an 1mage displayed when the image 1s determined to
be relatively insignificant or less important for the user.

The image displayed 1n the electronic device when at least
one of the state and the external situation of the electronic
device does not correspond to the designated condition may
be a loading 1mage that displays the loading of data from a
memory to start an application, an 1mage repeated for a
certain period of time, and an 1mage displayed when at least
one of the time 1n which no mput 1s detected, the state of the
electronic device, and the external situation of the electronic
device does not correspond to a designated condition.

FIG. 5 illustrates an example of a loading 1image as one
example of an 1mage displayed when at least one of the state
and the external situation of the electronic device received
by the electronic device does not correspond to the desig-
nated condition. An electronic device 500 may need a certain
period of loading time to start an application from the time
when a user mput to run an application 1s received to the
time the application starts. Loading time may indicate the
time for a processor of an electronic device to mmvoke a
necessary file from a memory in order to start an application.
As 1llustrated 1 FIG. 5, the electronic device 500 may
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display a phrase 510 of “now loading” or a loading status
520 in a visual manner during the loading time.

The user may not perform an input for manmipulating the
application or may perform an input regardless of the
manipulation of the application during the loading time. The
clectronic device may detect that the current state of the
clectronic device 1s a loading status when a phrase related to
loading (for example, 510) 1s displayed on the screen or an
indication related to loading (for example, 520) 1s detected.
According to one embodiment, the electronic device may
not store an 1image displayed during the loading time when
it 1s determined that no 1nput 1s detected during the loading
time to start the application or at least one of the state and
the external situation of the electronic device does not
correspond to a designated value. According to another
embodiment, when the loading time 1s detected, the elec-
tronic device may not store an 1mage even though an input
1s detected.

FIG. 6 1llustrates an 1mage displayed i1n the electronic
device when at least one of the state and the external
situation of the electronic device corresponds to the desig-
nated condition according to embodiments of the present
disclosure.

An 1mage displayed in the electronic device when at least
one of the state and the external situation of the electronic
device corresponds to the designated condition may be an
image displayed when the image 1s determined to be rela-
tively more significant or important for the user than an
image at another time.

FIG. 6 1s an example of an 1image output when at least one
ol the state and the external situation of the electronic device
corresponds to the designated condition. An 1mage 610 1n
FIG. 6 1s an example of an 1image displayed when at least one
of the information on the state of the electronic device and
the mnformation on the external situation of the electronic
device corresponds to the designated condition 1n step 430
of FIG. 4.

According to embodiments, the image displayed when at
least one of the state and the external situation of the
clectronic device corresponds to the designated condition
may 1nclude an 1mage displayed when a touch input corre-
sponds to a designated condition, an 1image displayed when
a biometric information mput corresponds to a designated
condition, an 1image displayed when a chatting information
input corresponds to a designated condition, an 1image dis-
played when a motion mformation mput corresponds to a
designated condition, and an 1image displayed when an FPS
value corresponds to a designated condition.

The image displayed when at least one of the state and the
external situation of the electronic device corresponds to the
designated condition 1s characterized as including at least
one of an 1mage at the time any of a screen configuration 1s
changed from a designated condition, the number of com-
ponents forming a screen exceeds a designated condition.

According to one embodiment of the present disclosure,
when an 1mage 1s output as the user runs a game application,
an 1mage at a time corresponding to a designated condition
may include an 1mage at the time of any of clearing a specific
point of a game, the number of characters appearing in the
game exceeds a designated condition, a specific item or
specific character appears 1n an 1mage, a new background 1s
provided, a character performs a specific operation, or when
a score or a specific phrase 1s displayed.

FI1G. 7 illustrates an 1image storing procedure according to
a touch input according to embodiments of the present
disclosure.
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In step 710, an electronic device may output an 1mage
according to the reception of a user mput for image output,
such as an iput for running an application. For example, the
clectronic device may output an 1mage at least based on a
user mput for running a video, 1mage viewer, or game
application.

In step 720, the electronic device may detect a touch 1nput
by the user through a touch screen of the electronic device.
The touch mput may be performed for the user to manipulate
an application while the application 1s running on the
clectronic device, and may be made by a user’s touch, drag,
press for a certain period of time, or tap. The electronic
device may calculate the number of touch inputs, such as
through a tap, a touch put pattern, the quantity of touches
input per unit of time, such as the time of touches through
a tap or drag, to determine a touch input value.

The electronic device may detect not only a touch 1nput
but also an input through another electronic device attached
or connected to the electronic device 1n another embodiment
of the present disclosure. For example, the electronic device
may detect an mput through at least one of a keyboard, a
mouse, and an mput-enabled electronic device, which are
connected to the electronic device, and may determine
whether the detected input corresponds to a designated
condition.

In step 730, the electronic device may determine whether
a value of the detected touch input corresponds to (i.e.,
satisfies) a designated value. In examples of this determi-
nation, the electronic device may determine whether the
number of touch mputs at a specific time the application 1s
running 1s greater than or equal to a designated value. The
clectronic device may determine whether the touch put
pattern corresponds to a designated condition. The elec-
tronic device may determine whether the time at which the
touch 1nput 1s detected corresponds to a designated condi-
tion.

The electronic device may receirve mmformation on the
number of key inputs, a key input pattern, and key input
time, which are detected by another electronic device con-
nected to the electronic device, from the other electronic
device, and may determine through the received information

whether an 1nput value 1s greater than or equal to a desig-
nated value.

When it 1s determined that the detected touch input
corresponds to a designated condition i step 730, the
clectronic device may store at least part of an 1mage dis-
played when the touch input corresponds to the designated
condition 1n step 740. According to embodiments, the elec-
tronic device may begin to store the at least part of the image
from the time the value of the touch iput corresponds to the
designated value. The electronic device may store at least
part of an 1mage displayed from the time the value of the
touch 1nput corresponds to the designated value to the time
the value of the touch input does not correspond to the
designated value, such as the time the input of a touch 1is
stopped or the value of the detected touch 1nput corresponds
to the designated value. The electronic device may store at
least part of an 1mage displayed from the time the value of
the touch mput corresponds to the designated value to the
time the application 1s ended. The electronic device may
store at least part of an 1mage displayed from the time the
touch 1nput corresponds to the designated condition to the
time the user inputs an explicit storage end command.

When the electronic device stores an application execu-
tion 1mage 1 a video form, the electronic device may also
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store information on an 1mage, a sound, and vibrations of the
run application, or may store the application execution
image 1n a screen shot form.

According to another embodiment of the present disclo-
sure, the electronic device may store detection information
on the time touch mput information corresponds to a des-
ignated value. The detection information may include at
least one of time when the touch mput information corre-
sponds to the designated value, mput information on the
time the touch mput information corresponds to the desig-
nated value, and mformation on internal data throughput of
the electronic device. The detection information may be
stored 1n a file form along with the 1mage or 1n a metafile
form separately from the image.

When 1t 1s determined that the touch mput value does not
satisiy the designated value, the method returns to step 720.

FIG. 8 illustrates a screen displayed according to a touch
input 1 an electronic device according to embodiments of
the present disclosure.

FIG. 8 1s an example 1llustrating that the electronic device
800 performs the procedure 1llustrated 1n FIG. 7. When the
clectronic device 800 outputs an 1image 1n step 710 of FIG.
7, the electronic device 800 may output an image 810. When
the user performs touches 821 and 823, the electronic device
800 may detect inputs 831, 832, 833, 834, 835, 836, and 837
according to the touches 821 and 823. Detecting the touch
inputs as illustrated 1in FIG. 8 may correspond to an opera-
tion of the electronic device 800 detecting the touch input in
step 720 of FIG. 7. When the number of inputs 831, 832,
833, 834, 835, 836, and 837 according to the touches 821
and 823 or the quantity of mputs during a unit of time
corresponds to a designated condition, the electronic device
800 may store the currently displayed image 810, which may
correspond to steps 730 and 740 1llustrated 1n FIG. 7.

FIG. 9 1llustrates an 1mput according to application run-
ning time in an electronic device according to embodiments
of the present disclosure.

FIG. 9 illustrates a graph representing the number of
touch iputs according to image output time when the
clectronic device detects the touch input 1n step 720 of FIG.
7. In the example of FIG. 9, an 1mage may be output
according to the running of a game application. The hori-
zontal axis in FIG. 9 may represent time 910 according to the
running of the application, and the vertical axis in FIG. 9
may represent a system input count 920 according to a touch
input. The horizontal axis 1 FIG. 9 may be divided into
sections according to a criterion, such as a loading and ntro
section A 930, and an actual application running section,
which includes sections B 941, C 943, D 945, and E 947.

Each unit section may be configured to include at least
one or more units of time. Accordingly, the horizontal axis
in FIG. 9 may be divided into sections A 930, B 941, C 943,
D 945, and E 947 according to a unit of time. The electronic
device may set levels 960, 970, and 980 according to a
system input count 1n order to determine whether the value
of the touch 1nput corresponds to the designated value 1n step
730 of FI1G. 7. For example, the electronic device may define
the mstances when the number of touch mputs per unit of
time 1s greater than or equal to 5 and less than 10 as stage
1 960, 1s greater than or equal to 10 and less than 15 as stage
2 970, and 1s greater than or equal to 15 as stage 3 980.

In order to determine whether the value of the detected
touch 1mput corresponds to the designated value, the elec-
tronic device may use the average of system input counts per
unit of time measured 1n a umit section, or the peak value of
system 1nput counts per unit of time measured 1 a unit
section. For example, the electronic device may determine
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whether the average of system input counts 950 1n each unit
section 1s 1n the range of each of the stages 960, 970, and
980. Alternatively, the electronic device may determine
whether the peak value of system input counts per unit of
time measured 1n a unit section 1s in the range of each of the
stages 960, 970, and 980. When the electronic device uses
the average of touch inputs detected during a unit of time to
determine whether the value of the touch input corresponds
to the designated value, each stage according to a umt
section 1n FIG. 9 1s illustrated 1n Table 1, as follows.

TABLE 1
Unit section Stage
A None
B Stage 2
C Stage 3
D Stage 2
E Stage 1

As 1llustrated 1n Table 1, and 1n correspondence with FIG.
9, a stage 1n which the system mput count per unit of time
1s O 1s defined as no stage, a stage in which the system 1nput
count per unit of time 1s greater than or equal to 5 and less
than 10, as stage 1 960 at unit section E, a stage 1n which the
system 1nput count per unit of time 1s greater than or equal
to 10 and less than 13, as stage 2 970 at unit sections B and
D, and a stage in which the system mput count per unit of
time 1s greater than or equal to 15, as stage 3 980 at unit
section C. Referring to section B 941 1n Table 1, since the
average ol system input counts per unit of time ranges
between 10 to 15, section B 941 may correspond to stage 2
970 1n which the system mnput count per unit of time 1s
greater than or equal to 10 and less than 15.

The electronic device may determine whether to store an
image according to a stage of each section. For example,
when a stage corresponding to stage 2 970 1s set as a
designated value to store an image, the electronic device
may store an 1image 1n section B 941. Alternatively, when a
stage corresponding to stage 3 980 1s set as a designated
value to store an 1mage, the electronic device may store an
image 1n section C 943,

According to embodiments, when the electronic device
stores an 1mage displayed from the time the value of the
touch iput 1s greater than or equal to the designated value
to the time the value of the touch mput does not correspond
to the designated value, if stage 2 970 1s a designated
reference value, the electronic device may store an 1mage
from section B 941 to section D 9435, It stage 3 980 1s the
designated value, the electronic device may store an image
in section C 943. When the electronic device stores an image
displayed from the time the value of the touch input is
greater than or equal to the designated value to the time the
output of the image 1s ended, 11 stage 2 970 1s a designated
value, the electronic device may store an 1image from section
B 941 to section E 947. If stage 3 980 1s the designated
value, the electronic device may store an 1image from section
C 943 to section E 947.

FIG. 10 1llustrates an 1mage storing procedure according
to frames per unit of time according to embodiments of the
present disclosure.

In step 1010, an electronic device may output an 1mage
according to the reception of a user mput for 1image output,
such as an input for running an application. For example, the
clectronic device may output an 1mage at least based on a
user mput for running a video application, an 1mage viewer
application, or a game application.
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In step 1020, the electronic device may detect an FPS
value, such as an FPS 1mput value of a running application
and an FPS iput value actually updated on a display of the
clectronic device. The FPS value 1s an example of input
information received from the inside of the electronic
device.

In step 1030, the electronic device may determine
whether the detected FPS mput value corresponds to a
designated value, such as by determiming whether an FPS
input value at a specific time the application runs 1s less than
or equal to the designated value. In order to determine
whether FPS iput information corresponds to the desig-
nated value, the electronic device may use a difference
between the time the electronic device requests a processor
for graphic processing to perform an operation to generate
an application 1image and the time the processor processes
the operation for the application to complete and store an
image 1n a frame builer.

For example, when an FPS value that the processor
updates on the display to process an 1image in an FPS level
of the application 1s less than the designated value, that is,
when the processor has a relatively high throughput, the
clectronic device may determine that the FPS input infor-
mation corresponds to the designated condition. Alterna-
tively, when the FPS value that the processor updates on the
display to process an image 1n the FPS level of the appli-
cation 1s greater than the designated value, that 1s, when the
processor has a relatively low throughput, the electronic
device may determine that the FPS value does not corre-
spond to the designated condition.

When it 1s determined that the detected FPS value corre-
sponds to the designated condition in step 1030, the elec-
tronic device may store at least part ol an 1image at the time
the FPS wvalue corresponds to the designated condition.
According to embodiments, the electronic device may begin
to store the at least part of the output 1mage when the FPS
value corresponds to the designated condition, and may
store the at least part of the image until no FPS value 1s
received or the FPS value does not correspond to the
designated condition. The electronic device may store at
least part of an 1image displayed from the time the FPS value
corresponds to the condition to the time the application 1s
ended. The electronic device may store at least part of an
image displayed trom the time the FPS value corresponds to
the designated condition to the time the user inputs an
explicit storage end command. When the electronic device
stores an application execution 1image 1n a video form, the
clectronic device may also store information on an image, a
sound, and vibrations of the run application, or may store the
application execution 1mage in a screen shot form.

According to another embodiment of the present disclo-
sure, the electronic device may store detection mnformation
on the time the FPS value corresponds to the designated
condition. The detection information may include the time
when the FPS value corresponds to the designated condition,
input information on the time the FPS value corresponds to
the designated value, and information on internal data
throughput of the electronic device. The detection informa-
tion may be stored 1n a {ile form along with the 1mage or may
be stored 1n a metafile form separately from the image.

When it 1s determined that the FPS value does not satisty
the designated value, the method returns to step 1020.

FIG. 11 illustrates a pattern of frames per unit of time
according to application running time 1n an electronic device
according to embodiments of the present disclosure.

In particular, FIG. 11 1illustrates a graph representing a
change 1 an FPS value according to application running
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time when the electronic device detects the FPS value 1n step
1020 of FIG. 10. The example of FIG. 11 may 1illustrate a

running game application. The horizontal axis in FIG. 11
may represent time 1110 according to the running of the
application, and the vertical axis 1n FIG. 11 may represent an

FPS value 1120. The horizontal axis in FIG. 11 may be

divided into sections according to a criterion, such as a
loading and intro section A 1130, and an actual application
(which may be a game application in the example of FIG. 9)
running section, which includes sections B 1140 and C 1150.
Each unit section may be configured to include at least one

or more units of time. Accordingly, the horizontal axis 1n
FIG. 11 may be divided into sections A 1130, B 1140, and

C 1150 according to a unit of time.

The electronic device may set levels 1160, 1170, and 1180
according to a system input count in order to determine
whether the FPS value corresponds to the designated con-
dition 1n step 1030 of FIG. 10. For example, the electronic
device may define when the FPS value 1s greater than 30
FPS and 1s less than or equal to 60 FPS as stage 0 1160, may
define when the FPS value 1s greater than 20 FPS and 1s less
than or equal to 30 FPS as stage 1 1170, and may define
when the FPS value 1s less than or equal to 20 FPS as stage
2 1180.

In order to determine whether a calculated mput value
corresponds to a designated value, the electronic device may
use the average value per umt of time measured 1 a umt
section, the peak value of per unit of time measured 1n a unit
section, or the like. For example, the electronic device may
determine whether the average of FPS values 1n each unit
section 1s 1n the range of each of the stages 1160, 1170, and
1180. Alternatively, the electronic device may determine
whether the peak value of FPS values 1n a unit section 1s in
the range of each of the stages 1160, 1170, and 1180. When
the electronic device determines whether the average of FPS
values per unmit of time corresponds to the designated value,
cach stage according to a unit section in FIG. 11 1s illustrated
in Table 2, as follows.

TABLE 2
Unit section Stage
A Stage O
B Stage 1
C Stage 2

As 1llustrated 1n Table 2 1n relation to FIG. 11, a stage 1n
which the FPS 1nput count per unit of time 1s greater than 30
FPS and 1s less than or equal to 60 FPS as stage 0 1160 at
unit section A, a stage in which the FPS 1nput count per unit
of time 1s greater than 20 FPS and is less than or equal to 30
FPS as stage 1 1170 at unit section B, and a stage in which
the FPS input count per unit of time 1s less than or equal to
20 FPS as stage 2 1180 at unit section C.

Referring to section B 1140 1n Table 2, since the average
of FPS 1nput counts per unit of time ranges between 20 FPS
to 30 FPS 1n section B 1140, section B 1140 may correspond
to stage 1 1170 1n which the FPS value per unit of time 1s
greater than 20 FPS and 1s less than or equal to 30 FPS.

In section A 1130 in FIG. 11, 1n which the application run
by the electronic device 1s currently loading 1101, a differ-
ence between the FPS value of the electronic device and the
FPS value of the application may not be significant. In

section A 1130, since the processor has a relatively low
throughput, a relatively high FPS value may be detected.
Section B 1140 and section C 1150 in FIG. 11 may be the
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time the electronic device displays a screen 1103 involving
a high throughput as the application 1s running, 1n which a
relatively low FPS value may be detected.

The electronic device may determine whether to store an
image according to a stage of each section. For example,
when a stage corresponding to stage 1 1170 1s a designated
reference value, the electronic device may store at least part
of an 1mage 1n section B 1140. Alternatively, when a stage
corresponding to stage 2 1180 1s the designated reference
value, the electronic device may store at least part of an
image 1n section C 11350.

According to embodiments of the present disclosure,
when the electronic device stores an 1image displayed during,
the time the FPS value 1s less than or equal to the designated
value, 1t stage 1 1170 1s a designated reference value, the
clectronic device may store at least part of an 1image from
section B 1140 to section C 1150. When the electronic
device stores an 1mage displayed from the time the FPS
value 1s less than or equal to the designated value to the time
the application 1s ended, if stage 1 1170 1s a designated
reference value, the electronic device may store at least part
of an 1mage from section B 1140 to the time the running
application 1s ended.

FIG. 12 illustrates an image storing procedure according
to biometric input information according to embodiments of
the present disclosure.

In step 1210, an electronic device may output an 1image
according to the reception of a user input for image output,
such as an mput for running an application. For example, the
clectronic device may output an 1mage at least based on a
user mput for runmng a video, 1mage viewer, or game
application.

In step 1220, the electronic device may detect biometric
input information on the user through a biometric sensor of
the electronic device or another electronic device connected
to the electronic device. The biometric mput information
may be information that the electronic device collects to
detect a reaction of the user while the application 1s running.
The biometric input information may include information on
any of the electrocardiogram, heartbeat, pulse, pupils, and a
look (or expression) of a face of the user.

According to embodiments, when the electronic device
uses the information on the electrocardiogram of the user
among the biometric input information, the electronic device
may use mformation on an electrocardiogram pattern. When
the electronic device uses the information on the heartbeat or
pulse of the user among the biometric input information, the
clectronic device may use mnformation on the heart rate or
pulse rate. When the electronic device uses the imnformation
on the pupils among the biometric mput information, the
clectronic device may use information on the extent to
which the pupils are enlarged. When the electronic device
uses the mformation on the eye movement of the user among,
the biometric input information, the electronic device may
use information on a change 1n the direction of the focus or
a movement of the look (or expression) of the face of the
user. In one embodiment of the present disclosure, the
clectronic device may use a biometric mput information
sensor and a camera of the electronic device or of another
electronic device connected to the electronic device 1n order
to detect the biometric input information.

In step 1230, the celectronic device may determine
whether a value of the biometric mput mformation corre-
sponds to a designated condition. According to embodi-
ments, the electronic device may determine a biometric
input value at a specific point of the application 1s greater
than or equal to a designated value. The electronic device
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may determine whether a changing value of a biometric
information input per unit of time with respect to a portion
related to a specific point of the application 1s greater than
or equal to a designated value. The electronic device may
determine whether a biometric mformation value corre-
sponds to a designated condition by comparing a detected
biometric input value with a designated reference condition.
When the electronic device detects the electrocardiogram of
the user as the biometric 1input information, the electronic
device may determine the extent to which a pattern of the
detected electrocardiogram deviates from a designated pat-
tern to compare the pattern of the electrocardiogram with a
reference condition. When the electronic device detects
information on the heartbeat or pulse of the user as the
biometric input information, the electronic device may
determine the extent to which the detected heart rate or pulse
rate deviates from a designated value to compare the heart
rate or pulse rate with a reference condition. When the
clectronic device detects information on the pupils of the
user as the biometric input information, the electronic device
may determine the extent to which the detected size of the
pupils 1s enlarged as compared with a designated value to
compare the size with a reference condition. When the
clectronic device detects the look (or expression) of a face
of the user as the biometric input information, the electronic
device may detect the type of the look of the face of the user
to compare the type with a reference condition.

When 1t 1s determined that the detected value of the
biometric mput information corresponds to a designated
value 1n step 1230, the electronic device may store at least
part ol an application execution 1image at the determination
time 1 step 1240. According to one embodiment, the
clectronic device may store the application execution 1image
in a video form. When the electronic device stores the
application execution 1image 1n the video form, 1f a biometric
input value corresponds to a designated condition, the elec-
tronic device may begin to store at least part of the output
image in one embodiment. The electronic device may store
at least part of an 1image displayed from the time a biometric
information value 1s greater than or equal to a designated
value to the time the biometric information value 1s changed
to less than or equal to the designated value. When the
clectronic device stores the application execution 1mage 1n
the video form, the electronic device may store at least part
of an 1mage displayed from the time a biometric information
value 1s greater than or equal to a designated value to the
time the application i1s ended 1n another embodiment. When
the electronic device stores the application execution 1image
in the video form, the electronic device may store at least
part of an i1mage displayed from the time a biometric
information value 1s greater than or equal to a designated
value to the time the user mputs an explicit storage end
command, and may also store information on an 1mage, a
sound, and vibrations of the application. When the electronic
device stores the application execution 1mage in the video
form, the electronic device may store the application execus-
tion 1mage in a screen shot form in another embodiment.

When 1t 1s determined that the detected value of the
biometric mput information does not correspond to a des-
ignated value 1n step 1230, the electronic device returns to
step 1220.

FIG. 13 1llustrates an 1mage storing procedure according,
to chatting mput information according to embodiments of
the present disclosure.

In step 1310, an electronic device may run an application.
The electronic device may output an 1mage, a sound, or
vibrations provided by the application according to the
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running of the application. In embodiments, the electronic
device may run a game application, or may run an applica-
tion that provides an interface for a chatting iput or an
interface to display chatting.

In step 1320, the electronic device may detect chatting
information, such as information on a chat exchanged
between the user and another user through a chatting win-
dow provided by the application while the application 1is
running.

In step 1330, the clectronic device may determine
whether a value of the chatting information corresponds to
a designated value. According to embodiments, the elec-
tronic device may determine whether a chatting information
value at a specific point of the application 1s greater than or
equal to a designated value. The electronic device may
determine whether a changing value of chatting quantity per
unit of time with respect to a portion related to a specific
point of the application 1s greater than or equal to a desig-
nated value. The electronic device may determine whether
the chatting information includes a designated word.

The electronic device may compare the detected chatting
information with a designated reference condition. In
embodiments, when greater than or equal to an average
quantity of chatting or occurs on a chatting window or
greater than or equal to a designated level of chatting
quantity occurs, the electronic device may determine the
value of the chatting information corresponds to the desig-
nated condition. When a specific word 1s used on a chatting,
window, the electronic device may determine the value of
the chatting information corresponds to the designated con-
dition. For example, when a game character, a game item, a
special event, a curse word, or a designated word 1s detected
on the chatting window, the electronic device may determine
that the specific word 1s used, thus determining the value of
the chatting information corresponds to the designated con-
dition.

In step 1340, the electronic device may store at least part
ol an application execution 1mage when it 1s determined that
the detected chatting information corresponds to the desig-
nated condition 1n step 1330. According to embodiments, the
clectronic device may store the application execution 1image
in a video form, and may store at least part of the output
image from the time the quantity of chatting information 1s
greater than or equal to a designated quantity to the time the
quantity of chatting information 1s changed to less than or
equal to the designated quantity. When the electronic device
stores the application execution image 1n the video form, the
clectronic device may store at least part of an 1mage dis-
played from the time a chatting information value 1s greater
than or equal to a designated value to the time the applica-
tion 1s ended. When the electronic device stores the appli-
cation execution 1mage in the video form, the electronic
device may store at least part of an 1image displayed from the
time a chatting information value 1s greater than or equal to
a designated value to the time the user mputs an explicit
storage end command. When the electronic device stores the
application execution image in the video form, the electronic
device may also store information on an 1image, a sound, and
vibrations of the run application. When the electronic device
stores the application execution image 1n the video form, the
clectronic device may store the application execution image
in a screen shot form.

When it 1s determined that the chatting information value
does not correspond to a designated value 1n step 1330, the
clectronic device returns to step 1320.

10

15

20

25

30

35

40

45

50

55

60

65

24

FIG. 14 1llustrates an image storing procedure according
to sound input information according to embodiments of the
present disclosure.

In step 1410, an electronic device may run an application.
The electronic device may output an 1mage, a sound, or
vibrations provided by the application according to the
running of the application, such as a game application.

In step 1420, the clectronic device may detect sound
information, such as through a microphone of the electronic
device or another electronic device connected to the elec-
tronic device via a cable/wirelessly. The other electronic
device may include an electronic device, such as a wearable
device. The sound information may include information on
a sound generated outside the electronic device or a sound
generated 1n the electronic device while the application 1s
running According to embodiments, the information on the
sound may 1nclude a user’s voice, a sound generated when
the user performs an imput to the electronic device to
mampulate the application, a cheer made by those around
the user, or an application sound output with the application
running.

In step 1430, the electronic device may determine
whether the sound information corresponds to a designated
condition. According to embodiments, the electronic device
may determine that a sound level at a specific point of the
application 1s greater than or equal to a designated value.
The electronic device may determine whether a changing
value of sound quantity generated per umt of time with
respect to a portion related to a specific point of the
application 1s greater than or equal to a designated value.
The electronic device may determine whether a sound
includes a designated word. For example, when a sound of
a voice-operated command 1s detected or a sound of a
voice-defined event 1s detected, the electronic device may
determine that the sound corresponds to the designated
condition.

The electronic device may compare the detected sound
information with a designated reference condition. Accord-
ing to embodiments, when the level of a detected sound 1s
greater than or equal to an average value or a sound louder
than a designated level 1s detected, the electronic device may
determine that the sound information corresponds to the
designated condition. For example, when a sound of a
designated level or greater 1s detected outside the electronic
device or a sound from a running application of a designated
level or greater 1s detected, the electronic device may
determine that a value of the sound information corresponds
to a designated value.

When detected sound quantity i1s greater than or equal to
an average value or the sound quantity detected per unit of
time 1s greater than or equal to a designated value, the
clectronic device may determine that the value of the sound
information corresponds to the designated value. For
example, when a user’s voice 1s continuously detected
during a unit of time or a sound from a running game
application 1s continuously detected during a unit of time,
the electronic device may determine that the sound quantity
detected during the umit of time 1s greater than or equal to a
designated value. In another embodiment, when a specific
sound 1s detected, the electronic device may determine that
the sound information corresponds to the designated condi-
tion. For example, when a user’s voice or an exclamation or
cheer made by people in the general vicinity of the device 1s
detected, the electronic device may determine that the sound
information corresponds to the designated condition.

In step 1440, the electronic device may store at least part
of an application execution 1mage when 1t 1s determined that
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a detected sound information value 1s greater than or equal
to a designated value, that the sound information value
corresponds to the designated value, that the sound infor-
mation value 1s greater than or equal to the designated value,
or that the sound information value corresponds to the
designated value 1n step 1430.

According to embodiments, the electronic device may
store the application execution 1image 1n a video form, and
may store at least part of the image from the time the sound
information value 1s greater than or equal to the designated
value to the time the sound information value 1s changed to
less than or equal to the designated value. The electronic
device may store at least part of the image from the time the
sound information value corresponds to the designated value
to the time the sound information value does not correspond
to the designated value. When the electronic device stores
the application execution image in the video form, the
clectronic device may store at least part of an 1mage dis-
played from the time the sound information value 1s greater
than or equal to the designated value or corresponds to the
designated value to the time the application 1s ended. When
the electronic device stores the application execution 1image
in the video form, the electronic device may store at least
part of an image displayed from the time the sound infor-
mation value 1s greater than or equal to the designated value
or the sound information value corresponds to the desig-
nated value to the time the user inputs an explicit storage end
command. When the electronic device stores the application
execution 1mage in the video form, the electronic device
may also store imformation on an image, a sound, and
vibrations of the run application, or may store the applica-
tion execution 1image in a screen shot form.

When 1t 1s determined that the sound information value
does not correspond to a designated value 1n step 1430, the
clectronic device returns to step 1420.

FIG. 15 illustrates an image storing procedure according
to motion mput mnformation on a user according to embodi-
ments of the present disclosure.

In step 1510, an electronic device may run an application.
The electronic device may output an 1mage, a sound, or
vibrations provided by the application according to the
running of the application, such as a game application.

In step 1520, the electronic device may detect motion
information on a user through a sensor of the electronic
device or another electronic device connected to the elec-
tronic device via a cable/wirelessly. The other electronic
device may include an electronic device, such as a wearable
device and an electronic accessory. The motion information
on the user may include information on a motion of a
specific body part or the entire body of the user of the
clectronic device while the application 1s running.

In step 1530, the electronic device may determine
whether the motion information on the user corresponds to
a designated condition. According to embodiment, the elec-
tronic device may determine that a user motion value at a
specific point of the application 1s greater than or equal to a
designated value. For example, when a motion of the user
increases the electronic device may determine that the
motion value 1s greater than or equal to the designated value.
The electronic device may determine whether a changing
value of a user motion level detected per unit of time with
respect to a portion related to a specific point of the
application 1s greater than or equal to a designated value.
The electronic device may determine whether the motion
information on the user corresponds to a designated condi-
tion. For example, when a specific posture of the user 1s
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detected, the electronic device may determine that the
motion information on the user corresponds to the desig-
nated condition.

In step 1540, the electronic device may store at least part
of an application execution image when 1t 1s determined that
a detected user motion information value 1s greater than or
equal to a designated value or that the user motion infor-
mation value corresponds to the designated value. Accord-
ing to embodiments, the electronic device may store the
application execution 1mage 1n a video form, and may store
at least part of the image from the time the user motion
information value 1s greater than or equal to the designated
value to the time the user motion information value 1s
changed to less than or equal to the designated value. The
clectronic device may store at least part of the image from
the time the user motion information value corresponds to
the designated value to the time the user motion imformation
value does not correspond to the designated value. When the
clectronic device stores the application execution 1image 1n
the video form, the electronic device may store at least part
of an 1mage displayed from the time the user motion
information value 1s greater than or equal to the designated
value or corresponds to the designated value to the time the
application 1s ended. When the electronic device stores the
application execution image in the video form, the electronic
device may store at least part of an 1image displayed from the
time the user motion information value 1s greater than or
equal to the designated value or the user motion information
value corresponds to the designated value to the time the
user inputs an explicit storage end command. When the
clectronic device stores the application execution image 1n
the video form, the electronic device may also store infor-
mation on an image, a sound, and vibrations of the run

application, or may store the application execution image 1n
a screen shot form.

When 1t 1s determined that the motion value does not
correspond to a designated value 1n step 1330, the electronic
device returns to step 1520.

When an application outputs a specific image, the elec-
tronic device may store at least part of the image of the
application, such as at least part of an 1mage displayed when
a stage 1s cleared, a critical hit occurs, a specific character
appears or disappears, a level increases, a specific element
reaches a specific criterion, or a designated event occurs in
a game application while the game application 1s running.
Alternatively, the electronic device may store at least part of
an 1mage displayed when a screen displays a specific letter,
such as by selecting a letter area or masking an area other
than the letter area to recognize a significant letter change on
the screen.

FIG. 16 illustrates a procedure for editing a stored image
according to embodiments of the present disclosure.

An electronic device may store at least part of an 1mage
according to the procedures of FIGS. 4,7,10,12,13, 14, and
15 and may edit the stored 1mage. In step 1610 of FIG. 16,
the electronic device may store an 1mage of an application
or information on the image. When the electronic device
stores the 1image according to the procedures of the above-
referenced figures, the electronic device may store detection
information on the 1image, along with the image, 1n an 1mage
file or in a metafile separate from the image file. The
information on the image may include mput information
detection information at the storage of the image, FPS
information at the storage of the image, sensor information,
or screen shot information.

In step 1620, the electronic device may edit the image
using the image and the detection information on the image,
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by displaying an image editing interface on a display to
provide the editing interface to the user. When the electronic
device provides the user with the image editing interface, the
clectronic device may display the image and the detection
information on the image. When the electronic device dis-
plays the image editing interface, the image, and the detec-
tion information on the image and the user performs an input
for editing, the electronic device may edit the image accord-
ing to the mput for editing by the user.

FI1G. 17 illustrates a screen shot view activation procedure
according to embodiments of the present disclosure.

When an electronic device reproduces a specific 1image,
the electronic device may display a screen shot control view
on a screen to simplily a search for an 1image section. When
the 1mage 1s reproduced, the screen shot control view may
include information on section length and information on a
screen shot corresponding to an 1mage section.

When the specific image 1s reproduced, the electronic
device may determine whether the 1mage 1includes a screen
shot 1n step 1710. When the specific image includes a screen
shot, the electronic device may determine whether a screen
shot control view 1s displayed n step 1720. When the
specific image mcludes a screen shot, the specific image may
be stored according to the procedures of the above-refer-
enced figures. When 1t 1s determined that a screen shot
control view 1s displayed, the electronic device may activate
and display the screen shot control view 1n step 1730. When
the specific image includes no screen shot in step 1710, a
screen shot control view may be not activated. According to
embodiments of the present disclosure, when the specific
image includes no screen shot 1n step 1710, the electronic
device may extract a screen shot using a starting frame of the
image, a frame at a specific time, and a randomly extracted
frame to display the screen shot on a screen shot control
VIEW.

According to embodiments of the present disclosure, the
clectronic device may determine whether the 1mage includes
the detection information on the image 1n step 1710, instead
of whether the image includes a screen shot. When the image
includes the detection information, the electronic device
may determine whether a screen shot control view 1s dis-
played in step 1720. When the screen shot control view 1s
displayed, the electronic device may display the screen shot
control view on the screen using information on the time the
image 1s stored.

FIG. 18 illustrates a screen displaying a screen shot
control view according to embodiments of the present
disclosure.

A screen 1800 1n FIG. 18 may be displayed when a screen
shot control view 1s activated according to step 1710, step
1720, and step 1730 i FIG. 17. When the screen shot
control view 1s activated and displayed on the screen, the
screen 1800 may display a frame of the currently reproduced
screen, a bar 1860 for adjusting an 1mage play section, and
screen shots 1810, 1820, 1830, 1840, and 1850 correspond-
ing to respective sections. According to embodiments of the
present disclosure, the electronic device may display a
screen shot control view using screen shot information
included 1n an 1mage file or a metafile associated with the
image file or information on the time an 1mage 1s stored. For
example, when the 1image file or the metafile associated with
the 1mage file includes the screen shot information, the
clectronic device may display the screen shots 1810, 1820,
1830, 1840, and 1850 at the instance when the image 1s
stored corresponding to corresponding positions on the bar
1860. When the image file or the metafile associated with the
image {ile includes the information on the time the 1image 1s
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stored, the electronic device display the images 1810, 1820,
1830, 1840, and 1850 at the instance when the 1mage 1s
stored corresponding to corresponding positions on the bar
1860.

The electronic device as described above determines a
time to store an 1mage based on an input through an input
unit, generates a command signal to store the image when
the time to store the 1mage 1s determined, and transmits the
generated command signal to an external electronic device.

An 1mage may be stored without an explicit start or end
command. Only a significant portion may be extracted from
an 1mage and provided to the user. As such, a game 1mage
may be stored without an explicit start or end command
while the game 1s being played.

Methods according to embodiments of the present disclo-
sure may be implemented by hardware, software, or a
combination of hardware and software.

In the implementation of software, a computer-readable
storage medium for storing one or more programs (software
modules) may be provided. The one or more programs
stored 1n the computer-readable storage medium may be
configured for execution by one or more processors within
the electronic device. The at least one program may include
instructions that cause the electronic device to perform the
methods according to embodiments of the present disclosure
as defined by the appended claims and/or disclosed herein.

The programs (software modules or software) may be
stored 1n non-volatile memories including a random access
memory and a flash memory, a read only memory (ROM),
an electrically erasable programmable read only memory
(EEPROM), a magnetic disc storage device, a compact
disc-ROM (CD-ROM), digital versatile discs (DVDs), or
other type optical storage devices, or a magnetic cassette.
Alternatively, any combination of some or all of the may
form a memory in which the program is stored. A plurality
of such memories may be included 1n the electronic device.

In addition, the programs may be stored 1n an attachable
storage device which may access the electronic device
through communication networks such as the Internet,
Intranet, LAN, wide LAN (WLAN), and storage area net-
work (SAN) or a combination thereof. Such a storage device
may access the electronic device via an external port. A
separate storage device on the communication network may
access a portable electronic device.

In the above-described detailed embodiments of the pres-
ent disclosure, a component included 1n the present disclo-
sure 1s expressed 1n the singular or the plural according to
the disclosed embodiment. However, the singular form or
plural form 1s selected merely for convenience of descrip-
tion, and embodiments of the present disclosure are not
limited thereto. Either multiple elements expressed in the
description may be configured into a single element or a
single element in the description may be configured into
multiple elements.

Although embodiments of the present disclosure have
been described 1n the detailed description, the present dis-
closure may be modified 1n various forms without departing
from the scope of the present disclosure. Therefore, the
scope of the present disclosure should not be defined as
being limited to the embodiments, but should be defined by
the appended claims and equivalents thereof.

What 1s claimed 1s:

1. A method of an electronic device, the method compris-
ng:

displaying, via a display of the electronic device, a user

interface corresponding to an application being
executed by a processor of the electronic device,
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wherein a time scale of the application 1s divided nto
umt sections, each unit section including at least one
unit of time;
detecting one or more touch inputs;
obtaining information including a frequency of the one or
more touch inputs per unit of time measured 1n a unit
section, wherein the frequency of the one or more touch
inputs 1s determined by counting a number of times 1n
which the one or more touch inputs contact the user
interface while the user interface 1s displayed;

determining whether an average or peak value of the
frequency of the one or more touch inputs per unit of
time measured in the unit section 1s greater than a
designated number;

in response to determining that the average or peak value

of the frequency of the one or more touch inputs per
unmit of time measured in the unit section 1s greater than
the designated number, automatically storing an 1image
including a portion of the user interface without an
explicit storage start command; and

in response to determining that the average or peak value

of the frequency of the one or more touch inputs per
unmit of time measured 1n the unit section 1s not greater
than the designated number, continuing to detect the
one or more touch mnputs without storing the 1mage
including the portion of the user interface.

2. The method of claim 1, wherein the one or more touch
inputs comprise at least one of a touch nput, drag input, or
key mnput.

3. The method of claim 1, wherein the obtained informa-
tion includes information associated with frames per second
(FPS) related to graphics processing.

4. The method of claim 3, wherein the information
associated with FPS comprises information that the FPS 1s
less than a threshold.

5. The method of claim 1, wherein the 1mage comprises
a moving image, and

wherein the application comprises at least one of a game

application, a video application, and an 1mage viewer
application.

6. The method of claim 1, further comprising displaying
another user 1nterface to a user for editing the stored image.

7. The method of claim 1, wherein the image including the
portion of the user interface comprises a plurality of screen
shots.

8. An electronic device comprising:

a display;

a memory storing instructions; and

at least one processor 1s configured to execute the 1nstruc-

tions to:
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display, via the display, a user interface corresponding to
an application being executed by the at least one
processor, wherein a time scale of the application 1s
divided into unit sections, each unit section including at
least one unit of time;
detect one or more touch inputs;
obtain information including a frequency of the one or
more touch mmputs per unit of time measured 1n a unit
section, wherein the frequency of the one or more touch
inputs 1s determined by counting a number of times 1n
which the one or more touch mputs contact the user
interface while the user interface 1s displayed;

determine whether an average or peak value of the fre-
quency of the one or more touch inputs per unit of time
measured 1n the unit section 1s greater than a designated
number;

in response to determining that the average or peak value

of the frequency of the one or more touch inputs per
unit of time measured 1n the unmit section 1s greater than
the designated number, automatically store an 1mage
including a portion of the user interface without an
explicit storage start command; and

in response to determining that the average or peak value

of the frequency of the one or more touch 1nputs per
unit of time measured 1n the unit section 1s not greater
than the designated number, continue to detect the one
or more touch mnputs without storing the image includ-
ing the portion of the user interface.

9. The electronic device of claim 8, wherein the one or
more touch inputs comprise at least one of a touch input,
drag mput, or key input.

10. The electronic device of claim 8, wherein the obtained
information includes information associated with frames per
second (FPS) related to graphics processing.

11. The electronic device of claim 10, wherein the infor-
mation associated with FPS comprises information that the
FPS 1s less than a threshold.

12. The electronic device of claim 8, wherein the 1image
comprises a moving image, and

wherein the application comprises at least one of a game

application, a video application, and an 1mage viewer
application.

13. The electronic device of claim 8, wherein the at least
one processor 1s further configured to execute the instruc-
tions to display another user interface to a user for editing
the stored 1mage.

14. The electronic device of claim 8, wherein the 1mage
including the portion of the user interface comprises a
plurality of screen shots.
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