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a memory including 1nstructions that when executed cause
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/ 400

receive a two-dimensional image of the operator and of

the work area from the 2D image sensor

402
determine pose data for the operator from the two-
dimensional image
404
recejve a three-dimensional image of the operator and of
the work area from the 3D sensor
4006
update the pose data with depth information based on
the 3D image to provide 3D pose data
408
determine Output graphical elements based on process
state and on a sequence of 3D pose data over time
410
send an output image based on the output graphical
elements to the video projector for projection onto worl 417

area surface

FIG. 4A
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Obtain 3D pose data using a sensor

452
determine Cutput graphical elements based on process
state and on a sequence of 3D pose data over time
454
send an output image based on the output graphical
elements to the video projector for projection onto work 456

area surface
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Determine pose data for all humans visible in the two-

dimensional image that is being processed

Compare each set of pose data againse predefined
boundary box, and mark set of pose data valid if neck,
elbows, and wrists are all within the boundary box

Filter out all sets of pose data not marked valid to leave
only valid sets of pose data

Calculate a score for each valid set of pose data, based on
a weighted average of normalized position and normalized

Select the valid set of pose data having the highest score
as the pose data corresponding to the operator

US 11,107,236 B2

f 500

10 )%

504

506

508

510



US 11,107,236 B2

Sheet 6 of 10

Aug. 31, 2021

U.S. Patent

603

604~

s
2D

Py byl - pbic e AL I

o i S i

sy it gt gl o fprpags dpbpepa bt ottt d ke ol ettt b ekt pept gt pd A b

Wttt ittt plptphpt bl gttt gttt Akttt

ety

+ + + % F F F + %14 + F + % F+ F+ %14+ + + ¥ B
+ L1
L |
-
-
[ b
1]

T
b L
"3
F
+
w
+
"

\

i,

P\

- +

L L L B L B A D D D R L N N L R L D L L N D L D N B N D L R R L L N D L A D L D L L N R B B R D L B

+ F F % 1 A+ %P A F A F N FE o+ D F RN F P Rk P PR+ E R EPFE RS+ T A R EE S EPF P F
L

Ty

o
+*

L
iy

a nr g a2 g T g 9 4 &l rphpr gy aladyamn g pp ks yppy gy sk ygaklaeeppglaeygns T .8 gk anrphoyoryg gkl raypdranyg skl asmerpht
2 & owr d ddowt ek bow kA dd ks e e howdkrd ddygwrdowchdkd e

d b w how ok d bhd Ll dy ek d ey wrdl by hord ddw oyl d bwmrd ddygwdl b hd s rdd sl by Sdow

6

I

6

018

620

FIG. 6B



US 11,107,236 B2

Sheet 7 of 10

Aug. 31, 2021

U.S. Patent

610

4 bk

o+ o ok Al ok ko oA

o

ok o ok AAl

L N N RN e

= + F ok F F b ook F ok F rwodoh F o+ ok dh e h ok F e
A F ko Fd o FF A A FFFF R FFFFFF A A A FFFF A

o

-

4 h F F F Fwmohohh o F F ok wndh o F ok FE A hh ok kA dhFF
B doh o+ F A hF FF A hoh ok FF A A A FF A hEF o FFFFd A RF A

1 [
YNGR N T R N I A I AL
R O]

+*

*+ + + +F* 1A+ ++ NPT YRR YT TR

P& & F 4§ F RS = E A § o § S RS A F S S F S S FE YA F RN FFFF N S E g A S S FF N A E S F o o kA S F Y g =S F o F P

<

T

o kT

il s

* + o o kP oAk ko d d o d h ok F ke A d F okl e h ok ke ohd o d F ke ko hF kd ke A hh F ok kR hhd F ke A Y h o F o w ok ok ok o+ ok kd A oh hh kA h e
+ + &+ b ¥ h o+ F ok dodoh o+ FF A FFFFF R FFFFFF R FFFF -k dhodFF kAR FFFFF A FFFFF AR FFFFFFA D Eh ot FF A AT FFFF R+ F
+
+
+ 4

+*
L
-
r
&
g

- - . - |

E + 4+ + &+ 4 + 4

4

2 2 o 4+ R 4

+

+

LR NN N N N A S N D N B R LN A L B N D N N N R S B A D N N N L N L N L A A L R L D N L L N R N A D A N N DL L L N N N B L B
+ % 1 F £ F£FF S A F = F R A S F FF R A S F R g R F R A S F RS F S EF R SR F R RS F O FF RS F 4 R R F S F A

—



U.S. Patent Aug. 31, 2021 Sheet 8 of 10 US 11,107,236 B2

Workstation 304

SUpPervisory
Computer
820 g

844 WAN

X Memory 840 .
820 i ‘ 244

/O ' Factory
Eﬂtei“face Network 830
Interface

" 806 ‘gog
IEH%H%H!I..I
332

Computer

Hrocessors

830 834

Handheld
Devices

808 |
‘
Server
- 510

812

Eye Tracker — , N _
Workstation | | Workstation

814

e
8020 S02¢
Barcode ‘ 316
Scanner

318
A Camera ‘

802a



U.S. Patent Aug. 31, 2021 Sheet 9 of 10 US 11,107,236 B2

)1 e
J///,
/
6 /
.'I/‘ﬁ’ -
902
904
/

& "“
TN S
N n\—

906
908
I
N { 7 ‘
N . A\ |
\\ e
910
912

914
. /7
o2



U.S. Patent Aug. 31, 2021 Sheet 10 of 10 US 11,107,236 B2




US 11,107,236 B2

1

PROJECTED AUGMENTED REALITY
INTERFACE WITH POSE TRACKING FOR
DIRECTING MANUAL PROCESSES

BACKGROUND

Field of the Invention

The present imvention relates to projected augmented
reality systems for improving the efliciency and compliance
of manual labor. More specifically, 1t provides systems for
interacting with a human worker through a dynamic inter-
face projected into a work area.

Description of the Related Art

Use of manual labor in factories and 1n other assembly or
production environments has many challenging aspects. For
example, for some assembly tasks, extensive training may
be necessary to achieve acceptable efliciency or quality, but
investment 1n this training 1s frequently lost 1n high-turnover
production settings, such as factories or fast-food restau-
rants. Additionally, in many instances, operators and the
products that they produce need to be closely monitored for
compliance to regulations and standards. Further, 11 the work
of one operator 1s too slow, or his/her quality 1s not sutlicient,
there may be problems with both the efliciency and quality
of downstream operations that rely on the output of that
operator.

Generally, a factory or other assembly or production
tacility can either simply accept current output, or automate
various process steps, which may require a large initial
investment, and may be far less tlexible when products or
processes change.

Other solutions, such as light-guided systems that provide
automated visual indicators to an operator 1n a production
setting to guide sequential actions have been proposed, and
have had limited success 1n improving processes and reduc-
ing error rates. However, such systems have generally
employed sensors such as switches, light curtains or barcode
readers. Use of such sensors may limit the applications of
such systems to simple “on/ofl” detection of triggering
events, such as the presence of a hand at a specific location.
Even when such systems have employed more advanced
vision systems, they have been configured to detect only
particular characteristics or identification information. This
makes such systems inflexible, since the particular set of
sensors or detected information requires extensive customi-
zation for each product and/or workstation.

Use of conventional augmented reality systems, employ-
ing handheld devices, such as tablets or phones, or wear-
ables, such as glasses or helmets, are not practical 1n a
high-volume production setting such as a factory for reasons
of cost, comiort, ergonomics, weight and long-term user
acceptance.

SUMMARY

Technologies are described for providing a projected
augmented reality system with pose tracking for directing
manual processes. In one aspect, an augmented reality
system for directing an operator to perform a manual process
includes a video projector, configured to project a dynami-
cally-changing image onto a surface within a work area of
the operator; an 1mage sensor configured to capture two-
dimensional 1mages of the operator and of the work area; a
depth sensor configured to capture three-dimensional
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images of the operator and of the work area; and a computer
communicatively connected to the video projector, the
image sensor, and the depth sensor. The computer 1includes
a memory and a processor, the memory including instruc-
tions that when executed by the processor cause the com-
puter to: recerve a two-dimensional 1image of the operator
and of at least a portion of the work area from the image
sensor; determine pose data for the operator from the
two-dimensional 1mage; receive a three-dimensional 1image
ol the operator and of the work area from the depth sensor;
update the pose data with depth coordinates based on the
three-dimensional 1mage to provide three-dimensional pose
data; determine an output graphical element based on a
sequence ol three-dimensional pose data over time, and on
a current production state; and send an output 1image based
on the output graphical element to the video projector for
projection onto the surface.

In another aspect a method for using an augmented reality
system for directing an operator to perform a manual process
includes: receiving by a computer a two-dimensional 1mage
of the operator and of at least a portion of a work area from
an 1mage sensor; determining by the computer pose data for
the operator from the two-dimensional 1mage; receiving by
the computer a three-dimensional image of the operator and
of the work area from a depth sensor; updating by the
computer the pose data with depth coordinates based on the
three-dimensional image to provide three-dimensional pose
data; determining by the computer an output graphical
clement based on a sequence of three-dimensional pose data
over time, and on a current production state; and projecting
an output image based on the output graphical element onto
a surface within the work area using a video projector.

In a further aspect, a projected augmented reality system
for directing an operator to perform a manual process
includes: a video projector, configured to project a dynami-
cally-changing image onto a surface within a work area of
the operator; a sensor; and a computer communicatively
connected to the video projector and the sensor, the com-
puter comprising a memory and a processor. The memory
includes instructions that when executed by the processor
cause the computer to: obtain three-dimensional pose data
using the sensor; determine an output graphical element
based on a sequence of three-dimensional pose data over
time, and on a current production state; and send an output

image based on the output graphical element to the video
projector for projection onto the surface.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example of a work area for assembling
or manufacturing a product, in accordance with a disclosed
embodiment.

FIG. 2 shows a more detailed view of the projected
augmented reality device of FIG. 1.

FIG. 3 shows an embodiment 1n which the components of
the system are combined into a single housing.

FIGS. 4A-4B show high-level overviews of processes for
providing a dynamic, interactive projected augmented real-
ity interface for directing manual processes, 1n accordance
with various disclosed embodiments.

FIG. 5 a process for determining two-dimensional pose
data for the operator.

FIGS. 6A-6D show images corresponding to various
portions of the process of FIG. 5.

FIG. 7 depicts an overview of the use of a game engine
in accordance with various disclosed embodiments.



US 11,107,236 B2

3

FIG. 8 shows an example computer and network envi-
ronment 1n which the projected augmented reality system of
the disclosure may operate.

FIG. 9 illustrates hand gestures that can be used for
various commands or requests.

FIGS. 10A-10C, illustrate several ways of handling work
areas 1n which the operator regularly moves around the work
area, 1n accordance with various disclosed embodiments.

DETAILED DESCRIPTION

In the following detailed description, reference 1s made to
the accompanying drawings that form a part hereof. In the
drawings, similar symbols typically identify similar compo-
nents, unless context dictates otherwise. The 1illustrative
embodiments described in the detailed description, draw-
ings, and claims are not meant to be limiting. Other embodi-
ments may be utilized, and other changes may be made,
without departing from the spirit or scope of the subject
matter presented herein. It will be readily understood that the
aspects of the present disclosure, as generally described
herein, and 1illustrated 1n the figures, can be arranged,
substituted, combined, separated, and designed 1n a wide
variety of diflerent configurations, all of which are explicitly
contemplated herein.

Disclosed herein 1s a projected augmented reality system
with pose tracking for directing manual processes. In one
aspect, an augmented reality system for directing an operator
to perform a manual process includes a video projector,
configured to project a dynamically-changing image onto a
surface within a work area of the operator; an 1mage sensor
configured to capture two-dimensional 1mages of the opera-
tor and of the work area; a depth sensor configured to
capture three-dimensional 1images of the operator and of the
work area; and a computer communicatively connected to
the video projector, the image sensor, and the depth sensor.
The computer includes a memory and a processor, the
memory including instructions that when executed by the
processor cause the computer to: receive a two-dimensional
image of the operator and of at least a portion of the work
arca from the image sensor; determine pose data for the
operator from the two-dimensional 1mage; receive a three-
dimensional image of the operator and of the work area from
the depth sensor; update the pose data with depth coordi-
nates based on the three-dimensional image to provide
three-dimensional pose data; determine an output graphical
clement based on a sequence of three-dimensional pose data
over time, and on a current production state; and send an
output 1mage based on the output graphical element to the
video projector for projection onto the surface.

In another aspect a method for using an augmented reality
system for directing an operator to perform a manual process
includes: receiving by a computer a two-dimensional image
of the operator and of at least a portion of a work area from
an 1mage sensor; determining by the computer pose data for
the operator from the two-dimensional 1mage; receiving by
the computer a three-dimensional 1mage of the operator and
of the work area from a depth sensor; updating by the
computer the pose data with depth coordinates based on the
three-dimensional 1image to provide three-dimensional pose
data; determiming by the computer an output graphical
clement based on a sequence of three-dimensional pose data
over time, and on a current production state; and projecting
an output image based on the output graphical element onto
a surface within the work area using a video projector.

In a further aspect, a projected augmented reality system
for directing an operator to perform a manual process
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4

includes: a video projector, configured to project a dynami-
cally-changing image onto a surface within a work area of
the operator; a sensor; and a computer commumnicatively
connected to the video projector and the sensor, the com-
puter comprising a memory and a processor. The memory
includes instructions that when executed by the processor
cause the computer to: obtain three-dimensional pose data
using the sensor; determine an output graphical element
based on a sequence of three-dimensional pose data over
time, and on a current production state; and send an output
image based on the output graphical element to the video
projector for projection onto the surface.

As will be discussed below, a projected augmented reality
system according to the disclosure may enable a human
operator to execute a sequence of process steps 1n a more
accurate, reliable manner, and with increased throughput.
This may help a factory or other establishment to meet their
productivity and vield goals without automating and, for
example, replacing human operators with robots.

Additionally, by using pose tracking, less costly hardware
may be used to implement the system, and complexity may
be moved from hardware to software, increasing the flex-
ibility of the system. Further, use of pose tracking may
provide a more fluid interface and natural operator interac-
tion, which improves throughput and reliability. Allowing
operators to execute processes with normal, fliud arm and
hand movements, may also decrease stress and training
requirements, while also allowing operators to work faster.
The pose tracking system of the disclosure also provides for
differentiating between the operator and other humans oper-
ating within the area, which may improve reliability.

Embodiments 1n this disclosure will generally be
described 1n terms of use 1n manufacturing and assembly, for
instance in the electronics industry. It will be understood that
there may be many other environments 1n which the systems
and methods of the disclosure may be used. For example,
similar systems could be used 1n food service businesses,
such as fast-food restaurants, or in other industries that
employ low-skill workers with high worker turnover and/or
little training, and that nonetheless need to efliciently pro-
duce a consistent product. Systems according to the disclo-
sure may also be used in other industries, such as in banking
(e.g., 1n operations such as cash processing centers) or in
casinos, where worker monitoring and control for security,
and for policy and legal compliance are needed. The system
could also be used, for example, 1n medical applications, to
provide real-time information to surgeons or other medical
personnel. In general, the systems of the disclosure may be
advantageously deployed for a wide range of uses 1n
improving elliciency and compliance of workers, and 1n
monitoring for security and prevention of fraud.

FIG. 1 shows an example of a work area for assembling
or manufacturing a product, in accordance with an embodi-
ment. The work area 100 includes a work surface 102, which
1s used for assembling a product. Numerous parts containers
104 and assembly tools (not shown) may be arranged near
the work surface 102. The work area 100 may also include
instruction 106 or other printed material to which an opera-
tor 110 may refer. In accordance with various embodiments,
the work area 100 may also include a projected augmented
reality device 120, which projects a dynamic iterface onto
the work surface 102, and that tracks poses of the operator
110 to interact with the operator 110 during assembly or
manufacturing of a product.

The projected augmented reality device 120 generally
includes at least one 1image sensor or camera 122, at least one
three-dimensional 1image sensor 124, such as a depth sensor,
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and at least one video projector 126. Additionally, a com-
puter (not shown) 1s connected to the camera 122, the
three-dimensional image sensor 124, and the video projector
126, in order to process input from the camera 122, and
three-dimensional image sensor 124 to determine a pose and
movement of the operator 110, and based on the pose and
movement of the operator 110, and the current state of the
process, to determine dynamic interface images to be pro-
jected onto the work surface 102 by the video projector 126.

FIG. 2 shows a more detailed view of the projected
augmented reality device 120, including the image sensor or
camera 122, the three-dimensional 1image sensor 124 (such
as a depth sensor), the video projector 126, and a computer
202 connected to the camera 122, three-dimensional 1image
sensor 124, and video projector 126.

The camera 122 includes one or more two-dimensional
image sensors or cameras, which may optionally have
varying fields of view for viewing the movements of the
operator 110. For example, the camera 122 may include a
digital two-dimensional video camera that has a wide field
of view, so that images of the entire work area 100 are
captured. Such digital two-dimensional video cameras are
inexpensive, and well-known.

The digital two-dimensional video camera could, for
example, be an mexpensive “webcam” such as a webcam
manufactured by Logitech International, of Lausanne, Swit-
zerland.

In addition to a two-dimensional camera with a wide field
of view, the camera 122 may include one or more two-
dimensional video cameras (not shown) equipped with
lenses (not shown) that allow them to focus narrowly on one
or more locations in the work area 100. Such a narrow-field
two-dimensional camera may, for example, be configured as
an “automated optical imnspection” (AOI) camera, which may
be used to focus on a circuit board (not shown) that 1s being,
assembled in the work area 100, to mnspect the board for
quality of assembly. Such a narrow-field two-dimensional
camera could also be used, for example, to closely monitor
the hands of the operator 110, to ensure that the correct parts
are being accessed or used.

The three-dimensional image sensor 124 includes one or
more three-dimensional 1mage sensors, such as depth sen-
sors. At least one three-dimensional i1mage sensor 124
should have a wide field of view, so that depth information
on the entire work area 100 can be captured. The three-
dimensional i1mage sensor 124 may be a commercially
available depth sensor, such as a REALSENSE depth cam-

cra, manufactured by Intel Corporation, of Santa Clara,
Calif.

The video projector 126 may be one or more projectors,
configured to project bright, high-resolution, high frame-rate
moving color images onto portions of the work area 100. In
some embodiments, the video projector 126 may be config-
ured to project onto a particular portion, such as the work
surface 102, of the work area 100. In some embodiments, the
video projector 126 may be configured to project images
over multiple portions of the work area 100, or over the
entirety of the work area 100, and may employ one or more
video projectors to achieve this.

To avoid the need for special lighting conditions in the
work area 100, the video projector 126 may be a high-
brightness projector, such as a laser or laser/LED hybrid
projector. For example, a laser/LED hybrid projector manu-
factured by Casio Computer Co., Ltd., of Tokyo, Japan
could be used.

The computer 202 1s connected to the camera 122, the
three-dimensional image sensor 124, and the video projector
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126. The computer 202 1s configured to use input streams
from the camera 122 and from the three-dimensional 1mage
sensor 124 to determine the pose and movement of the
operator 110, and to project dynamic moving images 1nto the
work area 100 using the video projector 126. Additionally,
the computer 202 may be configured to perform other tasks,

such as monitoring AOI mput from the camera 122 to
monitor, €.g., for compliance with quality standards. Addi-
tionally, the computer 202 may be configured to monitor the
operator 110 for security or fraud-prevention purposes,
and/or to monitor the operator’s hand gestures, to provide
commands to the computer 202. The computer 202 may also
accept inputs from other sensors (not shown), such as an eye
tracking sensor, a microphone, and/or a barcode scanner.

In some embodiments, the computer 202 may be con-
nected to a network (not shown), and may be configured to
accept updates and process mformation over the network,
and to store information on a server connected to the
network. In some embodiments, the computer may be con-
figured to use a game engine and a three-dimensional model
of the work area 100 and the video projector 126 to scale and
align 1mages for projection onto portions of the work area
100.

In some embodiments, the computer 202 may be located
in a separate housing, located either within or near the work
area 100. In some embodiments, the computer 202 may be
located within a common housing with the camera 122, the
three-dimensional 1mage sensor 124, and the video projector
126. The computer 202 may, for example, be a mimaturized
PC, such as the Zotac ZBOX Mini1-PC with onboard GPU,
manufactured by Zotac of Hong Kong.

FIG. 3 shows an embodiment 1n which the components of
the system are combined 1nto a single housing. The housing
300 contains a two-dimensional image sensor or camera
302, a three-dimensional 1image sensor 304, a video projec-
tor 306, an optional AOI camera 308, and a computer 310.
By providing substantially the entire system within a single,
compact housing, the projected augmented reality system of
the disclosure can easily be packaged and sold as a “stan-
dard” product, that can be used with a wide variety of work
areas, rather than as a “custom” product that requires the
extra time and expense of extensive customization for each
work area or type of work area.

In accordance with some embodiments, certain compo-
nents may remain external from the housing 300, or alter-
natively could (when practical) be integrated into a housing
similar to the housing 300. Components that are external
from the housing 300 may be connected to the system (e.g.,
connected to the computer 310) using either a wired or a
wireless connection.

These external components may 1nclude an optional bar-
code scanner (not shown), which may be used to 1ssue
commands to the system either instead of or in addition to
using gesture recognition to 1ssue commands to the system.
It may be useful to have a barcode scanner located outside
of the housing 300, so that the operator can 1ssue commands
using barcodes printed on a sheet using, e.g., a handheld
barcode scanner.

An optional eye tracking device (not shown), such as a
Tobu1 Eye Tracker 4C, manufactured by Tob11 AB, of Dan-
deryd, Sweden, could also remain external from the housing
300. Such an eye tracking system may be used, for example,
to select an option 1n the projected augmented reality user
interface by looking at it for a predetermined period of time.
Eve tracking could also be used to determine, through
software runming on the computer, 1f a quality imspector has
properly ispected an entire assembly by scanning it with
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his/her eyes. Eye tracking could further be used in accor-
dance with some embodiments for estimating an operator’s
“engagement index” by measuring how closely the operator
1s looking at his/her work during operations, and how often
he/she looks away from 1t. It may be useful to have an eye
tracking device located outside of the housing 300, so that
the eye tracking device can be given a good view of the
operator’s eves.

An optional microphone (not shown) could also be used
outside of the housing 300. For example, a microphone
could be used in connection with embodiments of the system
for 1ssuing voice commands to the system, for entering voice
notes or annotations from the operator, or for talking to a
supervisor or dispatcher to, e.g., request information, help,
or material refills. It may be useful to have a microphone
located outside of the housing 300 so that the operator’s
voice can be more clearly picked up by the microphone in
noisy environments. For such uses, a microphone could,
¢.g., be located on a headset or earpiece worn by the
operator. An optional speaker (not shown) could also be used
outside of the housing 300, to provide audible feedback to
the user, indicating that an error has occurred, and that
corrective action 1s needed.

Optional haptic feedback devices (not shown) could also
be used outside of the housing 300, to provide a more
immersive interface for the user, by bonding a piezo ele-
ment, buzzer, vibration motor, or similar device to the work
surface on which the operator’s arms and/or hands rest.

By combining components of the system into a single
housing to provide a “standard” projected augmented reality
system, the hardware may be easily 1nstalled, without requir-
ing extensive custom modification or fitting. For example,
the system could be installed by mounting the housing 300
mechanically (using, e.g., clamps and/or bolts) 1n a position
above a work area, such as at the top of a workstation. The
system may then be connected to a power source, and any
external devices may be connected. The system may require
some minor configuration, which could, for example, be
achieved by connecting to the system using a tablet or other
portable handheld device, and running a configuration appli-
cation while manually adjusting the position and angle of the
two-dimensional camera 302, three-dimensional image sen-
sor 304, video projector 306, and optional AOI camera 308.

FIG. 4A shows a high-level overview of a process 400 for
providing a dynamic, 1nteractive projected augmented real-
ity interface for directing manual processes, 1n accordance
with various embodiments. The process 400 1s carried out by
the computer (not shown) that 1s part of the system, as
described above.

At 402, the computer receives a two-dimensional 1mage
of the operator and at least a portion of the work area from
the two-dimensional 1image sensor or camera. This may, for
example, be a two-dimensional “frame” from a video stream
captured by a webcam or other conventional digital two-
dimensional camera.

Next, at 404, the computer processes the two-dimensional
image to determine two-dimensional pose data for the
operator. Determining two-dimensional pose data for all of
the humans 1n the 1image may be done using software such
as OpenPose, which 1s a real-time multi-person key-point
detection library for body, face, hands, and foot estimation,
developed by researchers at the Carnegie Mellon University
Perceptual Computing Lab, of Pittsburgh, Pa. The methods
used in OpenPose are described, for example, 1n Cao, Zhe et
al. “Realtime Multi-Person 2D Pose Estimation Using Part
Afhmty Fields,” 2017 IEEE Conierence on Computer Vision
and Pattern Recognition (CVPR) (2017). Other similar
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systems for determiming two-dimensional pose data from
two-dimensional 1mages include AlphaPose, developed at
the Shanghai Jiao Tong University Machine Vision and
Intelligence Group, in Shanghai, China, and Mask R-CNN,
developed by the Facebook Al Research Team, from Face-
book, of Menlo Park, Calif.

These two-dimensional pose detection systems generally
provide pose data for all of the people 1n an 1mage. As part
of determining two-dimensional pose data for the operator,
the system also determines which of the pose data belongs
to the operator. The process for making this determination 1s
described 1n greater detail below.

At 406, the computer receives a three-dimensional 1mage
of the operator and work area from the three-dimensional
image sensor, such as a depth sensor. This 1mage may be
provided in the form of depth data for each pixel i the
three-dimensional 1image.

Next, at 408, the computer updates the two-dimensional
pose data with depth coordinates dernived from the three-
dimensional 1image to provide three-dimensional pose data.
In some embodiments, the pose data 1s filtered over time and
space to provide smoother and more reliable pose data, and
to determine estimated current locations of the operator’s
hands. In some embodiments, this filtering may be accom-
plished using Kalman filtering (also known as linear qua-
dratic estimation), a known algorithm that uses a series of
measurements observed over time, containing statistical
noise and other inaccuracies, and produces estimates of
unknown variables that tend to be more accurate than those
based on a single measurement alone, by estimating a joint
probability distribution over the variables for each time-
frame.

At 410, the computer uses information on the state of the
process that 1s being performed, and the three-dimensional
pose data over time to determine the appropriate output
graphical elements (e.g., arrows, boxes, shapes, text, icons,
etc.) to be projected by the projected augmented reality
system. The output graphical elements may depend on the
system’s determination of the current step 1n a manufactur-
ing or assembly process, and what actions need to be taken
by the operator to further that step, as well as on expectations
for performance, such as whether the operator has fallen
behind an expected schedule.

Next, at 412, the output graphical elements are sent as an
image to the video projector for projection onto a work
surface or other portion of the work area. As will be
described 1n greater detail below, this may mvolve use of a
game engine to map the graphical elements onto a three-
dimensional model of work area, in order to appropnately
assemble an 1mage and to adjust the 1mage for projection.

This entire process 1s repeated at a high rate, 1 order to
provide a highly dynamic projected augmented reality user
interface. A rate ol approximately 10 1terations of this
process per second 1s generally suflicient to provide a
dynamic user experience, though higher rates, which may be
achieved depending on the processing capabilities of the
computer, may provide a more fluid and “organic” user
experience. In some embodiments, the system may track
operator movements and respond quickly and with a suili-
ciently high frequency, such that when used with an intuitive
interface design, the system may provide the operator with
the sense that his or her work area 1s “alive,” and 1s
responding in real-time to his or her actions.

It will be understood that there are other ways of provid-
ing a projected augmented reality interface 1n accordance
with various embodiments. For example, some embodi-
ments may be able to obtain three-dimensional pose data
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directly from three-dimensional image data, without using a
two-dimensional camera. It may also be possible to use
“smart sensors” that directly output pose data, which may
climinate the need for the system to directly interact with
two- or three-dimensional image sensors (though such sen-
sors might be part of the “smart sensor”) in order to obtain
three-dimensional pose data.

A high-level overview of a process 450 using such
alternative means of obtaining pose data 1s shown in FIG.
4B. The process 450 1s carried out by the computer (not
shown) that 1s part of the system, as described above.

At 452, the system obtains three-dimensional pose data on
the operator of the system. In some embodiments, this
three-dimensional pose data may be provided by a two-
dimensional 1mage sensor and a three-dimensional 1mage

sensor according to a procedure similar to that described
above with reference to items 402-408 in FIG. 4A. Alter-

natively, some systems may be able to determine three-
dimensional pose data based on input from a three-dimen-
sional 1mage sensor. Other embodiments may obtain three-
dimensional pose data directly from a “smart sensor” that
includes the hardware and software necessary to automati-
cally provide three-dimensional pose data.

At 454, the computer uses information on the state of the
process that 1s being performed, and the three-dimensional
pose data over time to determine the appropriate output
graphical elements to be projected by the projected aug-
mented reality system. The output graphical elements may
depend on the system’s determination of the current step 1n
a manufacturing or assembly process, and what actions need
to be taken by the operator to further that step, as well as on
expectations for performance, such as whether the operator
has fallen behind an expected schedule.

Next, at 456, the output graphical elements are sent as an
image to the video projector for projection onto a work
surface or other portion of the work area. As will be
described 1n greater detail below, this may mvolve use of a
game engine to map the graphical elements onto a three-
dimensional model of work area, in order to appropriately
assemble an 1mage and to adjust the 1image for projection.

As above, this entire process 1s repeated at a high rate, 1n
order to provide a highly dynamic projected augmented
reality user interface.

Referring now to FIG. 5, a more detailed process 500 for
processing the two-dimensional 1mage to determine two-
dimensional pose data for the operator 1s described. It will
be appreciated that the process 500 represents only one
example ol a process that filters pose data for the operator
from all of the pose data in an 1image, and that many other
methods or algorithms could be used to achieve similar
results. Additionally, different processes may be used
depending on the nature of the pose data available to the
system. For example, in some embodiments, three-dimen-
sional pose data may be provided, and three-dimensional
image or depth data could be used to filter pose data for the
operator from other pose data in an 1mage.

At 502, the computer determines pose data for all humans
visible 1n the two-dimensional image that 1s being pro-
cessed. The pose data may take the form of, e.g., key-point
skeleton data, i which a pose i1s represented using the
positions of certain “key points” of the body, such as the
neck, right shoulder, right elbow, right wrist, etc., and a
“skeleton’ 1s formed by lines connecting certain of these key
points. As discussed above, this can be achuieved using any
of a number of existing pose detection libraries, such as
OpenPose.
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Next, at 504, each set of pose data 1s compared against a
predefined boundary box for the work area. For work areas
that involve a seated or largely stationary operator, 1f the
neck, elbows and wrists of the pose data for a single human
are within the boundary box, then the set of pose data is
deemed to be “valid.” If there 1s only one set of pose data 1n
the entire image, and that set of pose data 1s “valid,” then that
pose data 1s considered to be that of the operator (subject to
filtering, such as Kalman filtering, which may be used to
filter out erronecous pose data that appear to be humans).

The predefined boundary box may be defined, for
example, during a set-up process for a work area, either
automatically, or manually by a technician. The configura-
tion of the boundary box may be individually set for each
separate work area, depending, e.g., on the camera location
and angle.

Additionally, it will be understood that although the
predefined “boundary box™ 1s described as a “box,” and 1s
shown 1n FIGS. 6B-6D, below, as being rectangular, other
shapes could be used to define the boundary box for a work
area. Further, although the pose data i1s discussed as being
represented by a “key-point skeleton”, other forms of pose
data could also be used. A key-point skeleton 1s merely one
kind of pose data that 1s provided by the OpenPose library.
Other pose detection libraries may provide pose data 1in other
forms. For example, Mask R-CNN, which 1s mentioned
above as a pose detection library, may provide pose data 1n
the form of pixel masks. It will be understood that the
process 500 could be readily adapted to be used with these
other forms of pose data.

At 506, 11 there 1s more than one set of pose data in the
image, all sets of pose data that are not “valid” are filtered
out, leaving only “valid” sets of pose data.

At 508, the computer calculates a “score” for each
remaining set of “valid” pose data. In some embodiments,
this score 1s calculated as a weighted average, based on the
normalized position and normalized area, as defined below.
For example, the normalized position may be given a weight
of 0.6 (or 60%), and the normalized area may be given a
weight of 0.4 (or 40%). This weighting will mean that
human poses that are located closer to the center of the
workspace and closer to the camera (1.e., covering a larger
area) will recerver higher “scores”, with more emphasis on
position.

In some embodiments, the normalized position 1s a mea-
sure of how close the neck 1n a set of pose data 1s located to
a half-way point between the right and left edges of the
boundary box. The normalized position 1s 1.0 11 the neck 1s
positioned horizontally on the half-way point between the
left and right edges of the boundary box, and drops linearly
to 0.0 11 the neck 1s positioned at either the left or right edges
of the boundary box.

In some embodiments, the normalized area 1s a measure
of the area of a reference “body area” divided by the total
area of the boundary box. For example, the reference “body
area” may be the area of a rectangular reference box with a
height equivalent to the vertical distance in the two-dimen-
sional 1mage between the neck and the left elbow, and a
width equivalent to the horizontal distance in the two-
dimensional 1mage between the two elbows. For two-dimen-
sional images, this normalized area may represent the close-
ness of a person represented by a set of pose data to the
camera that took the image (though this will be an imperfect
estimate, since the normalized area will vary both with
closeness to the camera and with the size of the person).
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Finally, at 510, the computer will select the “valid” set of
pose data having the highest “score” as the pose data
corresponding to the operator.

It will be understood that other methods could also be
used for recognizing or distinguishing the operator in accor-
dance with various embodiments. For example, the two-
dimensional image data and/or three-dimensional image
data could be used with known face recognition algorithms
to recognize an authorized or registered operator by his or
her face. Other methods of filtering the pose data may also
be used.

To assist 1n understanding the process 500 of FIG. 5,
FIGS. 6 A-6D show 1mages corresponding to various por-
tions of the process 500. FIG. 6 A shows a view of an 1mage
that has been processed to obtain pose data 602, 604, 606,
and 608 (shown here as key-point skeleton data) for all
humans found 1n the image.

FIG. 6B shows a boundary box 610 of a work area, and
the key points of the pose data 602 for the neck 612, elbows
614 and 616, and wrists 618 and 620. Since these key points
tor the pose data 602 are all located 1nside the boundary box
610, the pose data 602 will be considered “valid.”

FIG. 6C illustrates the calculation of the normalized
position. The distance of the horizontal position of the
key-point for the neck 612 from a horizontal half-way point
622 between the left and right edges of the boundary box
610 1s used to compute the normalized position. In FIG. 6C,
since the key-point for the neck 612 1s close to the horizontal
half-way point 622, the normalized position may be a high
value, close to 1.0.

FI1G. 6D illustrates the calculation of the normalized area.
The reference body area i1s the areca of the rectangular
reference box 624, which has a height equivalent to the
vertical distance between the key-point for the neck 612 and
the key-point for the left elbow 614, and a width equivalent
to the horizontal distance between the key-point for the left
clbow 614 and the key-point for the right elbow 616. The
normalized area is calculated by dividing the area of the
rectangular reference box 624 by the area of the boundary
box 610.

Referring to FIG. 7, a more detailed explanation of the use
of a game engine 1n accordance with various embodiments
1s described. As discussed above with reference to FIG. 4,
when an output image 1s sent to the video projector for
projection onto a work surface or other portion of the work
area, a game engine may be used to map graphical elements
onto a three-dimensional model of the work area, 1n order to
generate a spatially correct image for projection.

One difhiculty with projecting an image onto a work
surface or other portion of a work area 1s that the projector
can never be perfectly aligned with the work surface, so
images projected will always be mis-scaled or misaligned
unless there 1s some form of correction. Conventionally, to
display a graphical indicator at a particular location and size
on the work surface, the exact position and angle of the
projector could be predetermined (for example, when the
system 1s set up), and the image could then be pre-warped
such that it falls correctly on the surface. The situation 1s
complicated further 1f the surface onto which the image 1s to
be projected 1s not flat, or 1s subject to change.

In accordance with various embodiments, these dithicul-
ties can be handled using a game engine. A three-dimen-
sional model of the work surface or other portion of the work
area can be built within a virtual space of the game engine.
This model can be built to represent surfaces that are not flat,
and could even be dynamically changed, using, e.g., three-
dimensional image data from a three-dimensional camera or
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depth sensor that 1s used with the system. A virtual camera
may be positioned within the model, either manually or
automatically, at the same distance and angle, and with the
same optical parameters as the real-life video projector. Note
that 11 the video projector can move (as will be described
below), 1t 1s also possible to dynamically update the posi-
tion, distance, and angle of the virtual camera within the
virtual space of the game engine. The graphical elements
that are to be projected are then mapped onto the three-
dimensional model of the work surface or other portion of
the work area. To project the image correctly onto the
workspace, the image that the virtual camera 1n the game
engine “sees” 1s sent to the video projector, for projection
onto the real-world work surface or other portion of the work
area.

An overview of this use of a game engine 1s shown 1n FIG.
7. A game engine 702 takes as iput the graphical elements
706 that are to be projected onto the workspace surface 708
or other portion of a work area by a video projector 710. A
three-dimensional model 704 of the work surface or work
area onto which the graphical elements are to be projected,
including a virtual camera/“projector” located 1n the three-
dimensional model at the position and at the angle of the
projector 710 1s then used by the game engine to provide a
spatially correct image for projection onto the work surface
708 or other portion of the work area. The game engine
forms and adjusts the image by mapping the graphical
clements 706 onto the three-dimensional model at the virtual
location where the 1image 1s to be projected, and then by
projecting the image that 1s “seen” by the virtual camera in
the three-dimensional model using the video projector 710.

A game engine, such as the game engine 702, may also be
used to provide dynamic, high quality images, having a high
degree of realism, by using the built-in capabilities of a
game engine to handle, e.g., lighting and animation. Game
engines are generally designed to provide realistic, high
quality images at high frame rates, making them well suited
for use with the projected augmented reality system of the
disclosure.

Game engines that would be suitable for this use are
readily available. For example, the Panda3D game engine,
provided on an open source basis by the Carnegie Mellon
University Entertainment Technology Center, of Pittsburgh,
Pa., could be used in accordance with the above-described
embodiments.

FIG. 8 shows an example computer and network envi-
ronment 1n which the projected augmented reality system of
the disclosure may operate. The network environment 800
includes workstations 802a-802¢, each of which 1s a work
area with a projected augmented reality device according to
the disclosure. The workstation 802a 1s shown in greater
detail, and includes a computer 804, a video projector 806,
a two-dimensional camera 808, and a three-dimensional
image sensor 810. The operation of these components of the
projected augmented reality system are described in detail,
¢.g., with reference to FIGS. 2 and 3. Additionally, there may
be optional components, such as an eye tracker 812, a
microphone 814, a bar code scanner 816, and/or an AQOI
camera 818. As with the other components, the operation of
these optional components 1s described herein, for example,
with reference to FIGS. 2 and 3.

The computer 804 may include one or more processors
820, a memory 822, a network interface 824 (which may be
a wired or a wireless network interface), and one or more 1/0O
interfaces 826, which connect the computer 804 to the other
components of the projected augmented reality system. The
I/O interfaces 826 may include USB interfaces, various




US 11,107,236 B2

13

video 1nterfaces, such as an HDMI interface, wireless inter-
faces, such as Bluetooth or WiF1 interfaces, or other inter-
faces having suflicient bandwidth to communicate between
the computer and various components of the augmented
system, either through a wired or a wireless connection. It
will be understood that 1n some embodiments, the computer
804 may also include a graphical processing umt (GPU, not
shown), a neural network processor (NNP, not shown), a
tensor processing unit (IPU, not shown), or similar, acting,
as a co-processor to the main processors 820 and focusing,
¢.g., on machine learning tasks.

The workstations 802a-802¢ are connected to a local area
network (LAN) 830, generally through a network interface,
such as the network interface 824. The workstations 802a-
802¢ may communicate over the LAN 830 with a server
832. The server 832 may communicate with the worksta-
tions 802a-802¢ to provide updates to the software, pro-
cesses, mterfaces, 3D models, or other data or programming
used by the workstations 802a-802¢. Additionally, the server
832 may collect various data from the workstations 802a-
802c¢, such as data on the performance of the operators of the
workstations 802a-802¢, information on the products being,
produced (e.g., quality information, quantity information,
etc.), or other mformation related to the operators of the
workstations 802a-802c¢ or to the processes used or products
produced at the workstations 802a-802¢. For example, in
some embodiments, a process sequence that was pro-
grammed on one workstation could be duplicated on other
workstations that are runming the same product, via the
server 832. In some embodiments, all data from each
workstation 1n a facility may be stored centrally on the
server 832, which may increase flexibility and security.

In some embodiments, other computing devices or net-
workable equipment (not shown), as well as handheld
devices 834 may be connected to the LAN 830. The hand-
held devices 834 may include devices such as tablets and
smartphones, which may be connected wirelessly (e.g.,
through a WiF1 interface) to the LAN 830. These handheld
devices may run software allowing a technician to calibrate,
configure, debug, and test the workstations 802a-802¢ via
the server 832.

In some embodiments, the LAN 830 may be connected to
other local area networks (not shown) and/or to a wide area
network (WAN) 840, such as the Internet or a virtual private
network (VPN) through one or more routers 836. A super-
visory computer 842 and/or a factory manufacturing execu-
tion system (MES) 844 may be connected to the WAN 840.
The supervisory computer 842 may be used in some
embodiments to remotely monitor all workstations, possibly
in multiple factories or facilities. The factory MES 844
includes information on which products should be run at
which factories and workstations at a particular time, at
which target speeds, etc. This mnformation can be remotely
accessed from the factory MES 844 by the server 832 (as
well as similar servers at the same or other factories or
facilities), which can then feed this information to the
workstations 802a-802¢. In some embodiments, the super-
visory computer 842 and/or the factory MES 844 may be
local to a factory or facility, and may be connected to the
LAN 830, rather than to the WAN 840.

There are, of course, many other network environments
with which embodiments of the disclosure could be used,
and the network environment 800 1s used only for purposes
of 1llustration. Alternatively, 1n some embodiments, the
projected augmented reality system of the disclosure could
run as a standalone system, without being connected to a
network.
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There 1s thus disclosed a system of one or more computers
that can be configured to perform particular operations or
actions by virtue of having software, firmware, hardware, or
a combination of them installed on the system that in
operation causes or cause the system to perform the actions.
One or more computer programs can be configured to
perform particular operations or actions by virtue of 1includ-
ing 1instructions that, when executed by data processing
apparatus, cause the apparatus to perform the actions.

As can be seen from the configuration of the computer
804, as shown 1n FIG. 8, 1n normal production, a workstation
will not include a mouse or keyboard. Operators may use
other ways of 1ssuing commands or making requests. For
example, 1n some embodiments, a barcode scanner may be
used to 1ssue commands. For example, the operator of a
workstation may scan various barcodes posted 1n the work
area to start or stop a process or to select a product type.
Similarly, as discussed above, a microphone may be used to
1ssue voice commands to the system. Both of these modes of
1ssuing commands require hardware beyond what 1s used for
monitoring poses. In particular, 1ssuing commands using
barcodes uses an optional barcode scanner, and 1ssuing voice
commands uses an optional microphone.

Using substantially the same hardware that 1s used for
tracking the operator’s poses, commands may be 1ssued
using hand gestures. Some pose detection systems, such as
OpenPose, which 1s discussed above, are able to recognize
the positions of a person’s fingers, as well as the main body
parts. Thus, by using substantially the same pose detection
systems that are used by the projected augmented reality
system to track the poses and movement of the operator, an
operator’s hand gestures may be tracked for use 1n 1ssuing
commands.

As shown 1n FIG. 9, different hand gestures can be used
for different commands or requests. For example, the hand
gesture 902 may be used to command the system to start
production, while the hand gesture 904 may be used as a
command to halt production. The hand gesture 906 may be
used, for example, to request a material refill, and the hand
gesture 908 could be used to request help (1.e., a request to
send a technician). The hand gesture 910 may be used to
command the system to change the product. The hand
gestures 912 and 914 may be used to command the system
to proceed to a next item or a next step in a process, and to
command the system to return to a previous item or a
previous step 1n a process, respectively. The hand gesture
916 could be used to select an item 1n the mterface.

To assist the system to distinguish hand gestures that are
intended as commands or requests from hand positions that
are part of an operator performing his or her tasks, 1n some
embodiments, the system may look for hand gesture com-
mands when the system 1s 1n a particular state or when the
operator 1s at a particular step in a sequence. In some
embodiments, gesture recognition can be triggered when the
operator’s hands are 1n a certain location on a work surface,
or 1n the work area. In some embodiments, one hand may be
used to indicate that a hand gesture 1s being used, while the
other hand makes a gesture to issue a command. If the
combination of hand positions 1s one that will not normally
occur during the operator’s normal work, use of such
combination gestures may also be used to distinguish hand
gesture commands from “normal” hand movement.

It will, of course, be understood that the hand gestures and
commands discussed with reference to FIG. 9 are only for
purposes of illustration, and that many different hand ges-
tures and commands or requests could be used 1n accordance
with various embodiments.
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Referring now to FIGS. 10A-10C, several ways of han-
dling work areas in which the operator regularly moves
around the work area are described. Although many manu-
facturing or assembly processes are performed by a seated,
stationary operator, there are also processes in which the
work area may be large, and the operator (and possibly
others) regularly moves within the work area. As will be
seen below, there may also be setups 1n which the “work
area’ 1tself moves, such as when the work area 1s defined as
an area around a work piece that 1s moving on, e.g., a
conveyor belt. In such large (or even moving) work areas, 1t
1s possible that the operator may regularly change during the

process, so the projected augmented reality system may
dynamically change who 1t regards as the operator whose
poses are tracked.

FIG. 10A shows an example use of a stationary projected
augmented reality system according to some embodiments
to cover a large work area 1010 in which the operator (not
shown) moves within the work area. To track the movement
ol an operator in the work area 1010, a camera 1012 having
a very wide-angle view may be used, and may be mounted
at a great enough height for the entire work area 1010 to be
within view of the camera 1012. A three-dimensional image
sensor 1014 also has a wide-angle view that covers most or
substantially all of the work area 1010, and a projector 1016
1s configured to project over a wide area, covering substan-
tially all of the work area 1010. In some embodiments, as
well as the wide-area cameras, sensors, and projectors
shown 1n FIG. 10A, multiple two-dimensional cameras (not
shown), three-dimensional 1mage sensors (not shown), and
projectors (not shown) may be focused on particular parts of
the work area 1010, if greater focus on those particular parts
ol the work area 1010 are needed.

FIG. 10B shows an example use of a limited-motion
projected augmented reality system to cover a large work
area 1020 in which the operator (not shown) moves around
the work area. In some embodiments, a single housing 1022,
such as 1s described above with reference to FIG. 3, may be
mounted on a motorized mount 1024 that can pivot the entire
housing 1022 under the control of a computer (not shown),
to follow the movement of the operator within the work area
1020. The housing 1022 may include a two-dimensional
camera 1026, a three-dimensional camera 1028, and a
projector 1030 that are aimed at the portion of the work area
in which the operator 1s working by the computer (not
shown) sending signals to cause the motorized mount 1024
to change the position of the housing 1022. As the housing
1022 moves, the position and/or angle of the virtual camera
(not shown) 1n the 3D model (not shown) of the work area
in the game engine (not shown), as described above, may
also be adjusted to correspond to the motion of the housing
1022.

Although the motorized mount 1024 1s described as
pivoting the housing 1022 to track the motion of the opera-
tor, other embodiments may move the housing 1022 1n other
ways. For example, the housing 1022 could be attached to a
motorized mount that 1s moved along tracks (not shown)
under control of the computer (not shown) to track the
operator. Alternatively, other motorized mounts could be
used to move and pivot the housing 1022 to track the
movement of the operator. For example, in some embodi-
ments, the housing 1022 could be moved within a facility (or
even 1n an outdoor area), €.g., by mounting the housing 1022
on an automated drone (not shown), either tethered to a
power source or free-flying, or on another automated mov-
ing conveyance (not shown).
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Because the projected augmented reality system shown 1n
FIG. 10B moves to track the movement of an operator, 1t
does not necessarily “see” the entire work area at once.
Thus, 1t may not capture the entry into the work area of a
new operator 1 processes in which the operator changes
during the process. This can be addressed, for example, by
using a command, such as a hand gesture or voice command
of the “current” operator to cause the system to scan the
work area for a new operator. Alternatively, operators may
wear a tag or beacon that can be tracked by the system, so
that the system will know when a new operator has entered
the work area without “seeing” the new operator with the
two-dimensional camera or three-dimensional 1mage sensor.
In some embodiments, facial recognition may be used to
automatically detect an operator from a pre-defined list of
authorized operators.

FIG. 10C shows a work area 1040, in which the work area
1s defined by proximity to a moving work piece 1042, that
moves on a conveyor belt 1044 (though other conveyances,
such as motorized carts (not shown), robots (not shown), etc.
could also be used to move the work piece). To cover the
work area 1040, which moves with the work piece 1042, a
housing 1046, containing a two-dimensional camera 1048, a
three-dimensional image sensor 1050, and a projector 10352
1s moved along a track 1054 that follows the motion of the
work piece 1042 along the conveyor belt 1044. As discussed
above, other conveyances (not shown) could also be used to
move the housing 1046 to follow the motion of the work
piece 1042. Alternatively, a series of stationary projected
augmented reality systems (not shown) or limited-motion
projected augmented reality systems (not shown), such as
are described above with reference to FIGS. 10A and 10B,
could be disposed along the path of the conveyor belt 1044,
with coverage of the work area 1040 passing between the
stationary and/or limited-motion systems as the work piece
1042 moves between areas covered by the multiple station-
ary and/or limited-motion projected augmented reality sys-
tems.

There 1s thus disclosed a projected augmented reality
system and methods with pose tracking for directing manual
processes. One general aspect includes a projected aug-
mented reality system for directing an operator to perform a
manual process, including: a video projector, configured to
project a dynamically-changing image onto a surface within
a work area of the operator; an 1image sensor configured to
capture two-dimensional 1mages of the operator and of the
work area; a depth sensor configured to capture three-
dimensional 1images of the operator and of the work area;
and a computer communicatively connected to the video
projector, the image sensor, and the depth sensor, the com-
puter including a memory and a processor, the memory
including instructions that when executed by the processor
cause the computer to: receive a two-dimensional 1image of
the operator and of at least a portion of the work area from
the 1mage sensor; determine pose data for the operator from
the two-dimensional image; receive a three-dimensional
image of the operator and of the work area from the depth
sensor; update the pose data with depth coordinates based on
the three-dimensional image to provide three-dimensional
pose data; determine an output graphical element based on
a sequence of three-dimensional pose data over time, and on
a current production state; and send an output image based
on the output graphical element to the video projector for
projection onto the surface.

Implementations may include one or more of the follow-
ing features. The projected augmented reality system where
the 1image sensor and the depth sensor are contained within
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a single housing. The projected augmented reality system
where the single housing further contains the video projec-
tor. The projected augmented reality system where the single
housing further contains the computer. The projected aug-
mented reality system where the memory includes nstruc-
tions that when executed by the processor cause the com-
puter to determine pose data for the operator from the
two-dimensional 1image by: determining pose data for all
humans visible 1 the two-dimensional 1mage; and filtering,
pose data for the operator from pose data of other humans
visible 1n the two-dimensional image. The projected aug-
mented reality system where the memory includes nstruc-
tions that when executed by the processor cause the com-
puter to filter pose data for the operator from pose data of
other humans visible 1n the two-dimensional image based on
a position or an area of at least a portion of the pose data. The
projected augmented reality system where the memory
includes 1instructions that when executed by the processor
cause the computer to filter pose data for the operator from
pose data of other humans visible 1n the two-dimensional
image based on a position within a predefined boundary box
or an area within the predefined boundary box of at least a
portion of the pose data. The projected augmented reality
system where the memory includes instructions that when
executed by the processor cause the computer to filter pose
data for the operator from pose data of other humans visible
in the two-dimensional 1image based on a weighted average
of a normalized measure of the position within the pre-
defined boundary box and a normalized measure of the area
within the predefined boundary box of at least a portion of
the pose data. The projected augmented reality system where
the memory includes instructions that when executed by the
processor further cause the computer to: determine esti-
mated three-dimensional locations of the operator’s hands
based on the three-dimensional pose data; and where the
memory includes instructions that when executed by the
processor cause the computer to determine an output image
based on a sequence of estimated three-dimensional loca-
tions of the operator’s hands over time. The projected
augmented reality system where the memory includes
instructions that when executed by the processor further
cause the computer to filter the three-dimensional pose data.
The projected augmented reality system where the memory
includes 1nstructions that when executed by the processor
cause the computer to filter the three-dimensional pose data
using kalman filtering. The projected augmented reality
system where the memory includes instructions that when
executed by the processor further cause the computer to map
the output graphical element into the output image for
projection onto the surface using a three-dimensional model
containing a representation of at least a portion of the work
area and of the video projector. The projected augmented
reality system where the memory includes game engine
software, and where the processor uses the game engine
soltware to cause the computer to map the output graphical
clement 1nto the output image for projection onto the surface
using the three-dimensional model. The projected aug-
mented reality system further including an automated optical
ispection camera communicatively connected to the com-
puter, and where the memory further includes instructions
that when executed by the processor cause the computer to:
receive an inspection image from the automated optical
inspection camera; and determine whether a step in the
manual process has been correctly executed based on the
ispection 1image. The projected augmented reality system
where the memory includes instructions that when executed
by the processor further cause the computer to: determine
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pose data for the operator that includes data for the opera-
tor’s fingers from either the two-dimensional 1image or the
three-dimensional 1mage, or both the two-dimensional
image and the three-dimensional 1mage; determine a gesture
based on the pose data for the operator’s fingers; and
determine a command based on the gesture. The projected
augmented reality system further including an eye tracking
device communicatively connected to the computer. The
projected augmented reality system where the memory
further includes instructions that when executed by the
processor cause the computer to: receive an eye tracking
signal indicative of the operator’s gaze from the eye tracking,
device; and determine a command in a projected augmented
reality user interface based on the operator’s gaze over a
period of time. The projected augmented reality system
where the memory further includes instructions that when
executed by the processor cause the computer to: receive an
eye tracking signal indicative of the operator’s gaze from the
eye tracking device; and use the eye tracking signal to
determine whether the operator has properly mspected an
assembly by scanning 1t with his eyes. The projected aug-
mented reality system where the memory further includes
instructions that when executed by the processor cause the
computer to: receive an eye tracking signal indicative of the
operator’s gaze from the eye tracking device; and use the eye
tracking signal to estimate a degree of engagement of the
operator by measuring how closely the operator looks at his
work during operations, and how often he looks away from
his work. The projected augmented reality system further
including a microphone communicatively connected to the
computer, and where the memory further includes instruc-
tions that when executed by the processor cause the com-
puter to: receive a voice signal of the operator from the
microphone; and interact with the operator based on the
voice signal. The projected augmented reality system further
including a barcode scanner communicatively connected to
the computer, and where the memory further includes
instructions that when executed by the processor cause the
computer to: receive a command based on a barcode
scanned with the barcode scanner. The projected augmented
reality system where the computer 1s connected to a net-
work. The projected augmented reality system where all data
from the projected augmented reality system 1s stored on a
server connected to the network. The projected augmented
reality system where a supervisory computer connected to
the network 1s configured to remotely monitor the projected
augmented reality system. The projected augmented reality
system where a factory manufacturing execution system
provides production information over the network for use by
the projected augmented reality system. The projected aug-
mented reality system where a handheld device connected to
the network 1s used to configure the projected augmented
reality system. The projected augmented reality system
where at least the image sensor and the depth sensor are
mounted on a motorized mount that 1s communicatively
connected to the computer, and where the memory further
includes 1nstructions that when executed by the processor
cause the computer to move the motorized mount to track a
position of the operator within the work area. The projected
augmented reality system where at least the 1mage sensor
and the depth sensor are mounted on a motorized mount that
1s communicatively connected to the computer, and where
the memory further includes instructions that when executed
by the processor cause the computer to move the motorized
mount to track a position of a work piece. The projected
augmented reality system where the memory further
includes instructions that when executed by the processor
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cause the computer to 1dentily the operator based on facial
recognition. The projected augmented reality system where
the memory further includes instructions that when executed
by the processor cause the computer to use eitther the
two-dimensional 1image or the three-dimensional 1image, or
both the two-dimensional 1image and the three-dimensional
image for {facial recognition. Implementations of the
described techniques may include hardware, a method or
process, or computer solftware on a non-transitory computer-
accessible medium.

Another general aspect includes a method for using a
projected augmented reality system for directing an operator
to perform a manual process, including: receiving by a
computer a two-dimensional 1mage of the operator and of at
least a portion of a work area from an image sensor;
determining by the computer pose data for the operator from
the two-dimensional 1mage; receiving by the computer a
three-dimensional 1mage of the operator and of the work
area from a depth sensor; updating by the computer the pose
data with depth coordinates based on the three-dimensional
image to provide three-dimensional pose data; determining
by the computer an output graphical element based on a
sequence of three-dimensional pose data over time, and on
a current production state; and projecting an output image
based on the output graphical element onto a surface within
the work area using a video projector. Other embodiments of
this aspect include corresponding computer systems, appa-
ratus, and computer programs recorded on one or more
computer storage devices or other non-transitory computer-
accessible media, each configured to perform the actions of
the methods.

Implementations may include one or more of the follow-
ing features. The method where determining by the com-
puter pose data for the operator from the two-dimensional
image includes: determining pose data for all humans visible
in the two-dimensional image; and filtering pose data for the
operator from pose data of other humans visible in the
two-dimensional image. The method further including map-
ping by the computer the output graphical element into the
output 1mage for projection onto the surface using a three-
dimensional model containing a representation of at least a
portion of the work area and of the video projector. The
method where mapping by the computer the output graphi-
cal element into the output image for projection onto the
surface includes using game engine software to map the
output graphical element into the output 1mage for projec-
tion onto the surface using the three-dimensional model. The
method further including: determining, by the computer,
pose data for the operator that includes data for the opera-
tor’s fingers from either the two-dimensional image or the
three-dimensional i1mage, or both the two-dimensional
image and the three-dimensional 1mage; determiming, by the
computer, a gesture based on the pose data for the operator’s
fingers; determining, by the computer, a command based on
the gesture; and executing the command. Implementations
of the described techniques may include hardware, a method
Or process, or computer software on a non-transitory coms-
puter-accessible medium.

A further general aspect includes a projected augmented
reality system for directing an operator to perform a manual
process, including: a video projector, configured to project a
dynamically-changing image onto a surface within a work
area of the operator; a sensor; and a computer communica-
tively connected to the video projector and the sensor, the
computer including a memory and a processor, the memory
including instructions that when executed by the processor
cause the computer to: obtain three-dimensional pose data
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using the sensor; determine an output graphical element
based on a sequence of three-dimensional pose data over
time, and on a current production state; and send an output
image based on the output graphical element to the video
projector for projection onto the surface.

Implementations may include one or more of the follow-
ing features. The projected augmented reality system where
the sensor includes a three-dimensional 1image sensor, and
where the memory includes instructions that when executed
by the processor cause the computer to: receive three-
dimensional 1image data from the three-dimensional image
sensor; and obtain three-dimensional pose data by determin-
ing three-dimensional pose data based, at least 1n part, on the
three-dimensional 1mage data. The projected augmented
reality system where the sensor includes a pose-detecting
smart sensor, and where the memory includes instructions
that when executed by the processor cause the computer to:
obtain three-dimensional pose data by receiving the three-
dimensional pose data from the pose-detecting smart sensor.
The projected augmented reality system where the memory
includes instructions that when executed by the processor
cause the computer to: filter three-dimensional pose data for
the operator from the three-dimensional pose data obtained
using the sensor.

Various other components and processes may be included
and called upon for providing for aspects of the teachings
herein. For example, additional materials, processes, com-
binations of materials, combinations of processes, and/or
omission of materials or processes may be used to provide
for added embodiments that are within the scope of the
teachings herein.

Standards for performance, selection of materials, func-
tionality, and other discretionary aspects are to be deter-
mined by a user, designer, manufacturer, or other similarly
interested party. Any standards expressed herein are merely
illustrative and are not limiting of the teachings herein.

When introducing elements of the present invention or the
embodiment(s) thereot, the articles “a,” “an,” and “the” are
intended to mean that there are one or more of the elements.
Similarly, the adjective “another,” when used to introduce an
element, 1s intended to mean one or more elements. The
terms “including”™ and “having” are intended to be inclusive
such that there may be additional elements other than the
listed elements.

While the invention has been described with reference to
illustrative embodiments, 1t will be understood by those
skilled 1n the art that various changes may be made and
equivalents may be substituted for elements thereot without
departing from the scope of the invention. Although the title
of the mvention 1s “PROJECTED AUGMENTED REAL-
ITY INTERFACE WITH POSE TRACKING FOR
DIRECTING MANUAL PROCESSES,” this title 1s not
intended to be limiting, and instead refers to particular
examples described herein. Similarly, the field of the inven-
tion and description of related art are not intended to be
limiting. In addition, many modifications will be appreciated
by those skilled 1in the art to adapt a particular mstrument,
situation, process, or material to the teachings of the mven-
tion without departing from the essential scope thereof.
Therefore, 1t 1s intended that the invention not be limited to

the particular embodiment disclosed as the best mode con-
templated for carrying out this invention, but that the imnven-
tion will include all embodiments falling within the scope of
the appended claims.
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What 1s claimed 1s:
1. A projected augmented reality system for directing an
operator to perform a manual process, comprising:
a video projector, configured to project a dynamically-
changing 1image onto a surface within a work area of the
operator;
a two-dimensional camera with a wide field of view
configured to capture two-dimensional images of a
large area including the operator and of the work area;
a two-dimensional camera with a narrow field of view
configured to capture more-detailed two-dimensional
images of a part within the large area;
a depth sensor configured to capture three-dimensional
images ol the operator and of the work area; and
a computer communicatively connected to the video
projector, the two-dimensional camera with a wide field
of view, the two-dimensional camera with a narrow
fiecld of view, and the depth sensor, the computer
comprising a memory and a processor, the memory
including instructions that when executed by the pro-
cessor cause the computer to:
receive a two-dimensional image of the operator and of
at least a portion of the work area from the two-
dimensional camera with a wide field of view;

determine pose data for the operator from the two-
dimensional 1mage;

receive a three-dimensional 1image of the operator and
of the work area from the depth sensor;

update the pose data with depth coordinates based on
the three-dimensional image to provide three-dimen-
sional pose data;

receive a more detailed two-dimensional 1image of a
part within the large area from the two-dimensional
camera with a narrow field of view;

determine a part and part placement data for the opera-
tor from the two-dimensional 1mage;

determine an output graphical image based on the
sequence of three-dimensional pose data over time,
the part and part placement data, and on the current
production state; and

send the output graphical image to the video projector
for projection onto the work area.

2. The projected augmented reality system of claim 1,
wherein the image sensor and the depth sensor are contained
within a single housing.

3. The projected augmented reality system ol claim 2,
wherein the single housing further contains the video pro-
jector.

4. The projected augmented reality system of claim 3,
wherein the single housing further contains the computer.

5. The projected augmented reality system of claim 1,
wherein the memory includes mstructions that when
executed by the processor cause the computer to determine
pose data for the operator from the two-dimensional 1image
by:

determining pose data for all humans wvisible in the
two-dimensional 1image; and

filtering pose data for the operator from pose data of other
humans visible 1n the two-dimensional image.

6. The projected augmented reality system of claim 5,
wherein the memory includes instructions that when
executed by the processor cause the computer to filter pose
data for the operator from pose data of other humans visible
in the two-dimensional image based on a position or an area
of at least a portion of the pose data.
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7. The projected augmented reality system of claim 5,
wherein the memory includes instructions that when
executed by the processor cause the computer to filter pose
data for the operator from pose data of other humans visible
in the two-dimensional 1mage based on a position within a
predefined boundary box or an area within the predefined
boundary box of at least a portion of the pose data.

8. The projected augmented reality system of claim 7,
wherein the memory includes instructions that when
executed by the processor cause the computer to filter pose
data for the operator from pose data of other humans visible
in the two-dimensional 1mage based on a weighted average
of a normalized measure of the position within the pre-
defined boundary box and a normalized measure of the area
within the predefined boundary box of at least a portion of
the pose data.

9. The projected augmented reality system of claim 1,
wherein the memory includes instructions that when
executed by the processor further cause the computer to:

determine estimated three-dimensional locations of the

operator’s hands based on the three-dimensional pose
data; and

wherein the memory includes instructions that when

executed by the processor cause the computer to deter-
mine an output image based on a sequence of estimated
three-dimensional locations of the operator’s hands
over time.

10. The projected augmented reality system of claim 1,
wherein the memory includes instructions that when
executed by the processor further cause the computer to
filter the three-dimensional pose data.

11. The projected augmented reality system of claim 10,
wherein the memory includes instructions that when
executed by the processor cause the computer to filter the
three-dimensional pose data using Kalman filtering.

12. The projected augmented reality system of claim 1,
wherein the memory includes instructions that when
executed by the processor further cause the computer to map
the output graphical element into the output image for
projection onto the surface using a three-dimensional model
containing a representation of at least a portion of the work
area and of the video projector.

13. The projected augmented reality system of claim 12,
wherein the output graphical image being further based on
part quality data.

14. The projected augmented reality system of claim 1,
wherein the memory includes instructions that when
executed by the processor further cause the computer to:

determine pose data for the operator that includes data for

the operator’s fingers from either the two-dimensional
image or the three-dimensional image, or both the
two-dimensional 1mage and the three-dimensional
1mage;

determine a gesture based on the pose data for the

operator’s fingers; and

determine a command based on the gesture.

15. The projected augmented reality system of claim 1
further comprising an eye tracking device communicatively
connected to the computer.

16. The projected augmented reality system of claim 15,
wherein the memory further includes instructions that when
executed by the processor cause the computer to:

recerve an eye tracking signal indicative of the operator’s

gaze from the eye tracking device; and

determine a command 1n a projected augmented reality

user interface based on the operator’s gaze over a
period of time.
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17. The projected augmented reality system of claim 15,
wherein the memory further includes istructions that when
executed by the processor cause the computer to:

receive an eye tracking signal indicative of the operator’s

gaze from the eye tracking device; and

use the eye tracking signal to determine whether the

operator has properly mspected an assembly by scan-
ning 1t with his eves.

18. The projected augmented reality system of claim 15,
wherein the memory further includes istructions that when
executed by the processor cause the computer to:

receive an eye tracking signal indicative of the operator’s

gaze from the eye tracking device; and

use the eye ftracking signal to estimate a degree of

engagement of the operator by measuring how closely
the operator looks at his work during operations, and
how often he looks away from his work.

19. The projected augmented reality system of claim 1,
further comprising a microphone communicatively con-
nected to the computer, and wherein the memory further
includes 1instructions that when executed by the processor
cause the computer to:

receive a voice signal of the operator from the micro-

phone; and

interact with the operator based on the voice signal.

20. The projected augmented reality system of claim 1,
turther comprising a barcode scanner communicatively con-
nected to the computer, and wherein the memory further
includes instructions that when executed by the processor
cause the computer to:

receive a command based on a barcode scanned with the

barcode scanner.

21. The projected augmented reality system of claim 1,
wherein the computer 1s connected to a network.

22. The projected augmented reality system of claim 21,
wherein all data from the projected augmented reality sys-
tem 1s stored on a server connected to the network.

23. The projected augmented reality system of claim 21,
wherein a supervisory computer connected to the network 1s
configured to remotely monitor the projected augmented
reality system.

24. The projected augmented reality system of claim 21,
wherein a factory manufacturing execution system provides
production information over the network for use by the
projected augmented reality system.

25. The projected augmented reality system of claim 21,
wherein a handheld device connected to the network 1s used
to configure the projected augmented reality system.

26. The projected augmented reality system of claim 1,
wherein at least the 1image sensor and the depth sensor are
mounted on a motorized mount that 1s commumnicatively
connected to the computer, and wherein the memory further
includes 1nstructions that when executed by the processor
cause the computer to move the motorized mount to track a
position of the operator within the work area.

27. The projected augmented reality system of claim 1,
wherein at least the image sensor and the depth sensor are
mounted on a motorized mount that 1s commumicatively
connected to the computer, and wherein the memory further
includes instructions that when executed by the processor
cause the computer to move the motorized mount to track a
position of a work piece.

28. The projected augmented reality system of claim 1,
wherein the memory further includes istructions that when
executed by the processor cause the computer to 1dentity the
operator based on facial recognition.
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29. The projected augmented reality system of claim 28,
wherein the memory further includes istructions that when
executed by the processor cause the computer to use either
the two-dimensional image or the three-dimensional 1mage,
or both the two-dimensional 1mage and the three-dimen-
sional 1mage for facial recognition.

30. A method for using a projected augmented reality
system for directing an operator to perform a manual pro-
cess, comprising;

recerving by a computer a wide field of view two-
dimensional 1mage of the operator and of at least a
portion of a work area from an 1mage sensor;

determining by the computer pose data for the operator
from the wide field of view two-dimensional 1mage;

receiving by the computer a three-dimensional image of
the operator and of the work area from a depth sensor;

updating by the computer the pose data with depth
coordinates based on the three-dimensional 1image to
provide three-dimensional pose data;

recetving a more detailed narrow field of view two-
dimensional 1mage of a part within the wide field of
view two-dimensional image;

determinming a part and part placement data for the opera-
tor from the narrow field of view two-dimensional
1mage;

determining an output graphical image based on the
three-dimensional pose data over time, the part and part
placement data, and on a current production state; and

sending the output graphical image onto a surface within
the work area using a video projector.

31. The method of claim 30, wherein determiming by the
computer pose data for the operator from the two-dimen-
sional 1mage comprises:

determiming pose data for all humans wvisible in the
two-dimensional 1mage; and

filtering pose data for the operator from pose data of other
humans visible 1n the two-dimensional image.

32. The method of claim 30, further comprising mapping,
by the computer the output graphical element into the output
image for projection onto the surface using a three-dimen-
sional model containing a representation of at least a portion
of the work area and of the video projector.

33. The method of claim 30, wherein the output graphical
image being further based on part quality data.

34. The method of claim 30, further comprising;

determining, by the computer, pose data for the operator
that includes data for the operator’s fingers from either
the two-dimensional image or the three-dimensional
image, or both the two-dimensional image and the
three-dimensional 1mage;

determining, by the computer, a gesture based on the pose
data for the operator’s fingers;

determiming, by the computer, a command based on the
gesture; and

executing the command.

35. A projected augmented reality system for directing an
operator to perform a manual process, comprising;:

a video projector, configured to project a dynamaically-
changing image onto a surface within a work area of the
operator;

a depth sensor;

a two-dimensional camera with a narrow field of view;
and

a computer communicatively connected to the wvideo
projector and the depth sensor, the computer compris-
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ing a memory and a processor, the memory including

instructions that when executed by the processor cause

the computer to:

obtain three-dimensional pose data using the depth
SENsor;

obtain part, part placement and part quality data using
the two-dimensional camera with a narrow field of
VIEW;

determine an output graphical image based on the part,
part placement and part quality data, and on a current
production state; and

sending an output image based on the output graphical
image onto a surface within the work area using a
video projector.

36. The projected augmented reality system of claim 35
turther comprising a two-dimensional camera with a wide
field of view configured to capture two-dimensional images
of a large area including the operator and of the work area

wherein the memory includes instructions that when »¢

executed by the processor cause the computer to:
receive a two-dimensional image of the operator and of at
least a portion of the work area from the two-dimen-
stonal camera with a wide field of view.
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377. The projected augmented reality system of claim 36
wherein the memory includes instructions that when
executed by the processor cause the computer to:

recerve three-dimensional image data from the depth

sensor and obtain three-dimensional pose data by deter-
mining three-dimensional pose data based, at least 1n
part, on the three-dimensional image data.

38. The projected augmented reality system of claim 37,
wherein the memory includes instructions that when
executed by the processor cause the computer to:

determine an output graphical image based on the

sequence ol three-dimensional pose data over time and
on the current production state.

39. The projected augmented reality system of claim 38,
wherein the memory includes instructions that when
executed by the processor cause the computer to:

send the output graphical image to the video projector for

projection onto the work area.

40. The projected augmented reality system of claim 1
wherein the part and part placement data are selected from
the group consisting of correct part data, correct parts
container data, correct assembly tools data, and correct

assembly data.
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