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(57) ABSTRACT

In using a virtual extensible local area network (VXLAN)
for stream processing, a management system allocates
resources for a streaming application based on an operator
graph of the streaming application. The management system
assigns the resources to a group of VXLAN segments based
on the operator graph of the streaming application. A first
processing element of the streaming application multicasts
data on the group of VXL AN segments. A second processing
clement on a given VXLAN segment of the group of
VXLAN segments receives the data. If the second process-
ing element 1s an intended recipient of the data, then the
second processing element processes the data. If the second
processing element 1s not the intended recipient of the data,
then the second processing element 1gnores the data.

12 Claims, 7 Drawing Sheets
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STREAM PROCESSING WITHOUT
CENTRAL TRANSPORTATION PLANNING

BACKGROUND

Streaming applications are known in the art, and typically
include multiple operators, or soitware analytic modules,
coupled together 1n an operator graph that process data in
near real-time. The operators, grouped 1nto processing units,
are placed across multiple hosts, or nodes, 1n a distributed or
cloud computing environment. Currently, streaming appli-
cations rely on transmission control protocol (TCP) connec-
tions to move data between processing elements. However,
TCP connections have certain drawbacks. If one of the many
processing elements die, then often the data this processing
clement was processing 1s lost. Data may also be lost 1f a
TCP connection breaks, and the TCP connection will then
have to be rebuilt before data can continue to be processed.
Further, TCP requires a centralized transportation manager
to manage the TCP connections for the streaming applica-
tions, which can be a bottleneck 1n the speed at which broken
TCP connections can be rebuilt.

SUMMARY

Disclosed herein 1s a method for stream processing using
VXLAN, and a computer program product and system as
specified 1n the independent claims. Embodiments of the
present 1nvention are given in the dependent claims.
Embodiments of the present invention can be freely com-
bined with each other 11 they are not mutually exclusive.

According to an embodiment of the present invention, a
management system allocates resources for a streaming
application based on an operator graph of the streaming
application. The management system assigns the resources
to a group of VXLAN segments based on the operator graph
of the streaming application. A first processing element of
the streaming application multicasts data on the group of
VXLAN segments. A second processing element on a given
VXLAN segment of the group of VXLAN segments
receives the data. If the second processing element 1s an
intended recipient of the data, then the second processing
clement processes the data. I1 the second processing element
1s not the intended recipient of the data, then the second
processing element 1gnores the data.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a cloud computing environment according,
to an embodiment of the present invention.

FIG. 2 depicts abstraction model layers according to an
embodiment of the present invention.

FIG. 3 illustrates an exemplary stream computing envi-
ronment, according to some embodiments, configured to
execute a streaming application.

FIG. 4 1llustrates a simple example of the operator graph
according to some embodiments.

FIG. 5 illustrates an example configuration of processing
clements according to some embodiments.

FIG. 6 1llustrates a method for stream processing using
VXLAN according to some embodiments.

FIG. 7 illustrates an example of stream processing using,
VXLAN according to some embodiments.

FIG. 8 illustrates a computer system, one or more of
which implements the stream runtime environment, accord-
ing to embodiments of the present invention.
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2
DETAILED DESCRIPTION

It 1s understood 1n advance that although this disclosure
includes a detailed description on cloud computing, 1imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present invention are capable ol being implemented in
conjunction with any other type of computing environment
now known or later developed.

Cloud computing 1s a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g. networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
cllort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.

Characteristics are as follows:

On-demand self-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense ol location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specity
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, 1n some cases automatically, to quickly scale
out and rapidly released to quickly scale 1n. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts ). Resource usage can be monitored, controlled, and
reported providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications runnming on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based e-mail). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even 1mdividual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud infrastructure including networks, servers, operating
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systems, or storage, but has control over the deploved
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (IaaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud infrastructure 1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or oil-premises.

Community cloud: the cloud infrastructure 1s shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oll-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrid cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load-balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing 1s
an infrastructure comprising a network of interconnected
nodes.

Referring now to FIG. 1, illustrative cloud computing
environment 50 1s depicted. As shown, cloud computing
environment 50 comprises one or more cloud computing
nodes 10 with which local computing devices used by cloud
consumers, such as, for example, personal digital assistant
(PDA) or cellular telephone 34A, desktop computer 54B,
laptop computer 54C, and/or automobile computer system
54N may communicate. Nodes 10 may communicate with
one another. They may be grouped (not shown) physically or
virtually, 1n one or more networks, such as Private, Com-
munity, Public, or Hybrid clouds as described heremnabove,
or a combination thereof. This allows cloud computing
environment 50 to offer infrastructure, platforms and/or
soltware as services for which a cloud consumer does not
need to maintain resources on a local computing device. It
1s understood that the types of computing devices 54A-N
shown 1n FIG. 1 are intended to be illustrative only and that
computing nodes 10 and cloud computing environment 50
can communicate with any type of computerized device over
any type ol network and/or network addressable connection
(e.g., using a web browser).

Referring now to FIG. 2, a set of functional abstraction
layers provided by cloud computing environment 50 (FIG.
1) 1s shown. It should be understood in advance that the
components, layers, and functions shown in FIG. 2 are
intended to be illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 60 includes hardware and
software components. Examples of hardware components
include: mainirames 61; RISC (Reduced Instruction Set
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4

Computer) architecture based servers 62; servers 63; blade
servers 64; storage devices 65; and networks and networking
components 66. In some embodiments, soltware compo-
nents include network application server software 67 and
database soltware 68.

Virtualization layer 70 provides an abstraction layer from
which the following examples of virtual entities may be
provided: wvirtual servers 71; virtual storage 72; virtual
networks 73, including virtual private networks; virtual
applications and operating systems 74; and virtual clients
75.

In one example, management layer 80 may provide the
functions described below. Resource provisioning 81 pro-
vides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 82
provide cost tracking as resources are utilized within the
cloud computing environment, and billing or 1nvoicing for
consumption ol these resources. In one example, these
resources may comprise application software licenses. Secu-
rity provides identity vernification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 83 provides access to the cloud computing environ-
ment for consumers and system administrators. Service level
management 84 provides cloud computing resource alloca-
tion and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 85 provide pre-arrangement for, and procurement of,
cloud computing resources for which a future requirement 1s
anticipated 1n accordance with an SLA.

Workloads layer 90 provides examples of functionality
for which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation 91;
soltware development and lifecycle management 92; virtual
classroom education delivery 93; data analytics processing
94. and transaction processing 95.

FIG. 3 illustrates an exemplary stream computing envi-
ronment, according to some embodiments, configured to
execute a streaming application. The stream computing
environment 10 includes a management system 100, which
includes a stream manager 101, which includes a scheduler
102, a resource manager 103, and a network manager 104.
The stream computing environment 10 further includes a
plurality of computing nodes, or hosts, 110A-110D. The
management system 100 and the plurality of computing
nodes 110A-110D communicate over a communications
network 120. The communications network 120 may
include one or more servers, networks, or databases, and
may use a particular communication protocol to transier data
between the computing nodes 110A-110D. Referring to
FIGS. 2 and 3, the management system 100 may be imple-
mented 1n the virtualization layer 70 and the management
layer 80. More specifically, the provisioning of networks
specifically to meet the needs for the streaming application
may be implemented 1n the virtualization layer 70, which
sends resource requests to the management layer 80. Cus-
tomers of the stream computing service write streaming
applications by defining an operator graph 105, which 1s
compiled and submitted to the management system 100. The
scheduler 102 of the stream manager 101 places the opera-
tors 1n the operator graph 105 on one or more computing
nodes 110A-110D.

FIG. 4 1llustrates a simple example of the operator graph
104 according to some embodiments. The example operator
graph 105 includes six operators A-G (401-404). Each

operator 401-404 receives data, referred to as “tuples™, and
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applies analytic logic to the tuples. The operator may change
the tuple by adding or subtracting attributes or updating the
values of existing attributes within the tuple. When the
analytic logic 1s complete, a new tuple 1s sent to the next
operator. When the operator graph 104 of a streaming
application 1s submitted to the stream manager 101, the
scheduler 102 places the operators on computing nodes
110A-110D. The scheduler 102 may combine, or “fuse”,
multiple operators together to form a processing element
(PE). As 1llustrated in FIG. 4, operators A and B (401-402)
are fused 1nto processing element PE1, operators C, D, and
F (403-405) are fused into processing element PE2, and
operator G (406) 1s alone 1n processing element PE3. To
achieve scalability and performance, the scheduler 102 may
distribute the processing elements, PE1-PE3, across mul-
tiple computing nodes 110A-110D. As 1llustrated in FIG. 5,
the streaming application begins from a source 501 and ends
at one or more sinks 3502-503. Computing node 110A
includes processing elements PE1, PE2, and PE3. Tuples
from the source 501 flows into the processing element PE1
and are processed by the operators 401-402 contained 1n
processing element PE1. The tuples are output by processing,
clement PE1 to processing elements PE2 and PE3. Tuples
output by processing element PE2 tflow to processing ele-
ment PE4 on computing node 110B, and tuples output by
processing element PE3 tlow to processing element PES on
computing node 110B and processing element PE7 on
computing node 110C. Tuples output by processing ele-
ments PE4 and PES flow to operators i a sink PES6.
Similarly, tuples flow from processing element PE7 to
processing element PE8 on computing node 110C. Tuples
output from processing element PE8 flow to processing
clement PE9 on computing node 110D, which m turmn
outputs tuples to be processed by operators 1n a sink pro-
cessing element, for example PE10.

Embodiments of the present invention deploys the opera-

tors and processing elements of a streaming application
using Virtual Extensible Local Area Network (Virtual Exten-
sible LAN or VXLAN) segments instead of TCP connec-
tions. VXLAN is a protocol for running an overlay network
on existing Layer 3 infrastructure. An overlay network 1s a
virtual network that 1s built on top of existing network Layer
2 and Layer 3 technologies to support elastic computer
architectures. VXLAN allows greater scalability 1n a cloud
computing environment while logically 1solating streaming
applications and tenants 1n the cloud computing environ-
ment.

FIG. 6 1llustrates a method for stream processing using
VXLAN according to some embodiments. First, the stream
computing management system 100 receives a submission
ol a streaming application, including 1ts operator graph 103
(601). The scheduler 102 then examines the SLA for the
streaming application and sends the requirements of the
SLA to the resource manager 103 and the network manager
104 (602). The resource manager 103 allocates the resources
to meet the requirements of the SLA (603). In some embodi-
ments, the allocation of resources by the resource manager
103 1s based on a historical analysis of the streaming
application or similar data processing patterns, stored 1n a
pattern database (not shown). Based on the historical analy-
s1s, n number of resources are provisioned to an VXLAN
segment. For example, for a PE-to-PE communication that
has not been historically stable, the resource manager 103
allocates additional resources to the VXLAN segment
between these PE’s. In some embodiments, when the his-
torical analysis finds no matching history, the resource

manager 103 retrieves data from the pattern database and
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6

searches for similar data processing patterns with associated
values, such as the number of resources used on the VXL AN
segment. The resource manager 103 then allocates the
resources based on the values associated with this pattern.

The network manager 104 assigns the resources allocated
by the resource manager 103 to a group of VXLAN seg-
ments based on the operator graph 105 of the streaming
application (604). The VXLAN segment 1s based on which
PE’s exchange data per the operator graph 105. For
example, referring to FIG. 5, PE1 and PE2 would be on
VXLAN segment 1, PE1 and PE3 would be on VXLAN
segment 2, PE2 and PE4 would be on VXLAN segment 3,
PE3 and PE5 would be on VXL AN segment 4, PE3 and PE7
would be on VXLAN segment 3, etc. Each VXLAN seg-

ment 1s assigned a umique segment 1dentifier.
Once the resources are placed in the group of VXLAN
segments by the resource manager 103 and the network

manager 104, a first PE multicasts data on the group of
VXLAN segments (605). All of the PE’s on each VXLAN
segment 1n the group receives the data. A second PE on a
given VXLAN of the group of VXLAN segments receives
the data (606). IT a second PE 1s the intended recipient (by,
for example, examining the recipient address in the data
header), then the second PE processes the data (607). If the
second PE 1s not intended recipient, then the second PE
ignores the data (608). In some embodiments, whether a data
has been properly recetrved by operators 1s determined using
a consensus protocol, such as Paxos.

For example, as illustrated in FIG. 7, assume that PE1 1s

on computing nodes A, B, and C. PE2 1s on computing nodes

D, E, and F. PE3 1s on computing nodes G, H, and I. Assume

also that the operator graph 1035 for the streaming applica-
tion indicates that a tuple 1s to stream from PE1 to PE2 to
PE3. In some embodiments, PE1 on computing node A
receives the tuple T. PE1 then broadcasts the tuple T to PE2.
Assume that PE2 on computing node D recerves the tuple T
first, and PE2 on computing nodes E and F also receive the
tuple T. Using a consensus algorithm, when a configured
minimum number of computing nodes D, E, and F agree that
the tuple T has been received, the tuple T can be multicast

to the next PE 1n the operator graph, in this case PE3. Based
on a combination of factors, such as node workload, current
network latency, and performance characteristics, the opti-
mal computing node 1s selected by consensus. Assume in
this example, that the computing node D 1s selected as the
optimal computing node. Computing node D then broad-
casts the tuple T to PE3 at computing nodes G, H, and 1.

In the case where multiple PEs reside on the computing
node, for example, when PE1 and PE2 both reside on
computing node A, both PE1 and PE2 receives the tuple T.
The metadata for tuple T includes the PE source and the PE
destination. PE1 and PE2 each reads the metadata for tuple
T. PE1 determines that it 1s the intended recipient and
proceeds to process the tuple. PE2 determines that 1t 1s not
the intended recipient and 1gnores or drops the tuple.

Optionally, when selecting the optimal computing node,
historical reliability measures could also be used as a factor.
If absolute data delivery guarantee 1s required, a send back
mechanism can be implemented, where the optimal com-
puting node selected by consensus broadcasts back to the
sender PE a confirmation of receipt of the tuple. A checksum
or other calculated value can also be used for further
guarantee. If the sender PE does not receive the confirmation
within a configured timeout period, then the sender PE can
rebroadcast the tuple.
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In building VXLAN segments between the PE’s of the
streaming application, no transportation manager compo-
nent 1s required since no management of TCP connections 1s
required.

In some embodiments, in a host failover scenario, an
active host and one or more backup hosts are placed on the
same VXLAN segment. The segment identifier for the
VXLAN segment 1s compiled as part of streaming applica-
tion code. When data 1s multicast on the group of VXLAN
segments, per block 603, the data i1s received by the active
host and each backup host. If the active host fails, one of the
backup hosts 1s selected to replace the failed host. The
selected backup host 1s then added to the VXLAN segment
associated with the segment i1dentifier as the active host.
Since the backup host had already been receiving the
multicast data, the backup host can begin functioning as
soon as 1t 1s designated the active host, without the delay
otherwise associated with the reestablishment of TCP con-
nections. This provides performance improvements 1n the
tallover scenario.

In some embodiments, 1n a PE failover scenario, when a
PE of the streaming application on one of the VXLAN
segments fails, the resource manager 103 allocates a replace-
ment PE, and the network manager 104 “swaps” the failed
PE and the replacement PE by assigning the replacement PE
to the VXLAN segment, without the delay associated with
reestablishment of TCP connections experienced under con-
ventional configurations.

In some embodiments, the resource manager 103 and the
network manager 104 may allocate and assign new
resources to a VXLAN segment, depending on the process-
ing needs of the streaming application, without needing to
establish TCP connections. For example, when the stream-
ing application experiences a data surge, and additional
processing capacity of an operator of a certain type 1s
required, one or more new operators of the same type may
be allocated and assigned to the same VXLAN segment,
without the need to establish new TCP connections. Simi-
larly, when processing capacity exceeds the needs of the
streaming application, resources may be removed from a
VXLAN segment without the need to remove TCP connec-
tions. In this manner, requirements ol a SLA may be met
with reduced overhead.

The VXL AN can be used to create 1solation networks for
a streaming application by assigning the VXLAN segments
between the streaming application operators and PE’s to the
same unique network identifier. Data send on the VXLAN
segments are encapsulated with the unique network 1denti-
fier and routed accordingly. In some embodiments, when all
entities 1n this 1solated network 1s known, some security
verification mechanisms can be avoided, which improves
the speed performance of the network.

FIG. 8 illustrates a computer system, one or more of
which 1implements the stream runtime environment 10,
according to embodiments of the present invention. The
computer system 800 1s operationally coupled to a processor
or processing units 806, a memory 801, and a bus 809 that
couples various system components, including the memory
801 to the processor 806. The bus 809 represents one or
more of any of several types of bus structure, including a
memory bus or memory controller, a peripheral bus, an
accelerated graphics port, and a processor or local bus using
any of a variety of bus architectures. The memory 801 may
include computer readable media 1n the form of volatile
memory, such as random access memory (RAM) 802 or
cache memory 803, or non-volatile storage media 804. The
memory 801 may include at least one program product
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8

having a set of at least one program code module 805 that
are configured to carry out the functions of embodiment of
the present invention when executed by the processor 806.
The computer system 800 may also communicate with one
or more external devices 811, such as a display 810, via I/O
interfaces 807. The computer system 800 may communicate
with one or more networks via network adapter 808.

The present mnvention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present mvention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium 1ncludes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a ﬁber—optlc cable), or electrical signals transmaitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
istructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
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server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information
of the computer readable program 1nstructions to personalize
the electronic circuitry, 1n order to perform aspects of the
present invention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be imple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program 1nstructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1imple-
mented process, such that the mstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality ivolved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks i1n the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.
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The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1in the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found 1n the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments
disclosed herein.

What 1s claimed 1s:

1. A method for stream processing using a virtual exten-

sible local area network (VXLAN), comprising:

recerving, by a management system, an operator graph of
a streaming application, the operator graph comprising
a plurality of processing elements, wherein each pro-
cessing element comprises one or more operators of a
plurality of operators;

using, by the management system, a group of VXLAN
segments between the plurality of processing elements
without transmission control protocol (TCP) connec-
tions, wherein a VXLAN segment of the group of
VXLAN segments 1s used between each pair of pro-
cessing elements of the plurality of processing elements
to exchange data based on the operator graph;

receiving input data by a first processing element of the
plurality of processing elements;

processing the mput data by one or more operators of the
streaming application 1n the first processing element;

multicasting output data, by the first processing element,
to each of the VXLAN segments of the group of
VXLAN segments, wherein each of the other process-
ing elements of the plurality of processing elements
receive the output data;

recerving the output data from the first processing element
by a second processing element on a given VXLAN
segment of the group of VXLAN segments;

in response to receiving the output data from the first
processing element, determining, by the second pro-
cessing element, whether the second processing ele-
ment 1s an intended recipient of the output data;

11 the second processing element 1s an mtended recipient
of the output data, processing the output data by one or
more operators of the streaming application in the
second processing element; and

i the second processing element 1s not the intended
recipient of the output data, 1ignoring the output data by
the second processing element.

2. The method of claim 1, further comprising:

assigning, by the management system, an active host and
one or more backup hosts to a second given VXLAN
segment of the group of VXLAN segments, wherein
the active host and the one or more backup hosts
receive multicasted output data from the first process-
ing element;

determining, by the management system, that the active
host has failed:;

in response, selecting, by the management system, a given
backup host of the one or more backup hosts to replace
the failed active host; and

adding, by the management system, the given backup host
to the second given VXLAN segment as a replacement
active host without reestablishment of TCP connec-
tions.
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3. The method of claim 1, further comprising:

determining, by the management system, that a given

processing element on a second given VXLAN seg-
ment of the group of VXLAN segments has failed;

in response, allocating, by the management system, a

replacement processing element; and

assigning, by the management system, the replacement

processing element on the second given VXL AN seg-
ment without reestablishment of TCP connections.

4. The method of claim 1, turther comprising;:

determining, by the management system, that additional

processing capacity of a given operator of the plurality
of operators 1s required, the given operator having a
type and assigned to a second given VXLAN segment
of the group of VXLAN segments;

allocating, by the management system, one or more new

operators of the same type; and

assigning, by the management system, the one or more

new operators on the second given VXLAN segment
without establishing of new TCP connections.

5. A computer program product for stream processing
using a virtual extensible local area network (VXL AN), the
computer program product comprising a computer readable
storage medium having program instructions embodied
therewith to:

receive an operator graph of a streaming application, the

operator graph comprising a plurality of processing
clements, wherein each processing element comprises
one or more operators of a plurality of operators;

use a group of VXLAN segments between the plurality of

processing elements without transmission control pro-
tocol (TCP) connections, wherein a VXLAN segment
of the group of VXL AN segments 1s used between each
pair of processing elements of the plurality of process-
ing elements to exchange data based on the operator
graph;

receive mput data by a first processing element of the

plurality of processing elements;
process the mput data by one or more operators of the
streaming application in the first processing element;

multicast output data, by the first processing element, to
cach of the VXLAN segments of the group of VXLAN
segments, wherein each of the other processing ele-
ments of the plurality of processing elements receive
the output data;

receive the output data from the first processing element

by a second processing element on a given VXLAN
segment of the group of VXLAN segments;

in response to receiving the output data from the first

processing element, determine, by the second process-
ing element, whether the second processing element 1s
an intended recipient of the output data;

if the second processing element 1s an intended recipient

of the output data, process the output data by one or
more operators of the streaming application in the
second processing element; and

if the second processing element 1s not the intended

recipient ol the output data, ignore the output data by
the second processing element.

6. The computer program product of claim 5, further
comprising;

assign an active host and one or more backup hosts to a

second given VXLAN segment of the group of
VXLAN segments, wherein the active host and the one
or more backup hosts receive the multicasted output
data from the first processing element;

determine that the active host has failed;
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in response, select a given backup host of the one or more
backup hosts to replace the failed active host; and
add the given backup host to the second given VXLAN

segment as a replacement active host without reestab-
lishment of TCP connections.
7. The computer program product of claim 5, further
comprising;
determine that a given processing element on a second
given VXLAN segment of the group of VXLAN seg-

ments has failed;
in response, allocate a replacement processing element;
and

assign the replacement processing element to the second
given VXLAN segment without reestablishment of
TCP connections.

8. The computer program product of claim 5, further

comprising;

determine that additional processing capacity of a given
operator of the plurality of operators 1s required, the
given operator having a type and assigned to a second
given VXLAN segment of the group of VXLAN seg-
ments;

allocate one or more new operators of the same type; and

assign the one or more new operators on the second given
VXLAN segment without establishing new TCP con-
nections.

9. A system comprising:

a processor; and

a computer readable storage medium having program
istructions embodied therewith for stream processing
using a virtual extensible local area network (VXLAN),
wherein the program instructions are executable to:

recerve an operator graph of a streaming application, the
operator graph comprising a plurality of processing
clements, wherein each processing element comprises
one or more operators of a plurality of operators;

use a group of VXLAN segments between the plurality of
processing elements without transmission control pro-
tocol (TCP) connections, wherein a VXLAN segment
of the group of VXLAN segments 1s used between each
pair of processing elements of the plurality of process-
ing elements to exchange data based on the operator
graph;

recerve input data by a first processing element of the
plurality of processing elements;

process the put data by one or more operators of the
streaming application in the first processing element;

multicast output data, by the first processing element, to
cach of the VXL AN segments of the group of VXLAN
segments, wherein each of the other processing ele-
ments of the plurality of processing elements receive
the output data;

receive the output data from the first processing element
by a second processing element on a given VXLAN
segment of the group of VXLAN segments;

in response to receiving the output data from the first
processing element, determine, by the second process-
ing element, whether the second processing element 1s
an intended recipient of the output data;

11 the second processing element 1s an mtended recipient
of the output data, process the output data by one or
more operators of the streaming application in the
second processing element; and

i the second processing element 1s not the intended
recipient of the output data, ignore the output data by
the second processing element.



US 11,102,258 B2
13 14

10. The system of claim 9, further comprising;

assign an active host and one or more backup hosts to a
second given VXLAN segment of the group of
VXLAN segments, wherein the active host and the one
or more backup hosts receive the multicasted output 5
data from the first processing element;

determine that the active host has failed;

in response, select a given backup host of the one or more
backup hosts to replace the failed active host; and

add the given backup host to the second given VXLAN 10
segment as a replacement active host without reestab-
lishment of TCP connections.

11. The system of claim 9, further comprising:

determine that a given processing element on a second
given VXLAN segment of the group of VXLAN seg- 15
ments has failed;

in response, allocate a replacement processing element;
and

assign the replacement processing element on the second
given VXLAN segment without reestablishment of 20
TCP connections.

12. The system of claim 9, further comprising:

determine that additional processing capacity of a given
operator of the plurality of operators 1s required, the
given operator having a type and assigned to a second 25
given VXLAN segment of the group of VXLAN seg-
ments;

allocate one or more new operators of the same type; and

assign the one or more new operators on the second given
VXLAN segment without establishing new TCP con- 30
nections.
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