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OPTICAL CHARACTER RECOGNITION
ERROR CORRECTION MODEL

BACKGROUND

The present embodiments relate to an artificial intelli-
gence (Al) platform and machine learning for content
directed optical character recognition (OCR) correction.
More specifically, the embodiments relate to creating a
document specific error correction model for identifying and
amending OCR values.

In the field of artificial intelligent computer systems,
natural language systems (such as the IBM Watson® arti-
ficial intelligent computer system and other natural language
question answering systems ) process natural language based
on knowledge acquired by the system. To process natural
language, the system may be trained with data derived from
a database or corpus of knowledge, but the resulting out-
come can be incorrect or maccurate for a variety of reasons
relating to peculiarities of language constructs and human
reasoning.

Machine learning (ML), which 1s a subset of Artificial
intelligence (Al), utilizes algorithms to learn from data and
create foresights based on this data. Al refers to the itell:-
gence when machines, based on information, are able to
make decisions, which maximizes the chance of success in
a given topic. Al 1s able to learn from a data set to solve
problems and provide relevant recommendations. Al 1s a
subset o cognitive computing, which refers to systems that
learn at scale, reason with purpose, and naturally interact
with humans. Cognitive computing 1s a mixture ol computer
science and cognitive science. Cognitive computing utilizes
seli-teaching algorithms that use data mimmum, visual
recognition, and natural language processing to solve prob-
lems and optimize human processes.

SUMMARY

The embodiments include a system, computer program
product, and method for identifying and amending optical
character recognition (OCR) values.

In one aspect, a computer system 1s provided with a
processing unit and memory for use with an artificial intel-
ligence (Al) computer platiorm to create a document spe-
cific error correction model for amending optical character
recognition (OCR) output. The processing unit 1s opera-
tively coupled to the memory and 1s 1n communication with
the Al platform. As shown and described, the Al platform
includes tools 1 the form of a document manager, an
extraction manager, a model manager, and a director. The
document manager receives a document 1mage, with the
document 1image having at least one static content field and
at least one dynamic content field represented therein. The
extraction manager applies OCR to the received image,
extracts text from the static content field, and compares the
extracted text to stored text from known static content. In
response to an i1dentified deviation in the comparison, the
model manager creates a document specific error correction
model and leverages the error correction model to correct
OCR output. The document specific error detection model
generates at least one variant for the dynamic content field
associated with the static content field having the identified
deviation. The model manager further subjects the generated
variant(s) to processing and selects the generated variant(s)
responsive to the processing. The director selectively
amends the dynamic content field having the identified
deviation, with the amendment being aligned with the
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selected variant. The selective amendment eflectively cre-
ates a new document version with corrected OCR output.

In another aspect, a computer program device 1s provided
with a computer readable storage medium and embodied
program code executable by a processor and configured to
support a document error correction model for amending
optical character recognition (OCR) values. Program code
receives an 1mage of a document, with the document having
at least one static content field and at least one dynamic
content field. OCR 1s applied to the recerved 1mage to extract
text from at least one static content field, and to compare the
extracted text to stored text from known static content.
Responsive to a deviation identified in the comparison,
program code creates a document specific error correction
model and leverages the model to correct OCR output. The
document specific error detection model generates one or
more variants for the dynamic content field associated with
the static content field having the 1dentified deviation. Pro-
gram code subjects the variant(s) to processing, from which
the generated variant(s) 1s selected. Program code selec-
tively amends the dynamic content field having the identi-
fied deviation, with the selective amendment being aligned
with the selected variant. A new document version with
corrected OCR output 1s created from the selective amend-
ment.

In yet another aspect, a method 1s provided for creating
and leveraging a document specific error correction model
for amending OCR values. An 1image of a document having
at least one static content field and at least one dynamic
content field 1s recerved. OCR 1s applied to the received
image. Text 1s extracted from at least one static content field,
and the extracted text 1s compared to stored text from known
static content. Responsive to a deviation identified in the
comparison, a document specific error correction model 1s
created and leveraged to correct OCR output. The document
specific error detection model generates one or more vari-
ants for the dynamic content field associated with the static
content field having the 1dentified deviation. The variant(s)
1s subject to processing and the generated variant(s) is
selected, with the selective amendment being aligned with
the selected varnant. The dynamic content field having the
identified deviation 1s amended, and a new document ver-
sion 1s created. The new document version includes cor-
rected OCR output.

These and other features and advantages will become
apparent ifrom the following detailed description of the
presently preferred embodiment(s), taken i1n conjunction
with the accompanying drawings.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The drawings reference herein forms a part of the speci-
fication. Features shown in the drawings are meant as
illustrative of only some embodiments, and not of all
embodiments, unless otherwise explicitly indicated.

FIG. 1 depicts a system diagram 1llustrating an artificial
intelligence platform computing system.

FIG. 2 depicts a block diagram illustrating the artificial
intelligence platform tools, as shown and described 1n FIG.
1, and their associated application program interfaces.

FIG. 3 depicts a flow chart illustrating a process for
identifying deviations or errors 1 OCR as related to docu-
ment static content fields.

FIG. 4 depicts a tlow chart illustrating a process for
assessing dynamic field content, and selectively correcting
the assessed dynamic field content.
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FIG. 5 depicts a block diagram 1llustrating an example of
a computer system/server of a cloud based support system,

to implement the system and processes described above with
respect to FIGS. 1-4.

FIG. 6 depicts a block diagram illustrating a cloud com-
puter environment.

FIG. 7 depicts a block diagram 1illustrating a set of
functional abstraction model layers provided by the cloud
computing environment.

DETAILED DESCRIPTION

It will be readily understood that the components of the
present embodiments, as generally described and 1llustrated
in the Figures herein, may be arranged and designed in a
wide variety of diflerent configurations. Thus, the following
details description of the embodiments of the apparatus,
system, method, and computer program product of the
present embodiments, as presented in the Figures, is not
intended to limit the scope of the embodiments, as claimed,
but 1s merely representative of selected embodiments.

Reference throughout this specification to “a select
embodiment,” “one embodiment,” or ‘“an embodiment”
means that a particular feature, structure, or characteristic
described in connection with the embodiment 1s included 1n
at least one embodiment. Thus, appearances of the phrases

4

- B Y

a select embodiment,” “in one embodiment,” or “in an
embodiment” 1n various places throughout this specification
are not necessarily referring to the same embodiment.

The 1llustrated embodiments will be best understood by
reference to the drawings, wherein like parts are designated
by like numerals throughout. The following description 1s
intended only by way of example, and simply illustrates

certain selected embodiments of devices, systems, and pro-
cesses that are consistent with the embodiments as claimed
herein.

It 1s understood 1n the art that optical character recogni-
tion (OCR) 1s the use of technology to distinguish printed or
handwritten text characters iside of digital images of physi-
cal documents, such as scanned documents. OCR 1nvolves
examining the text ol a document and translating the char-
acters into code that can be used for data processing. OCR
1s sometimes also referred to as text recognition. Some
examples of applications of OCR are scanning printed
documents into versions that can be edited with word
processors, indexing print material for search engines, and
automating data entry, extraction, and processing. However,
OCR technology i1s not perfect and recognition errors do
occur. Currently consumers of OCR technology are not 1n a
position to retrain their OCR model and must resort to
employing additional labor or relying on a fuzzy search to
identify OCR errors, which 1s both expensive and time
consuming. As shown and described herein artificial intel-
ligence (Al) 1s employed with OCR to improve performance
and reduce errors. Employing OCR form recognition and
document specific post processing correction reduces OCR
errors and costs associated with the errors.

Referring to FIG. 1, a schematic diagram of an artificial
intelligence platform computing system (100) 1s depicted.
As shown, a server (110) 1s provided 1n communication with
a plurality of computing devices (180), (182), (184), (186),
(188), and (190) across a network connection (105). The
server (110) 1s configured with a processing unit (112) 1n
communication with memory (116) across a bus (114). The
server (110) 1s shown with an artificial intelligence (Al)
plattorm (150) for cognitive computing over the network
(105) from one or more of the computing devices (180),
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4

(182), (184), (186), (188), and (190). More specifically, the
computing devices (180), (182), (184), (186), (188), and
(190) communicate with each other and with other devices
or components via one or more wired and/or wireless data
communication links, where each communication link may
comprise one or more of wires, routers, switches, transmit-
ters, receivers, or the like. In this networked arrangement,
the server (110) and the network connection (105) enable
communication detection, recognition, and resolution. Other
embodiments of the server (110) may be used with compo-
nents, systems, sub-systems, and/or devices other than those
that are depicted herein.

The AI platform (150) 1s shown herein configured with
tools to enable supervised learning. The tools function to
create and utilize a document specific error correction model
for amending optical character recogmition (OCR) output.
The tools include, but are not limited to, a document
manager (152), an extraction manager (154), a model man-
ager (156), and a director (158). The Al platform (150) may
receive input across the network (105) and leverage a data
source (170), also referred to herein as a corpus or knowl-
edge base, to selectively access data. As shown the knowl-
edge base (170), also referred to herein as a data source, 1s
shown configured with two libraries, shown herein as
library , (172 ,) and library, (1725). Although two libraries
are shown herein, the quantity should not be considered
limiting. Each library 1s populated with documents directed
or associated with a domain. In one embodiment, each
library 1s referred to as a document domain, with the
document domain containing a group of documents classi-
fied or related to a specified sphere of knowledge or category
of subject matter. In one embodiment, the library may be
accessible over the network (105). Accordingly, the Al
platform (150) and the corresponding tools (152)-(158) are
operatively coupled to the knowledge base (170) and the
corresponding domain libraries (172 ,) and (1725).

As shown, each library (172 ,) and (172,) 1s populated
with a plurality of documents. In one embodiment, a docu-
ment 1s a known form configured with one or more fields to
receive data. As shown herein, library , (172 ) 1s shown with
a plurality of documents, including documents doc,,
174 ,,), doc,, (174, ), and doc,, (174,,) and library
(172;) 1s shown with a plurality of documents, including
documents docz, (1743,), docg, (174;,), and docy,
(174 ,). Although only three documents are shown 1n each
library this quantity should not be considered limiting. Each
library shown also has an associated model. The models
shown herein include, but are not limited to, model , (176 ,)
associated with library , (172 ), and model, (176 ) associ-
ated with library; (1725). Each model represents anticipated
dynamic content associated with the forms populated in the
associated library. Details of how the libraries and models
are utilized are shown and described 1n detail below. Accord-
ingly, the knowledge base (170) 1s shown with libraries

(172 ) and (172;) to organize and store a plurality of
documents (174, ,)-(174, ,) and (174 ,)-(174 ,) and cor-

responding models (176 ,) and (176;).

It 1s understood that supervised learning leverages data
from the knowledge base. As shown herein, the knowledge
base (170) 1s configured with data in the form of libraries
and models. The document manager (152) functions to
receive an i1mage of a document that i1s external to the
libraries 1n the knowledge base (170). In one embodiment,
the recerved document 1mage may be a photograph taken of
the document. In another embodiment, the document 1mage
may be from a hardware device, such as a scanner. The
document manager (152) may recerve the document image
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(132) from a hardware device, e.g. scanner, camera, efc.,
operatively coupled to the server (110), or in one embodi-
ment, the document 1mage (132) may be received from one
or more of the various computing devices (180), (182),
(184), (186), (188), and (190) 1n communication with the
network (105). In one embodiment, the document 1mage
(132) 1s an 1image of a form or document that corresponds to
or 1s related to a form document from a known set of
standardized forms, 1.e. a government form, which 1s popu-
lated 1n at least one of the knowledge base libraries (172 )
and (1723). The document manager (152) i1s operatively
coupled to libraries (172 ,) and (172,). The document man-
ger (152) leverages the libranies (172,) and (172;) to
identify a library member form that corresponds to the
received 1mage. Accordingly, the document manager (152)
functions to identily a relationship between the received
document 1mage and one or more forms populated 1n at least
one of the knowledge base libraries.

The document image (132) contains both static content
fields and dynamic content fields. The static content, or static
text, refers to the data that 1s part of the form that 1s fixed.
For example, that static content may be 1n the form of text
or document indicia that appears above or below a field
configured to recerve data or indicia. Dynamic content 1s
data or indicia that 1s not permanently part of or fixed to the
document, but 1s detected or should be detectable by the
hardware device (130). With respect to the example of a
form document with static content, the dynamic content 1s
data or indicia that are entered onto the form. For example,
the text “Annual Income” corresponding to a field on a
government form 1s classified or designated as static content
and the amount entered into the field 1s classified as dynamic
content. Accordingly, the document image contains both
static and dynamic content fields detectable by the hardware
device.

The extraction manager (154), which 1s shown herein
operatively coupled to the document manager (152), func-
tions to apply optical character recognition (OCR) to the
received document image (132). The extraction manager
(154) extracts the static text or static indicia from at least one
static content field 1n the document image (132). The extrac-
tion manager (154) also extracts dynamic content from at
least one dynamic content field in the document image
(132). The extraction manager (154) compares the extracted
static text or static indicia from the document image (132) to
known static content of a corresponding or related library
document, as identified by the document manager (152) and
stored 1n one of the libraries (172 ,) and (172,). The com-
parison of the extracted static content to the known static
content serves to detect errors 1n image output. For example,
in the case of the hardware device (130) being a scanner, an
error may be directed to OCR data. A deviation identified
between the extracted and known static content 1s indicative
of an error with the document 1mage (132), e.g. an OCR
error. A lack of an identified deviation 1s an indication that
no error has occurred or 1s apparent with the document
image (132). In one embodiment, the extraction manager
(154) 1s configured to determine that document 1image 1s an
updated version of a known form and the known static
content 1n libranies (172,) and (172;) 1s appropnately
updated. Accordingly, the extraction manager (154) func-
tions to conduct document comparisons and identily and
static content deviation.

The model manger (156) 1s operatively coupled to the
document manager (152), the extraction manager (154), and
libraries (172 ,) and (172 ;) via the connection to the knowl-
edge base (170). The model manager (156) functions to
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create a document specific error correction model for each
library document. For example, as shown herein model , ,
(176, ,) 1s associated with document, , (174 ,), model , ,
(176, ,) 1s associated with document, , (174, ), model, ,
(176 ,) 1s associated with document, , (174 ,), model; ,
(1763 ) 1s associated with documenty , (174 ), modely ;
(1765 ,) 1s associated with document; ; (1745 ), and mod-
elz » (1765 ,) 1s associated with document; , (1745 ,). The
model manager (156) leverages the models to generate one
or more variants for each dynamic content field. In one
embodiment, a base model may be employed to represent a
collection, with individual documents in the collection hav-
ing their own model built on the base model. The model
manager (156) analyzes deviations between the extracted
and known static content, as identified by the extraction
manager (154), to i1dentify any relationships between the
extracted and known static content, and incorporate the
identified relationship(s) mto a document specific error
model. For example, in a known form, the known static
content of a field on the form 1s “Country”. However, after
OCR 1s applied to the image, the extracted static content of
the same field 1s “Oountry”. The extraction manager (154 )
identifies the deviation between “Country” and “Oountry”™
and the model manager (156) determines that for this
document 1mage the OCR has 1dentified “C” as an “0”, and
reflects that 1dentified deviation into the document specific
error model. Accordingly, the model manager (156) creates
a document specific error correction model by incorporating
the 1dentified deviations between the known and extracted
static content from the 1mage.

It 1s understood 1n the art that once created the document
correction model may grow through inclusion of additional
identified deviations. As shown herein, each model 1s asso-
ciated with a specific library, and 1s directed at a specific
population of documents. In one embodiment, the model 1s
a confusion matrix that outlines diflerent predictions and test
results and contrasts them with real-world values. The model
manager (156) further functions to leverage the created
document specific error correction model to correct OCR
output of dynamic content. The dynamic content in the
image 1s unknown and varies from form to form based on
information that was received as form input. It 1s understood
that with vanations of the dynamic content, there 1s no
known dynamic content to compare the extracted dynamic
content to 1dentity deviations. The model manager (156)
leverages the document specific error correction model to
generate two or more variants for received dynamic content
field data associated with a static content field having an
identified deviation. In the example above, wherein the OCR
identifies the static deviation of “C” as an “O” for a country
field, and the OCR further identifies corresponding dynamic
content consisting of “Oanada”, the model manager (156)
leverages either model , (176 ,) or model; (1763) to generate
two or more variants for the dynamic content. Accordingly,
the model manager (156) leverages the created document
specific error models to generate one or more variants for
cach dynamic content field associated with an identified
deviation.

The model manager (156) further processes the generated
variant(s) for each dynamic content field. In one embodi-
ment, the processing 1s scoring the generated variant(s) for
cach field value. The more likely the generated variant is
appropriate for the field value, the higher the score the
variant receives. In one embodiment, the scoring involves
filtering the variants based on a restricted character class.
Different fields on a form may have different character class
restrictions. For example, a “Date of Birth” field might be
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restricted to the characters [0-9], */” and “-”. Generated
variants containing only those characters will be ranked
higher than variants that do not contain only those charac-
ters. In another embodiment, scoring involves domain based
keyword matching. Continuing with example in which the
known static content field 1s “Country”, terminology related
to geography 1s to be expected, and as such, the generated
variant “Canada” would be ranked higher than other gener-
ated variants that are not geographical locations. Generated
variants that match such geographical terminology would be
scored more highly. Accordingly, the model manager (156)
processes the generated variant(s) and applies a score to the
variant(s) based on the relevancy to the content field.

The director (158), which 1s shown operatively coupled to
the model manager (156), functions to selectively amend
dynamic content associated with the deviation. In response
to the processing of the varniant(s) by the model manager
(156), the director (158) selects the highest scored varnant to
selectively amend the dynamic content associated with the
static field with the deviation. The director (158) creates a
new document version based on the selective amendment(s),
with the new document version containing the correct OCR
output. Accordingly, the director (158) selectively amends
the dynamic content of the document to provide a modified
document with corrected OCR output.

As shown, the network (105) may include local network
connections and remote connections in various embodi-
ments, such that the Al platform (150) may operate in
environments of any size, including local and global, e.g. the
Internet. Additionally, the Al platform (150) serves as a
front-end system that can make available a variety of
knowledge extracted from or represented in network acces-
sible sources and/or structured data sources. In this manner,
some processes populate the Al platform (150), with the
artificial 1ntelligence platform (150) also including 1nput
interfaces to receive requests and respond accordingly.

The knowledge base (170) 1s configured with libraries

(172 ) and (172) for use by the Al platiorm (150). In one

embodiment, the knowledge base (170) may be configured
with other or additional libraries, and as such, the quantity

of libraries shown and described herein should not be
considered limiting. Similarly, 1n one embodiment, the
knowledge base (170) includes structured, semi-structured,
and/or unstructured content related to activities and tasks.
The various computing devices (180)-(190) 1n communica-
tion with the network (105) may include access points for
the logically grouped domains and models.

The network (105) may include local network connec-
tions and remote connections 1n various embodiments, such
that the artificial itelligence platform (150) may operate in
environments of any size, including local and global, e.g. the
Internet. Additionally, the artificial intelligence platiorm
(150) serves as a front-end system that can make available
a variety of knowledge extracted from or represented in
network accessible sources and/or structured data sources.
In this manner, some processes populate the Al platiorm
(150), with the Al platform (150) also including one or more
input iterfaces or portals to receive requests and respond
accordingly.

The Al plattorm (150), via a network connection or an
internet connection to the network (105), 1s configured to
detect and manage network activity and task data as related
to travel and travel scheduling. The Al platform (150) may
ellectively orchestrate or optimize an orchestrated sequence
of actions directed at related activity data by leveraging the
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knowledge base (170), which in one embodiment may be
operatively coupled to the server (110) across the network
(105).

The Al platform (150) and the associated tools (152)-
(158) leverage the knowledge base (170) and libraries
(172 ) and (172,) to enable document modification. The
extraction manager (154) leverages the document manager
(152) to extract static and dynamic content from a received
image. The model manager (156) leverages the extraction
manager (154) to create a document speciiic error correction
model. The director (158) leverages the model manager
(156) to selectively amend static and dynamic content fields
and create a new document version with corrected OCR
output. Accordingly, the tools (152)-(158) create a document
specific error correction model and leverage the created
model for amending OCR output values.

Documents and communications, €.g. electronic mail and
messages, received across the network (105) may be pro-
cessed by a server (110), for example IBM Watson® server,
and the corresponding Al platform (150). As shown herein,
the Al platform (150) together with the embedded tools
(152)-(158) amend OCR output. The function of the tools
and corresponding analysis 1s to create and leverage a
generated document specific error model to OCR output.
Accordingly, the Al platform (150) corrects OCR output
using the created document specific error correction model.

In some 1llustrative embodiments, the server (110) may be
the IBM Watson® system available from International Busi-
ness Machines Corporation of Armonk, N.Y., which 1s
augmented with the mechanisms of the illustrative embodi-
ments described hereafter. The tools (152)-(1358), heremnafter
referred to collectively as Al tools, are shown as being
embodied 1n or integrated within the Al platform (150) of the
server (110). The Al tools may be implemented in a separate
computing system (e.g., 190), or 1n one embodiment they
can be implemented 1n one or more systems connected
across network (105) to the server (110). Wherever embod-
ied, the Al tools function to create a document specific error
correction model and leverage the created model for amend-
ing OCR output values.

Types of devices and corresponding systems that can
utilize the AI platform (150) range from small handheld
devices, such as handheld computer/mobile telephone (180)
to large mainframe systems, such as mainiframe computer
(182). Examples of handheld computer (180) include per-
sonal digital assistants (PDAs), personal entertainment
devices, such as MP4 players, portable televisions, and
compact disc players. Other examples of information han-
dling systems 1nclude pen, or tablet computer (184), laptop.,
or notebook computer (186), personal computer system
(188), and server (190). As shown, the various devices and
systems can be networked together using computer network
(105). Types of computer network (1035) that can be used to
interconnect the various devices and systems include Local
Area Networks (LANs), Wireless Local Area Networks
(WLANSs), the Internet, the Public Switched Telephone
Network (PSTN), other wireless networks, and any other
network topology that can be used to interconnect the
devices and systems. Many of the devices and systems
include nonvolatile data stores, such as hard drives and/or
nonvolatile memory. Some of the devices and systems may
use separate nonvolatile data stores (e.g., server (190) uti-
lizes nonvolatile data store (190 ,), and mainframe computer
(182) utilizes nonvolatile data store (182 ,). The nonvolatile
data store (182 ,) can be a component that 1s external to the
various devices and systems or can be internal to one of the
devices and systems.
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The device(s) and system(s) employed to support the
artificial intelligence platform (150) may take many forms,
some of which are shown i FIG. 1. For example, an
information handling system may take the form of a desktop,
server, portable, laptop, notebook, or other form {factor
computer or data processing system. In addition, the
device(s) and system(s) may take other form factors such as
a personal digital assistant (PDA), a gaming device, ATM
machine, a portable telephone device, a communication
device or other devices that include a processor and memory.

An Application Program Interface (API) 1s understood 1n
the art as a software intermediary between two or more
applications. With respect to the Al platform (150) shown
and described i FIG. 1, one or more APIs may be utilized
to support one or more of the tools (152)-(158), shown
herein as tools (252)-(238), and their associated functional-
ity. Referring to FIG. 2, a block diagram (200) 1s provided
illustrating the tools (252)-(258) and their associated APIs.
As shown, a plurality of tools 1s embedded within the Al
platform (205), with the tools imncluding the document man-
ager (152) shown herein as (252) associated with API, (212),
the extraction manager (154) shown herein as (254) asso-
ciated with API, (222), the model manager (156) shown
herein as (256) associated with API, (232), and the director
(158) shown herein as (238) associated with API, (242).

Each of the APIs may be implemented in one or more
languages and interface specifications. API, (212) provides
functional support to receive an 1image of a document; API,
(222) provides functional support to extract content from the
image and 1dentity deviations between the extracted image
content and known content; API, (232) provides functional
support create and leverage a document specific error cor-
rection model, and API, (242) provides functional support to
selectively amend extracted image content and create a new
document version. As shown, each of the APIs (212), (222),
(232), and (242) are operatively coupled to an API orches-
trator (270), otherwise known as an orchestration layer,
which 1s understood 1n the art to function as an abstraction
layer to transparently thread together the separate APIs. In
one embodiment, the functionality of the separate APIs may
be joined or combined. As such, the configuration of the
APIs shown herein should not be considered limiting.
Accordingly, as shown herein, the functionality of the tools
may be embodied or supported by their respective APIs.

Referring to FIG. 3, a flow chart (300) 1s provided to
illustrate a process for 1dentifying deviations or errors in
OCR as related to document static content fields. As shown,
an 1mage 1s taken of a document, and the 1image 1s mnput into
an optical character recognition (OCR) module (302). The
image of the document, 1image,, 1s then identified as one of
a known set of standardized forms (304). The OCR module
1s configured to recognize a set number of forms, such as a
government form or a passport. These types of forms are
merely mentioned as examples and are not meant to be
limiting. Known static content, such as text, from the
identified form 1s retrieved from a library, such as a pre-
configured database, operatively coupled to the OCR mod-
ule (306). The static content, or static text, refers to the text
that 1s part of the form, or 1s text that appears above or below
a field in which the entry of information 1s requested.
Dynamic content refers to data that 1s entered onto the form.
For example, content 1n the form of a string, such as the text
“Annual Income” corresponding to a field on a government
form, 1s the static content of the form, and the value or
amount entered into the field 1s the dynamic content. The
static and dynamic content of a government form 1s used as
an example and 1s not meant to be limiting. Accordingly, as
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a document 1s mput as an 1image, the document 1s identified
as one of a known set and the known static text of the
identified document 1s retrieved by the OCR module.

Following the retrieval of known static content of the
identified form, OCR 1s applied to the image,, and static text
1s extracted from the document (308). The vaniable S, , 1s
assigned to represent the quantity of extracted static content
field values (310). The variable S, represents a static content
field counting variable, 1s mnitialized (312). The static con-
tent field, field., 1s identified, corresponding string data,
data., 1s extracted from the content field, field., and the
extracted string data 1s compared to known static text
retrieved from the library (314). It 1s then determined if the
extracted static content text, data., of the mput document
matches the known static content identified from the library
(316). A positive response to the determination at (316)
indicates that the OCR processed the static content from the
document correctly, and no document specific error correc-
tion 1s necessary for field.. However, a negative response to
the determination at step (316) 1s an 1indication that the OCR
did not process the document correctly and there 1s at least
one error present in the OCR output for field.. In one
embodiment static content missing from the document 1is
flagged for potential degradation of the document. The
identified deviation of the data. in field. from the known
static content (318) 1s added to a document correction
model. More specifically, the document correction model 1s
built using the deviation of the OCR static content from the
known static content, which 1s leveraged with respect to the
dynamic field content, as shown and described 1n FIG. 4.
Following adding the identified deviation to the document
correction model at step (318), the counting variable S 1s
incremented (320), following by conducting a determination
to assess 11 each static content field 1n the document has been
evaluated (322). A negative response to the determination at
step (322) 1s followed by a return to step (314), and a
positive response to the determination at step (322) ends the
deviation assessment associated with the static content
fields. Accordingly, the OCR process includes evaluation of
known static content with machine recognized static con-
tent.

It 1s understood that the evaluation of the static content 1s
directed at assessing the quality of the OCR, which may
impact the evaluation of the OCR with respect to the
dynamic content. Since static content i1s inherently known,
correction of corresponding static content fields may be
applied or updated. As shown and following step (322), for
cach static content field with a recognized deviation of the
corresponding static content, the error 1s corrected, and the
document 1s then regenerated with the static content fields
identified as having errors being replaced with the known
static content (324). Accordingly, the document 1s regener-
ated with the static content having a recognized deviation
being selectively amended with the known static content.

It 1s understood that form based documents subject to
OCR includes both static content fields, and dynamic con-
tent populated 1nto corresponding fields. Referring to FIG. 4,
a tflow chart (400) 1s provided to illustrate a process for
assessing dynamic field content, and selectively correcting
the assessed dynamic field content. Static document content
refers to string data that 1s fixed. A form based document
includes two classes of static document content, including
string data without an associated dynamic content field, and
string data with an associated dynamic content field. The
variable D 1s defined as a document 1dentifier (402), and the
variable T 1s defined as a dynamic content field counting
variable (404). Referring back to the input image of the
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document from FIG. 3, the image of the document, 1image,,,
1s 1dentified as one of a known set of standardized forms
(406). More specifically, at step (406) the document 1denti-
fied D 1s leveraged to identily a classification of the corre-
sponding document 1image. The variable T . . 1s assigned to
represent the quantlty of dynamic fields present in the
document, e.g. 1mage,, (408) In one embodiment, the
quantity of dynamic fields 1s a characteristic of the 1 image
classification. A corresponding dynamic field counting vari-
able T 1s mitialized (410). The dynamic field deviation 1s
related to the static field deviation, 1f any, as 1dentified and
demonstrated in FIG. 3. Following step (410), 1t 1s deter-
mined 1f the static data field corresponding to the dynamic
data field, field,, has an 1identified deviation (412). A positive
response to the determination at (412) indicates that an error
in the OCR output for the corresponding static field has been
identified, and as such, the corresponding dynamic content
1s subject to deviation assessment as directed to OCR.
Accordingly, dynamic content fields associated with static
content fields containing deviations are identified for further
evaluation.

The error correction model, hereinatter referred to as a
model, 1s leveraged in response to the determination at
(412). In one embodiment, the model 1s a confusion matrix
that outlines predictions or results. With respect to the
system and process shown and described herein, the confu-
sion matrix identifies possible variants of entry content for
the corresponding dynamic field. As shown herein, the
model generates or otherwise 1identifies one or more variants
for the dynamic content in field, (414). The variants are
generated based on the document specific error correction
model for the dynamic content in field . The variable N . .
1s assigned to represent the quantity of generated variants

(416), and for each generated variant, the probability of the
variant,, being an accurate replacement for the dynamic
content 1n field - 1s determined and assigned to the variant,;
(418). In one embodiment, the determined probability at step
(418) 1s based on the generated variant having a restricted
character class. Different fields on a form may have different
character class restrictions. For example, a “Date of Birth”
field might be restricted to the characters [0-9], “/” and “-”

Generated variants containing those characters will be
assigned a higher probability of being accurate than variants
that do not contain those characters. In another embodiment,
the determined probability 1s based on domain based key-
word matching. For example, 1n an area of the government
form about deprecating assets, terminology related to motor-
vehicles might be expected. Generated variants that contain
such motor-vehicle terminology would have a higher prob-
ability of being accurate than generated variants that those
variants that do not. Upon determining the probability of
cach generated variant, the variant with the highest prob-
ability 1s selected (420) and used to replace the dynamic
content of dynamic field,. (422). Accordingly, one or more
variants are generated for the dynamic content 1n the 1den-
tified dynamic content field, and the generated variant with
the highest determined probability of being an accurate
replacement of the dynamic content 1s selected.

The counting variable, T, 1s incremented (424) following
cither (422) or a negative response to the determination at
(412). It 1s then determined 1f every dynamic content field 1n
the document has been evaluated (426). A negative response
to the determination at (426) 1s followed by a return to step
(412) and a positive response to the determination at (426)
concludes the process of evaluating dynamic content fields.
The document 1s regenerated with the selectively amended
dynamic content variant(s) (428). Accordingly, the docu-
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ment 1s regenerated by selectively amending dynamic field
content with a dynamic content variant from the document
specific error correction model.

Embodiments shown and described herein may be in the
form of a computer system for use with an intelligent
computer platform for creating a document specific error
correction model for amending OCR values. The embodi-
ments and their associated functionality may be embodied in
a computer system/server in a single location, or in one
embodiment, may be configured 1 a cloud based system
sharing computing resources. With reference to FIG. 5, a
block diagram (500) 1s provided illustrating an example of
a computer system/server (502), hereinafter referred to as a
host (502) 1n a cloud computing environment (510), to
implement the system, tools, and processes described above
with respect to FIGS. 1-4. Host (502) 1s operational with
numerous other general purpose or special purpose comput-
ing system environments or configurations. Examples of
well-known computing systems, environments, and/or con-
figurations that may be suitable for use with host (502)
include, but are not limited to, personal computer systems,
server computer systems, thin clients, thick clients, hand-
held or laptop devices, multiprocessor systems, micropro-
cessor-based systems, set top boxes, programmable con-
sumer electronics, network PCs, minicomputer systems,
mainirame computer systems, and file systems (e.g., distrib-
uted storage environments and distributed cloud computing
environments) that include any of the above systems,
devices, and their equivalents.

Host (502) may be described 1n the general context of
computer system-executable instructions, such as program
modules, being executed by a computer system. Generally,
program modules may include routines, programs, objects,
components, logic, data structures, and so on that perform
particular tasks or implement particular abstract data types.
Host (502) may be practiced 1n distributed cloud computing
environments where tasks are performed by remote process-
ing devices that are linked through a communications net-
work. In a distributed cloud computing environment, pro-
gram modules may be located in both local and remote
computer system storage media mcluding memory storage
devices.

As shown 1n FIG. 5, host (502) 1s shown 1n the form of a
general-purpose computing device. The components of host
(502) may include, but are not limited to, one or more
processors or processing units (504), e.g. hardware proces-
sors, a system memory (506), and a bus (508) that couples
various system components including system memory (506)
to processor (504). Bus (508) represents one or more of any
of several types of bus structures, including a memory bus
or memory controller, a peripheral bus, an accelerated
graphics port, and a processor or local bus using any of a
variety of bus architectures. By way of example, and not
limitation, such architectures include Industry Standard

Architecture (ISA) bus, Micro Channel Architecture (MCA)
bus, Enhanced ISA (EISA) bus, Video E

Electronics Standards
Association (VESA) local bus, and Peripheral Component
Interconnects (PCI) bus. Host (302) typically includes a
variety of computer system readable media. Such media
may be any available media that 1s accessible by host (502)
and 1t includes both volatile and non-volatile media, remov-
able and non-removable media.

Memory (506) can include computer system readable
media in the form of volatile memory, such as random
access memory (RAM) (330) and/or cache memory (3532).
By way of example only, storage system (534) can be
provided for reading from and writing to a non-removable,
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non-volatile magnetic media (not shown and typically called
a “hard drive”). Although not shown, a magnetic disk drive
for reading from and writing to a removable, non-volatile
magnetic disk (e.g., a “floppy disk), and an optical disk
drive for reading from or writing to a removable, non-
volatile optical disk such as a CD-ROM, DVD-ROM or
other optical media can be provided. In such instances, each
can be connected to bus (508) by one or more data media
interfaces.

Program/utility (540), having a set (at least one) of
program modules (542), may be stored in memory (506) by
way of example, and not limitation, as well as an operating,
system, one or more application programs, other program
modules, and program data. Each of the operating systems,
one or more application programs, other program modules,
and program data or some combination thereot, may include
an 1mplementation of a networking environment. Program
modules (542) generally carry out the functions and/or
methodologies of embodiments to create a document spe-
cific error correction model and leverage the created model
for amending one or more OCR output values. For example,
the set of program modules (542) may include the tools
(152)-(158) as described 1n FIG. 1.

Host (502) may also communicate with one or more
external devices (514), such as a keyboard, a pointing
device, etc.; a display (324); one or more devices that enable
a user to interact with host (502); and/or any devices (e.g.,
network card, modem, etc.) that enable host (502) to com-
municate with one or more other computing devices. Such
communication can occur via Input/Output (I/O) interface(s)
(522). Stll yet, host (502) can communicate with one or
more networks such as a local area network (LAN), a
general wide area network (WAN), and/or a public network
(c.g., the Internet) via network adapter (520). As depicted,
network adapter (520) communicates with the other com-
ponents of host (502) via bus (508). In one embodiment, a
plurality of nodes of a distributed file system (not shown) 1s
in communication with the host (502) via the I/O interface
(522) or via the network adapter (520). It should be under-
stood that although not shown, other hardware and/or soift-
ware components could be used 1n conjunction with host
(502). Examples, include, but are not limited to: microcode,
device drivers, redundant processing units, external disk
drive arrays, RAID systems, tape drives, and data archival
storage systems, etc.

In this document, the terms “computer program medium,”
“computer usable medium,” and “computer readable
medium” are used to generally refer to media such as main
memory (506), including RAM (530), cache (332), and
storage system (534), such as a removable storage drive and
a hard disk installed 1n a hard disk drive.

Computer programs (also called computer control logic)
are stored mm memory (506). Computer programs may also
be received via a communication interface, such as network
adapter (520). Such computer programs, when run, enable
the computer system to perform the features of the present
embodiments as discussed herein. In particular, the com-
puter programs, when run, enable the processing unit (504 )
to perform the features of the computer system. Accordingly,
such computer programs represent controllers of the com-
puter system.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
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semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium 1ncludes
the following: a portable computer diskette, a hard disk, a
dynamic or static random access memory (RAM), a read-
only memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), a magnetic storage
device, a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present embodiments may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine 1nstructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
ortented programming language such as Java, Smalltalk,
C++ or the like, and conventional procedural programming
languages, such as the “C” programming language or similar
programming languages. The computer readable program
istructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server or cluster of servers. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, 1n order to
perform aspects of the embodiments.

In one embodiment, host (502) 1s a node of a cloud
computing environment. As 1s known 1in the art, cloud
computing 1s a model of service delivery for enabling
convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, network
bandwidth, servers, processing, memory, storage, applica-
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tions, virtual machines, and services) that can be rapidly
provisioned and released with minimal management effort
or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.
Example of such characteristics are as follows:

On-demand self-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense of location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specily
location at a higher layer of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, in some cases automatically, to quickly scale
out and rapidly released to quickly scale 1. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some layer of abstraction appropnate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts ). Resource usage can be monitored, controlled, and
reported providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Soltware as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications running on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based email). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even individual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud infrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (IaaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The

consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).
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Deployment Models are as follows:

Private cloud: the cloud infrastructure i1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or oil-premises.

Community cloud: the cloud infrastructure 1s shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oll-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrnd cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing 1s
an infrastructure comprising a network of interconnected
nodes.

Referring now to FIG. 6, an illustrative cloud computing
network (600). As shown, cloud computing network (600)
includes a cloud computing environment (650) having one
or more cloud computing nodes (610) with which local
computing devices used by cloud consumers may commu-
nicate. Examples of these local computing devices include,
but are not limited to, personal digital assistant (PDA) or
cellular telephone (654 A), desktop computer (654B), laptop
computer (634C), and/or automobile computer system
(654N). Individual nodes within nodes (610) may further
communicate with one another. They may be grouped (not
shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment (600) to offer infra-
structure, platforms and/or software as services for which a
cloud consumer does not need to maintain resources on a
local computing device. It 1s understood that the types of
computing devices (654A-N) shown 1n FIG. 8 are intended
to be 1illustrative only and that the cloud computing envi-
ronment (650) can communicate with any type of comput-
erized device over any type ol network and/or network
addressable connection (e.g., using a web browser).

Referring now to FIG. 7, a set of functional abstraction
layers (700) provided by the cloud computing network of
FIG. 6 1s shown. It should be understood 1n advance that the
components, layers, and functions shown in FIG. 7 are
intended to be illustrative only, and the embodiments are not
limited thereto. As depicted, the following layers and cor-
responding functions are provided: hardware and software
layer (710), virtualization layer (720), management layer
(730), and workload layer (740).

The hardware and software layer (710) includes hardware
and software components. Examples of hardware compo-
nents mclude mainirames, 1n one example IBM® zSeries®
systems; RISC (Reduced Instruction Set Computer) archi-
tecture based servers, 1n one example IBM pSeries® sys-
tems; IBM xSeries® systems; IBM BladeCenter® systems;
storage devices; networks and networking components.
Examples of soitware components include network appli-
cation server software, in one example IBM WebSphere®
application server software; and database software, in one

example IBM DB2® database software. (IBM, zSeries,
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pSeries, xSeries, BladeCenter, WebSphere, and DB2 are
trademarks of International Business Machines Corporation
registered 1n many jurisdictions worldwide).

Virtualization layer (720) provides an abstraction layer
from which the following examples of virtual entities may
be provided: virtual servers; virtual storage; virtual net-
works, including virtual private networks; virtual applica-
tions and operating systems; and virtual clients.

In one example, management layer (730) may provide the
following functions: resource provisioning, metering and
pricing, user portal, service layer management, and SLA
planning and fulfillment. Resource provisioning provides
dynamic procurement of computing resources and other
resources that are utilized to perform tasks within the cloud
computing environment. Metering and pricing provides cost
tracking as resources are utilized within the cloud computing,
environment, and billing or mmvoicing for consumption of
these resources. In one example, these resources may com-
prise application soitware licenses. Security provides 1den-
tity verification for cloud consumers and tasks, as well as
protection for data and other resources. User portal provides
access to the cloud computing environment for consumers
and system administrators. Service layer management pro-
vides cloud computing resource allocation and management
such that required service layers are met. Service Layer
Agreement (SLA) planning and fulfillment provides pre-
arrangement for, and procurement of, cloud computing

resources for which a future requirement 1s anticipated in
accordance with an SLA.

Workloads layer (740) provides examples of functionality
tor which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include, but are not limited to: mapping,
and navigation; soltware development and lifecycle man-
agement; virtual classroom education delivery; data analyt-
iICs processing; transaction processing; and document spe-
cific error correction model generation.

It will be appreciated that there 1s disclosed herein a
system, method, apparatus, and computer program product
for creating a document specific error correction model for
amending OCR values without retraining.

While particular embodiments of the present embodi-
ments have been shown and described, 1t will be obvious to
those skilled 1n the art that, based upon the teachings herein,
changes and modifications may be made without departing
from the embodiments and its broader aspects. Therelore,
the appended claims are to encompass within their scope all
such changes and modifications as are within the true spirit
and scope of the embodiments. Furthermore, 1t 1s to be
understood that the embodiments are solely defined by the
appended claims. It will be understood by those with skill 1n
the art that 1f a specific number of an ntroduced claim
clement 1s intended, such intent will be explicitly recited 1n
the claim, and 1n the absence of such recitation no such
limitation 1s present. For a non-limiting example, as an aid
to understanding, the following appended claims contain
usage of the introductory phrases “at least one” and “one or
more” to introduce claim elements. However, the use of such
phrases should not be construed to imply that the introduc-
tion of a claim element by the indefinite articles “a” or “an”
limits any particular claim containing such introduced claim
clement to embodiments contaiming only one such element,
even when the same claim includes the itroductory phrases
“one or more” or “at least one” and indefinite articles such
as “a” or “an’’; the same holds true for the use in the claims

ot definite articles.
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The present embodiments may be a system, a method,
and/or a computer program product. In addition, selected
aspects of the present embodiments may take the form of an
entirely hardware embodiment, an entirely software embodi-
ment (including firmware, resident software, micro-code,
etc.) or an embodiment combining software and/or hardware
aspects that may all generally be referred to herein as a
“circuit,” “module” or “system.” Furthermore, aspects of the
present embodiments may take the form of computer pro-
gram product embodied 1n a computer readable storage
medium (or media) having computer readable program
instructions thereon for causing a processor to carry out
aspects of the present embodiments. Thus embodied, the
disclosed system, method, and/or a computer program prod-
uct are operative to improve the functionality and operation
of an artificial intelligence platform to create a document
specific error correction model for amending OCR values
and corresponding dynamic content without retraining.

Aspects of the present embodiments are described herein
with reference to flowchart illustrations and/or block dia-
grams ol methods, apparatus (systems), and computer pro-
gram products according to embodiments. It will be under-
stood that each block of the flowchart illustrations and/or
block diagrams, and combinations of blocks in the flowchart
illustrations and/or block diagrams, can be implemented by
computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the tlowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the tlow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation ol possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present embodiments. In this regard, each block 1n the
flowchart or block diagrams may represent a module, seg-
ment, or portion of instructions, which comprises one or
more executable mnstructions for implementing the specified
logical function(s). In some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, i fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality mvolved. It will also be
noted that each block of the block diagrams and/or flowchart




US 11,093,774 B2

19

illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

It will be appreciated that, although specific embodiments
have been described herein for purposes of illustration,
various modifications may be made without departing from
the spirit and scope of the embodiments. Accordingly, the
scope ol protection of the embodiments 1s limited only by
the following claims and their equivalents.

What 1s claimed 1s:

1. A computer system comprising:

a processing unit operatively coupled to memory;

an artificial intelligence platform 1n communication with

the processing unit, the platform including one or more

tools to 1dentity and amend one or more optical char-
acter recognition (OCR) values, including:

a document manager to receive an 1mage of a docu-
ment, wherein the document has at least one static
content field and at least one dynamic content field;

an extraction manager, operatively coupled to the docu-
ment manager, the extraction manager to apply OCR
to the received 1mage, extract text from the at least
one static content field, and compare the extracted
text to stored text from known static content;

a model manager, operatively coupled to the extraction
manager, the model manager, responsive to a devia-
tion 1dentified in the comparison, to create a docu-
ment specilic error correction model, and leverage
the error correction model to correct OCR output;

the model manager to employ the document specific
error correction model to generate one or more
variants for the dynamic content field associated with
the static content field having the identified devia-
tion;

the model manager to subject the one or more gener-
ated variants to processing, and select one of the one
or more generated variants responsive to the pro-
cessing; and

a director, operatively coupled to the model manager, to
create a new document version from the selective
amendment, the new document version including the
selected one or more varniants as corrected OCR
output.

2. The computer system of claim 1, further comprising the
extraction manager to utilize artificial intelligence to identity
one or more updates to the known static content.

3. The computer system of claim 2, wherein the error
correction model 1s trained using string data from the static
content field to predict the one or more variants for string
data for the dynamic content field.

4. The computer system of claim 2, further comprising the
model manager to file the generated one or more variants
based on a restricted character class assigned to the static
content field.

5. The computer system of claim 2, wherein subjecting the
one or more variants to processing further comprises the
model manager to assess a score for each of the one or more
variants, wherein the assessed score 1s responsive to domain
based keyword matching associated with the static content
field.

6. The computer system of claim 1, further comprising the
director to selectively amend the static content field having
the identified deviation, the selective amendment aligned
with the selected variant.
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7. A computer program product to identify and amend one
or more optical character recognition (OCR) values, the
computer program product comprising a computer readable
storage medium having program code embodied therewith,
the program code executable by a processor to:

recerve an 1mage of a document, wherein the document

has at least one static content field and at least one
dynamic content field;

apply optical character recognition (OCR) to the received

image, extract text from the at least one static content
field, and compare the extracted text to stored text from
known static content;

responsive to a deviation identified 1n the comparison,

create a document specific error correction model, and
leverage the error correction model to correct OCR
output;
the error correction model to generate one or more
variants for the dynamic content field associated with
the static content field having the 1dentified deviation;

subject the one or more generated variants to processing,
and select one of the one or more generated variants
responsive to the processing;

selectively amend the static content field having the

identified deviation, the selective amendment aligned
with the selected variant; and

create a new document version from the selective amend-

ment, the new document version including the selected
one or more variants as corrected OCR output.

8. The computer program product of claim 7, wherein the
error correction model utilizes artificial intelligence (Al) to
identily one or more updates to the static content field.

9. The computer program product of claim 8, wherein the
error correction model 1s trained using string data from the
static content field to predict the one or more variants for
string data for the dynamic content field.

10. The computer program product of claim 8, further
comprising program code to filter the generated one or more
variants based on a restricted character class assigned to the
static content field.

11. The computer program product of claim 8, wherein
subjecting the one or more variants to processing further
comprises program code to assess a score for each of the one
or more variants, wherein the assessed score 1s responsive to
domain based keyword matching associated with the static
content field.

12. The computer program product of claim 7, further
comprising program code to selectively amend the static
content field having the identified deviation, the selective
amendment aligned with the selected variant.

13. A method comprising:

recerving an image of a document, wherein the document

has at least one static content field and at least one
dynamic content field;

applying optical character recognition (OCR) to the

received 1mage, extracting text from the at least one
static content field, and comparing the extracted text to
stored text from known static content;
responsive to a deviation identified 1n the comparison,
creating a document specific error correction model,
and leveraging the error correction model to correct
OCR output;

the error correction model generating one or more vari-
ants for the dynamic content field associated with the
static content field having the i1dentified deviation;

subjecting the one or more generated variants to process-
ing, and selecting one of the one or more generated
variants responsive to the processing;
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selectively amending the static content field having the
identified deviation, the selective amendment aligned
with the selected variant; and

creating a new document version from the selective

amendment, the new document version including the
selected one or more variants as corrected OCR output.

14. The method of claim 13, wherein the error correction
model utilizes artificial intelligence (Al) to identily one or
more updates to the static content field.

15. The method of claim 14, wherein the error correction
model 1s trained using string data from the static content
field to predict the one or more variants for string data for the
dynamic content field.

16. The method of claim 14, further comprising filtering
the generated one or more variants based on a restricted
character class assigned to the static content field.

17. The method of claim 14, wherein subjecting the one
or more variants to processing further comprises assessing a
score for each of the one or more variants, wherein the
assessed score 1s responsive to domain based keyword
matching associated with the static content field.

18. The method of claim 13, further comprising selec-
tively amending the static content field having the identified
deviation, the selective amendment aligned with the selected
variant.
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