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FIG. 6
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INFORMATION PROCESSING DEVICE AND
INFORMATION PROCESSING METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a U.S. National Phase of International
Patent Application No. PCT/IP2017/016435 filed on Apr.
25, 2017, which claims priority benefit of Japanese Patent
Application No. JP 2016-151268 filed in the Japan Patent

Oflice on Aug. 1, 2016. Each of the above-referenced

applications 1s hereby incorporated herein by reference 1n 1ts
entirety.

TECHNICAL FIELD

The present disclosure relates to an information process-
ing device, an iformation processing method, and a pro-
gram.

BACKGROUND ART

In recent years, as communication technologies have
developed, TV phone systems for having a conversation
while looking at video of a partner at remote locations have
been proposed. Specifically, for example, a display device,
a camera, a microphone, and a speaker are provided 1n each
place, and captured video and collected audio data in one
place are output in real time from a display device and a
speaker installed 1n the other place. Each user 1s located 1n
front of the camera, and makes a conversation while looking
at a figure of the partner appearing in the display device.

In addition, 1n regard to guiding a user’s position with
respect to a large-screen TV, for example, Patent Literature
1 below describes a method of guiding the user to an
appropriate viewing position by performing facial recogni-
tion 1n order to prevent the user from viewing a TV screen
at a position inappropriate for viewing by, for example,
approaching the TV screen.

CITATION LIST
Patent Literature

Patent Literature 1: JP 2011-59528A

DISCLOSURE OF INVENTION
Technical Problem

However, even 1f it 1s possible to make a conversation
while looking at a figure of a partner 1n video communica-
tion, a sense of realism as 1f the partner 1s 1n one’s sight
cannot be obtained.

Hence, the present disclosure proposes an information
processing device, an information processing method, and a
program capable of giving a sense of realism as 11 a partner
connected 1n video communication 1s present in one’s sight.

Solution to Problem

According to the present disclosure, there 1s proposed an
information processing device mncluding: a communication
unit configured to transmit and receive an image to and from
a communication connection destination; and a control unit
configured to control a display range and a position of the
image, on the basis of a display size and installation position
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2

information of a display device that displays the image, and
distance information of a subject appearing in the image that
1s acquired from the image.

According to the present disclosure, there 1s proposed an
information processing method including, by a processor:
transmitting and receiving an image to and from a commu-
nication connection destination; and controlling a display
range and a position of the image, on the basis of a display
s1ze and 1nstallation position information of a display device
that displays the image, and distance nformation of a
subject appearing in the image that 1s acquired from the
image.

According to the present disclosure, there 1s proposed a
program causing a computer to function as: a communica-
tion unit configured to transmit and receive an 1image to and
from a communication connection destination; and a control
unit configured to control a display range and a position of
the 1image, on the basis of a display size and installation
position information of a display device that displays the
image, and distance information of a subject appearing in the
image that 1s acquired from the 1mage.

Advantageous Elflects of Invention

According to the present disclosure as described above, a
sense of realism as if a partner connected 1n video commu-
nication 1s present 1n one’s sight can be given.

Note that the eflects described above are not necessarily
limitative. With or 1n the place of the above eflects, there
may be achieved any one of the eflects described 1n this
specification or other effects that may be grasped from this
specification.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1llustrates an overall configuration of a communi-
cation system according to an embodiment of the present
disclosure.

FIG. 2 1s a diagram for describing conventional problems.

FIG. 3 1s a diagram for describing a display example of
partner video according to an embodiment of the present
disclosure.

FIG. 4 1s a block diagram illustrating an example of a
configuration of an information processing device according
to the present embodiment.

FIG. 5 1s a flowchart illustrating operation processing of
a communication system according to the present embodi-
ment.

FIG. 6 1s a diagram for describing spec information and
installation position mmformation of a camera according to
the present embodiment.

FIG. 7 1s a schematic diagram illustrating an image
captured by the camera illustrated in FIG. 6.

FIG. 8 1s a diagram for describing a distance of a subject’s
face according to the present embodiment.

FIG. 9 1s a diagram for describing facial information that
can be acquired from a captured image.

FIG. 10 illustrates an example of a distance conversion
graph for each age or sex according to the present embodi-
ment.

FIG. 11 1s a diagram for describing the positional rela-
tionship between a camera and a subject 1n face height
calculation according to the present embodiment.

FIG. 12 1s a diagram for describing distance information
calculated from a captured image in face height calculation
according to the present embodiment.
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FIG. 13 1s a diagram for describing the positional rela-
tionship between a camera and a subject 1 face height

calculation in the case where the subject 1s not upright
according to the present embodiment.

FIG. 14 1s a diagram for describing distance information
calculated from a captured image in face height calculation
in the case where the subject 1s not upright according to the
present embodiment.

FIG. 15 1s a diagram for describing the positional rela-
tionship between a camera and a subject in face height
calculation 1n the case where the position of the subject’s
face 1s at a distance equal to that of the ground end according
to the present embodiment.

FIG. 16 1s a diagram for describing distance information
calculated from a captured image in face height calculation
in the case where the position of the subject’s face 1s at a
distance equal to that of the ground end according to the
present embodiment.

FIG. 17 1s a diagram for describing the positional rela-
tionship between a camera and a subject 1 face height
calculation 1n the case where the position of the subject’s
face 1s closer to the camera than the ground end 1s according
to the present embodiment.

FIG. 18 1s a diagram for describing distance information
calculated from a captured image in face height calculation
in the case where the position of the subject’s face 1s closer
to the camera than the ground end 1s according to the present
embodiment.

FIG. 19 1s a diagram for describing a display range 1n an
image received from an information processing device
according to the present embodiment.

FI1G. 20 1s a diagram for describing actual dimensions of
a display and a display image that 1s displayed according to
the present embodiment.

FI1G. 21 15 a diagram for describing guiding of an imaging,
side according to the present embodiment.

FIG. 22 15 a diagram for describing an example of guiding,
of an 1maging side according to the present embodiment.

FIG. 23 15 a diagram for describing an example of guiding,
of an 1maging side according to the present embodiment.

FIG. 24 1s a diagram for describing image complemen-
tation according to the present embodiment.

FIG. 25 1s a diagram for describing life-size display 1n a
CG space according to another example of the present
disclosure.

FI1G. 26 1s a diagram for describing delivery to a plurality
of spaces according to another example of the present
disclosure.

FI1G. 27 1s an explanatory diagram 1llustrating a hardware
configuration of an information processing device according
to the present disclosure.

MODE(S) FOR CARRYING OUT TH.
INVENTION

(Ll

Hereinatter, (a) preferred embodiment(s) of the present
disclosure will be described 1n detail with reference to the
appended drawings. Note that, in this specification and the
appended drawings, structural elements that have substan-
tially the same function and structure are denoted with the
same reference numerals, and repeated explanation of these
structural elements 1s omitted.

In addition, description will be given in the following
order.

1. Overview of communication system according to embodi-
ment of present disclosure
2. Configuration
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3. Operation processing
4. Other examples

5. Hardware configuration
6. Conclusion

1. Overview of Commumnication System According
to Embodiment of Present Disclosure

An overview of a communication system 1 according to
an embodiment of the present disclosure 1s described with
reference to FIG. 1. FIG. 1 illustrates an overall configura-
tion of the communication system 1 according to an embodi-
ment of the present disclosure.

As 1llustrated in FIG. 1, information processing devices
10A, 10B, and 10C are connected via a network 20. The
information processing devices 10A, 10B, and 10C are
disposed respectively 1n space A, space B, and space C, and
the spaces are connected by an information channel of video,
sound, and the like, which makes 1t possible to feel as if the
spaces are connected. For example, when a parent and a
chuld live away from each other, their living spaces can be
made to look connected to each other via a display device
corresponding to a window or a door. In the case where
living spaces are connected to each other, a user can live
while roughly grasping a situation of a partner space (e.g.,
a situation of a child, a situation of a parent, or the like).

The mformation processing devices 10A to 10C perform
synchronization processing of two-way communication, cal-
culation and control of spatial distance, etc.; the calculation
and control of separation distance, etc. may be performed by
a processing server 30. In addition, the communication
system 1 includes the processing server 30 1n the example
illustrated in FIG. 1, but the present disclosure 1s not limited
to this, and the processing server 30 does not need to be
included.

BACKGROUND

Here, as described above, even 1f it 1s possible to make a
conversation while looking at a figure of a partner i video
communication, 1t 1s difficult to give a sense of realism as 1f
the partner 1s 1n one’s sight. To address this, 1t may be
possible to express a sense of distance to a partner by
controlling a display size, because the partner displayed
small feels far, and the partner displayed large feels close,
for example.

However, such a method 1s based on the premise that a
person 1s confronting a camera, and a position of a display
1s not prescribed; hence, for example, in the case where a
display 60 1s disposed near the ground as illustrated in FIG.
2, a partner displayed large looks as 11 being 1n one’s sight
because a sense of distance becomes closer, but looks as 1t
the partner 1s buried 1n the ground; thus, a very unnatural
state occurs.

Hence, in the present embodiment, a display range of
partner video 1s decided appropriately 1n accordance with a
physical size and an 1nstallation position of a display; thus,
a sense ol realism as 1f a partner connected i1n video
communication 1s present 1n one’s sight can be given.

For example, in displaying video 1n which the whole body
of a communication partner 1s seen, video of the commu-
nication partner 1s displayed 1n respective appropriate ranges
in accordance with physical sizes and installation positions
of displays 15a and 156 installed on walls as 1llustrated 1n
FIG. 3. The information processing device 10 performs
control 1n a manner that the partner’s face 1s located at an
appropriate height from the ground, assuming that a position
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where the display 15 1s 1nstalled 1s a virtual standing position
Pv. The display 15q 1llustrated on the lett side of FIG. 3 has

a lower side touching the ground; hence, a sense of realism
can be given without unnaturalness even 1f the whole body
of the communication partner 1s displayed.

On the other hand, the display 135 illustrated on the right
side of FIG. 3 1s installed at a position away from the
ground; hence, displaying video of the whole body of the
communication partner as it 1s results in a state where the
communication partner 1s floating in air, makes life-size
display impossible, and gives no sense of realism. Hence,
the information processing device 10 controls a display
range in a manner that the communication partner’s face 1s
disposed at an appropriate height h 1n the case of assuming
that the communication partner has stood at the wvirtual
standing position Pv, thereby making it possible to give a
sense of realism as 1f the communication partner i1s present
in one’s sight.

In this manner, 1n the present embodiment, a life-size
subject person can be displayed at an optimum position,
without using distance information of the subject person
measured with a special distance detector; thus, a sense of
presence as 1l a connection partner 1s present there can be
gIVen.

The communication system 1 according to an embodi-
ment of the present disclosure has been described. Now, a
configuration of the information processing device 10
included 1 the communication system 1 and operation
processing of the communication system 1 will be described
in detail with reference to drawings.

2. Configuration of Information Processing Device

FIG. 4 1s a block diagram illustrating an example of a
configuration of the information processing device 10
according to the present embodiment. As 1llustrated in FIG.
4, the information processing device 10 includes a control
unit 11, a camera 12, a microphone 13, a communication
unit 14, a display 15, a speaker 16, and a storage unit 17.

The control unit 11 functions as an arithmetic processing,
device and a control device, and controls the overall opera-
tion of the information processing device 10 1n accordance
with a variety of programs. The control unit 11 1s 1mple-
mented, for example, by an electronic circuit such as a
central processing unit (CPU) and a microprocessor. In
addition, the control umit 11 may include a read only
memory (ROM) that stores a program, an operation param-
cter and the like to be used, and a random access memory
(RAM) that temporarily stores a parameter and the like
varying as appropriate.

In addition, the mformation processing device 10 accord-
ing to the present embodiment also functions as an 1mage
analysis unit 111, a calculation unit 112, an 1mage generation
unit 113, a display control unit 114, and a transmission
control unit 115.

The 1mage analysis unit 111 analyzes video of a connec-
tion destination space received via the communication unit
14. For example, the image analysis unit 111 performs object
recognition, face detection, facial recognition, or the like.

The calculation unit 112 acquires various distance infor-
mation of the communication partner appearing 1n video of
the connection destination space, on the basis of an analysis
result by the image analysis unit 111. Calculation of distance
information will be described 1n detail with reference to
FIGS. 9 to 18.

The 1mage generation unit 113 decides an approprate
range to perform life-size display on the display 15, on the
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basis of various distance information of the communication
partner calculated by the calculation unit 112, information of
a camera installed in the connection destination space (in-
cluding specs of the camera and 1nstallation position infor-
mation of the camera), and a physical size and an installation
position (a height from the ground, or the like) of the display
15, and performs clipping, enlargement, reduction, or the
like of the range.

The display control umit 114 controls 1image display from
the display 15. For example, the display control unit 114
performs control to display, at an appropriate position, an
image that 1s output from the image generation unit 113 and
obtained by clipping an approprate range. For example, the
display control unit 114 adjusts a display position of a center
position of the face 1n a manner that a person appearing in
the 1image looks as 1f actually standing there, assuming that
a position where the display 15 1s installed 1s a virtual
standing position, and performs life-size display.

The transmission control unit 115 performs control to
transmit, from the communication unit 14 to another infor-
mation processing device 10 installed in the connection
destination space, a captured image of a space where the
information processing device 10 1s installed captured by the
camera 12 and an audio signal of the space collected by the
microphone 13.

The camera 12 includes a lens system including an
imaging lens, a diaphragm, a zoom lens, a focus lens, and the
like, a drive system that causes the lens system to perform
focus operation and zoom operation, a solid-state 1mage
sensor array that generates an 1maging signal by photoelec-
trically converting imaging light obtained by the lens sys-
tem, and the like. The solid-state image sensor array may be
implemented by, for example, a charge coupled device
(CCD) sensor array or a complementary metal oxide semi-
conductor (CMOS) sensor array. In addition, the camera 12
according to the present embodiment images the inside of a
space, and acquires a captured image.

The microphone 13 collects sound 1n a space and envi-
ronmental sound around the space (e.g., in a neighboring
room, a hall, the outside of a house, etc.), and acquires audio
data.

The communication unit 14 1s a communication module
for transmitting and receiving data to and from another
device 1n a wired/wireless manner. The communication unit
14 wirelessly communicates with an external device directly
or via a network access point in a scheme, for example, a
wired local area network (LAN), a wireless LAN, Wireless
Fidelity (Wi1-Fi1) (registered trademark), infrared communi-
cation, Bluetooth (registered trademark), short-range/con-
tactless communication, and the like. The communication
umt 14 according to the present embodiment connects to
another information processing device 10 or the processing
server 30 via the network 20, and transmits and receives
data.

The display 15 1s a display device that displays video of
a connection destination space received via the communi-
cation unit 14. The display 15 may be, for example, a liquid
crystal display (LCD), an organic electroluminescence (EL)
display, or the like.

The speaker 16 1s an output device that outputs audio data.
For example, the speaker 16 outputs sound of a connection
destination space received via the communication unit 14.

The storage unit 17 stores programs and parameters for
the control unit 11 described above to execute functions. In
addition, the storage unit 17 includes a storage device
including a storage medium, a recording device for record-
ing data on the storage medium, a reader device for reading
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out data from the storage medium, a deletion device for
deleting data recorded on the storage medium, and the like.

Note that the storage unit 17 may be, for example, a storage
medium, such as a nonvolatile memory such as flash ROM
(or tlash memory), electrically erasable programmable read-
only memory (EEPROM), and erasable programmable
ROM (EPROM), a magnetic disk such as a hard disk and a
disk-type magnetic disk, an optical disc such as a compact
disc (CD), a digital versatile disc recordable (DVD-R), and
a Blu-Ray disc (BD; registered trademark), and a magneto
optical (MO) disk.

3. Operation Processing

Now, operation processing of the communication system
1 according to the present embodiment will be described
with reference to FIG. 5. FIG. 5 1s a flowchart 1llustrating
operation processing ol the commumnication system 1 accord-
ing to the present embodiment. Here, as an example,
description 1s given on the communication system 1 1n
which the information processing device 10A installed in
space A and the information processing device 10B 1nstalled
in space B are connected to connect space A and space B.

As 1llustrated 1n FIG. 3, first, the information processing
device 10B acquires camera information (step S103), and
transmits camera parameters to the information processing,
device 10A (step S106). Camera information includes specs
of a camera and installation position information of a
camera. Here, a positional relationship between a camera
and a subject 1s described with reference to FIGS. 6 and 7.
FIG. 6 1s a diagram for describing spec information and
installation position information of the camera 12B accord-
ing to the present embodiment. The upper stage of FIG. 6
illustrates a side view of the camera 12B installed on a wall
and a subject (user B) that 1s imaged, and the lower stage of
FIG. 6 1llustrates a top view of the camera 12B and user B.
In addition, FIG. 7 illustrates an image 121 captured by the
camera 12B. In this case, the following information 1is
acquired as specs of the camera itsell.

—Specs of Camera

Angle of view 1n direction horizontal to ground: ¢
Angle of view 1n direction perpendicular to ground: 0
Number of pixels 1n direction horizontal to ground: X,
Number of pixels 1n direction perpendicular to ground: Y ,

In addition, 1n the case where the camera 12B 1s installed
in a manner that an 1maging direction 1s parallel to the
ground, the information processing device 10B acquires a
height H ., at which the camera 12B is installed as instal-
lation information as illustrated i FIG. 6.

Next, the information processing device 10A records
received camera information in the storage umt 17 (step
S109).

On the other hand, the information processing device 10B
performs 1maging by the camera 12B (step S112), and
transmits a captured image (video) to the information pro-
cessing device 10B (step S115). Imaging and transmission
are continuously performed in real time.

Next, the information processing device 10A determines
whether or not a face 1s included 1n the received video (step
S118). Specifically, the image analysis unit 111 performs
face detection.

Then, 1 the case where a face 1s included (Yes 1n step
S118), the information processing device 10A determines
whether or not life-size display 1s necessary (step S121).
Whether or not life-size display 1s necessary 1s, for example,
determined depending on ON/OFF of a life-size display
function on the basis of user setting, or determined on the
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basis of a user action or the like. For example, 1n the case
where 1t can be determined that the face 1s seen but user B
1s not 1n a situation of making a conversation with user A,
such as the case where user B has only passed 1n front of the
camera 12B durning cleaning, the case where user B 1is
watching TV while sitting in a sofa, or the case where user
B is concentrating on study or work, the information pro-
cessing device 10A determines that life-size display 1is
unnecessary. Such an action of user B may be recognized on
the basis of an analysis result by the 1mage analysis unit 111,
for example.

Next, in the case where 1t 1s determined that life-size
display 1s necessary (Yes in step S121), the information
processing device 10A calculates various distance informa-
tion of the subject, and decides a display range (steps S124
to S130).

Specifically, the mformation processing device 10A cal-
culates a distance of the face of the subject (user B who 1s
a communication partner) appearing in the video by the
calculation umit 112 (step S124). Here, an example of
distance calculation of a face 1s described with reference to
FIGS. 8 to 10. FIG. 8 1s a diagram for describing a distance
of a face. As illustrated in FIG. 8, 1n this specification,
“distance of a face™ 1s a distance D . from the camera 12B to
the face of user B. Such a distance D, of a face can be
calculated in the following manner, for example.

FIG. 9 1s a diagram for describing facial information that
can be acquired from the captured image 121. As illustrated
in FIG. 9, a horizontal direction of the image 121 1s defined
as an X axis, and a vertical direction 1s defined as a Y axis.
The information processing device 10A according to the
present embodiment can perform face detection and facial
recognition from the image 121 by the image analysis umit
111, and obtain the following information.

—Information that can be Obtained in Face Detection and
Facial Recognition

X coordinate of face center 1in captured image: X

y coordinate of face center 1in captured image: Y -

Width of face 1n captured image: W .

Height of face in captured image: H,.

Age estimated from imaged face: A

Sex estimated from imaged face: S,

Then, the calculation unit 112 of the information process-
ing device 10A refers to a distance conversion graph for each
age or sex prepared 1n advance, including a size “H/W .~ of
the acquired face, an age “A ", and also a sex “S;.” 1n some
cases, and calculates a distance D, of the face from the
camera 12B. FIG. 10 illustrates an example of a distance
conversion graph for each age or sex. As illustrated in FIG.
10, the size of the imaged face 1s proportional to the distance
from the camera to the face. The size of the face generally
differs depending on age and sex; hence, as illustrated 1n
FIG. 10, relationship curves of an adult male, an adult
female, and a child are shown. Thus, the calculation unit 112
can calculate a distance of the subject from the camera from
a si1ze of a face and age or sex of the subject 1n an 1mage.
Note that the method for calculating a distance of a face
described here 1s an example, and the present disclosure 1s
not limited to thas.

Then, the calculation unit 112 calculates a height of the
face of the subject (step S112). Here, an example of calcu-
lation of a height of a face 1s described with reference to
FIGS. 11 and 12. FIG. 11 1s a diagram for describing
calculation of a height, from the ground, of a face of a
subject 1 a captured image. FIG. 12 1s a diagram for
describing distance information the can be acquired from a
captured 1mage 1n face height calculation.
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The calculation unit 112 obtains a distance d.5,, from the
camera 12B, of a ground end G, on the nearest side of the
captured 1mage, on the basis of camera information acquired
in step S109, according to the following formula 1.

[Math. 1]
Hee formula 1
deco = )
C
fan—

In addition, the calculation vnit 112 obtains a vertical
actual length hp and a horizontal actual length w, of an
image appearing in the camera 12B at the distance D, from
the camera 12B, according to the following formulas 2 and
3, respectively.

Math. 2]

g t la 2
hy = 2D stan S ormula

[Math. 3]

wp = 2% D qctan%

formula 3

Furthermore, when D>d ., (1.e., in the case where the
distance from the camera 12B to the subject 1s longer than
the distance from the camera 12B to the ground end G, on
the nearest side of the captured image), the calculation unit
112 obtains a distance d. ., from G, to the person’s face
according to the following formula 4.

[Math. 4]

A reo=D—d 6o formula 4

Consequently, from a homothetic ratio, a length of h,,
illustrated 1n FIG. 11 1s expressed by the following formula
3.

|[Math. 5]

d e formula 5
hep = Fe x* Hee = Dr ff:tEtIl—C — Hee

dcco 2

In addition, from coordinates of the face 1n the captured
image, a length of h..,, illustrated 1n FIG. 11 1s expressed by
the following formula 6.

[Math. 6]
Y Y v f la6
hpp:—F$hp:2$—F$DF$tan—C A
Yp Yp 2

Consequently, the height of the face from the ground
indicated by h.. i FIG. 11 1s obtained by the following
formula 7.
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Math. 7]

formula 7

QYF — Yp] QC

hFG:th—hgp:( $Dp$taﬂ7+HCG

Yp

As described above, according to the present embodi-
ment, the mformation processing device 10A can calculate
an actual height of a face of the subject (user B who 1s a
communication partner) from the ground on the basis of
spec information and installation position information of the
camera 12B and an analysis result of an image captured by
the camera 12B.

Note that even if the subject 1s 1n a non-upright posture,
a height h. - from the ground to the face can be obtained as
long as a face 1s detected and the distance D, from the

camera 12B to the face 1s calculated. Here, FIGS. 13 and 14
are diagrams for describing a case where a subject 1s not
upright. FIG. 13 1s a diagram for describing the positional
relationship between a camera and a subject in face height
calculation 1n the case where the subject 1s not upright. FIG.
14 1s a diagram for describing distance imnformation calcu-
lated from a captured 1image 1n face height calculation 1n the
case where the subject 1s not upright.

In this case, the height h. . from the ground to the face
illustrated 1n FIG. 14 can be obtained similarly by using the
above formulas 1 to 7.

In addition, 1n the case where the position of the face from
the camera 12B 1s at a distance equal to that of the ground
end G, on the nearest side of the image captured by the
camera 12B, that 1s, 1n the case where the distance D, from
the camera 12B to the face=d,,, d..,=0 and h.,=0 are
satisfied. Here, FIGS. 15 and 16 are diagrams for describing
a case where the position of the subject’s face 1s at a distance
equal to that of the ground end. FIG. 15 1s a diagram for
describing the positional relationship between a camera and
a subject in face height calculation in the case where the
position of the subject’s face 1s at a distance equal to that of
the ground end. FIG. 16 1s a diagram for describing distance
information calculated from a captured image 1n face height
calculation 1n the case where the position of the subject’s
face 1s at a distance equal to that of the ground end. As
illustrated 1n FIGS. 135 and 16, 1n the case where the subject
1s standing at a ground end on the nearest side of the image
captured by the camera 12B (distance D =d ), dzzo=0
and h,=0 are satisfied. Consequently, the calculation unit
112 calculates the height h. . from the ground to the face by
using the following formula 8.

Math. 8]

Yr formula 8
hrpc = hpp = (Y_P) * 2H g

Furthermore, 1n the case where the position of the sub-
ject’s face 1s closer to the camera 12B than the ground end
(G, on the nearest side of the 1mage captured by the camera
12B 1s, the distance D, from the camera 12B to the face
<dn. Here, FIGS. 17 and 18 are diagrams for describing
a case where the position of the subject’s face 1s closer to the
camera 12B than the ground end 1s. FIG. 17 1s a diagram for
describing the positional relationship between a camera and
a subject in face height calculation in the case where the
position ol the subject’s face 1s closer to the camera 12B
than the ground end 1s. FIG. 18 1s a diagram for describing
distance information calculated from a captured image 1n
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face height calculation 1n the case where the position of the
subject’s face 1s closer to the camera 12B than the ground
end 1s. As 1llustrated 1n FIGS. 17 and 18, 1n the case where
the subject 1s standing on the nearer side than a ground end
on the nearest side of the image captured by the camera 12B
(distance D <d, ), dzng 18 €xpressed by the following
formula 9.

[Math. 9]

dreo=0rao—Dr formula 9

Consequently, h,, illustrated in FIGS. 17 and 18 1s
expressed by the following formula 10.

Math. 10]
d 6 fi la 10

hep = e « Heqg = Heag — DFE -*f:tElll—C oHE
dcco 2

Thus, the calculation unit 112 calculates the height h. -
from the ground to the face by using the following formula

11.

Math. 11]

formula 11

2Yr =Y o
al P]ﬂcDFﬂctaH?C + Hee

hFG=hFP+hGP=( n

As described above, no matter in what distance the subject
1s standing with respect to the camera 12B, the height h.-
from the ground to the face can be calculated.

Then, as 1llustrated 1n FIG. 5, the 1image generation unit
113 of the information processing device 10A appropnately
decides a range of display on the display 15A from a
received 1mage, on the basis of the height h.. from the
ground to the face calculated by the calculation unit 112 and
a physical size and installation position nformation (a
distance between a lower side of the display and the ground)
of the display 15A (step S130). Here, decision of the display
range ol display on the display 15A i1s described with
reference to FIGS. 19 and 20. FIG. 19 1s a diagram for
describing a display range 22 1n the image 121 received from
the information processing device 10B. FIG. 20 1s a diagram
for describing actual dimensions of the display 15A and a
display 1mage that 1s displayed.

Vertical and horizontal lengths (length in perpendicular
direction: H,,, length 1n horizontal direction of display: W )
of the display 15A illustrated in FI1G. 20 and a distance H,;
between the lower side and the ground are obtained in
advance as size mformation and installation position infor-
mation of the display 15A.

On the basis of the size mnformation and the installation
position information, and the height h. - from the ground to
the subject’s face calculated 1n step S127, coordinates of an
upper left pixel d - (X, v-) and a lower right pixel d; (X5, v5)
of the captured 1image are calculated and the display range 22
1s decided, as illustrated 1n FIG. 19, 1 order to display an
appropriate 1mage at an appropriate position of the display
15A (more specifically, to display the subject’s face at the
same height as the actual height from the ground).

Specifically, first, the image generation unit 113 calculates
y coordinates of d, and d,. Here, since h,, (how tall the
subject 1s) 1s given as a physical distance, a distance h, -
between the center of the face and an upper side of the screen
1s obtained according to the following formula 12.
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Math. 12]
kTF':(HE+HDG)_kFG fﬂfﬂlﬂlﬂ 12

Such a physical distance 1s

when expressed by the number of pixels of the captured
image; hence, the y coordinate vy~ of d-1s as follows.

Yp
yvr=Yrp+y,=Yr+ I « (Hp + Hpe) — hre)

In addition, similarly, the v coordinate y, of d, 1s as
follows.

P
yvp =Yp — = «(hpe — Hpg)
P

Next, x coordinates of d and d, are obtained. Specifi-
cally, they are obtained respectively by the following for-
mulas 13 and 14 1n a manner that the face 1s located at the
center of the display screen, for example.

|[Math. 13]

Xp Wp formula 13
XT=XF—X”=XF——={=—

Wp 2
Math. 14]

Xp Wp formula 14
Xp=Xp+Xx,=Xp+ 22

Wp 2

As described above, the 1image generation unit 113 cal-
culates coordinates of an upper left pixel d.- (X, y,) and a
lower right pixel d; (X5, vz) of the captured image, and
decides a range to be clipped of the captured image. By
displaying a display image clipped in this manner on the
display 15A, user B who 1s the communication partner looks
as 11 being actually present at the position where the display
15A 1s installed (the virtual standing position Pv), as 1llus-
trated in FI1G. 20.

Then, as illustrated 1n FIG. 5, 1t 1s determined whether or
not a face 1s within the decided display range 22 (step S133).

In the case where a face 1s not within the display range,
the mformation processing device 10A transmits, to the
information processing device 10B, guiding information for
guiding user B by sound, text, or the like 1n a manner that
the face falls within the display range 22 (step S136). That
1s, as a result of deciding the display range so as to display
the life-size subject 1n accordance with the size and 1nstal-
lation position of the display 15A, the partner’s face does not
tall within the display 15A 1n some cases, as illustrated on
the left side of FIG. 21, for example. In this case, the
information processing device 10A can notify the imaging
side that the face 1s not seen, and guide the subject to move
to an appropriate imaging position as illustrated on the right
side of FIG. 21.

Next, on the basis of guiding information, the information
processing device 10B performs display of a guiding mes-
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sage, or the like on the display 15B (step S139). The
information processing device 10A and the information
processing device 10B perform two-way communication,
and the camera 12 and the display 15 are installed 1n each
space; hence, the guiding message can be displayed on the
display 15B on the imaging side. Here, with reference to
FIGS. 22 and 23, an example of gmiding of the imaging side
according to the present embodiment 1s described. FIGS. 22
and 23 are diagrams for describing an example of guiding of
the 1imaging side according to the present embodiment.

As 1illustrated 1n the upper stage of FIG. 22, a guiding
message 31 such as “Your face 1s outside display area.
Please move down a little.” may be displayed on the display
15B on the imaging side, for example. On the display 15B
on the imaging side, a captured image of user A on the
partner side 1s displayed 1n real time by two-way commu-
nication. By the guiding message 31 being displayed on such
a screen, user B can move 1n a manner that his/her own face
enters a display area on the user A side. In addition, as
illustrated 1n the lower stage of the FIG. 22, an image 32 of
user B captured by the camera 12B on the imaging side may
be displayed 1n real time on the display 15B on the imaging
side, and a display area display 33 indicating an area
displayed on the partner side may be displayed superim-
posed on the image 32. Thus, a display area on the partner
side (user A side) can be visualized to guide user B.

In addition, as illustrated 1n the upper stage of FIG. 23, in
a portion that does not obstruct conversation, such as a
periphery of a screen, a frame 34 may be displayed for
notification, for example, i blue when user B 1s at an
appropriate position, and 1 red when user B 1s at an
iappropriate position. In addition, as illustrated 1n the lower
stage of FIG. 23, a method of guiding by sound 35 such as
“Your face 1s outside display area. Please move down a
little.”” 1s also possible. Note that instead of feedback by an
audio message, sound eflects or BGM diflerent between
when at an appropriate position and when at an mappropri-
ate position can be played for notification. For example,
sound may be made like “beeeeep” when entering an
appropriate range, and sound may be kept being made like
“beep, beep, beep” when 1n an 1nappropriate region.

Then, as 1llustrated 1n FIG. 5§, when 1t 1s determined that
a face 1s within the display range (Yes 1n step S133), the
image generation unit 113 of the information processing
device 10 determines whether or not an 1mage of the decided
display range 1s suflicient (step S136).

In the case where an 1mage of the display range 1s lacking
(No 1n step S136), the image generation unit 113 comple-
ments a lacking region (step S139). This 1s because as a
result of deciding an appropriate display range as described
above, a case may occur in which part of the display range
of the display 15A does not have image information. This
will be specifically described with reference to FIG. 24.

FIG. 24 1s a diagram for describing 1mage complemen-
tation. As illustrated on the left of FIG. 24, as a result of
adjusting a center position of the subject’s face 1n an 1mage
126 received from the partner side so as to perform life-size
display, a portion 36 lacking 1n 1image imnformation occurs 1n
some cases 1n a range 23 of display on the display 15A. For
example, 1n the case where the subject gets too close to the
camera, or the like, the lacking portion 36 may occur as
illustrated on the left of FIG. 24. In this case, the image
generation unit 113 complements 1image information of the
lacking portion as illustrated on the right of FIG. 24. A
method for generating a complementary image 37 i1s not
particularly limited, and 1t can be generated by prediction
from past 1mages and a current 1image, for example.
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Then, as illustrated 1n FIG. 5, the display control unit 114
displays an image of the decided display range on the
display 15A (step S142).

Note that 1n the case where a face 1s not included 1n the
received 1mage (No 1n step S118), or 1n the case where it 1s
determined not to be necessary to perform life-size display
(No 1n step S121), the display control umt 114 displays the
received 1mage as 1t 1s on the display 15A (step S142).

The operation processing of the information processing
device 10 according to the present embodiment has been
described. Note that in the example 1illustrated in FIG. 5,
one-way processing of transmitting a captured 1mage from
the information processing device 10B to the information
processing device 10A 1s described for convenience in
description; however, the communication system 1 accord-
ing to the present embodiment 1s capable of two-way
communication, and the processing described above may be
performed similarly between the information processing
devices 10 that are connected.

In addition, the above operation processing mainly
describes transmission of a captured image (video), but
audio information of the subject may also be transmitted
together.

4. Other Examples

<4-1. Superimposition on CG Space>>

In addition to the embodiment described above, the infor-
mation processing device 10 may clip a person portion from
a captured image, for example, and display the person
portion superimposed on a computer graphics (CG) space.
This will be described with reference to FIG. 25.

FIG. 25 1s a diagram for describing life-size display in a
CG space according to another example of the present
disclosure. As 1llustrated in FIG. 25, 1in the case where a CG
space 1s displayed on the display 15A, a person (subject) 24
clipped from a captured image received from a communi-
cation destination 1s displayed in life-size display on the
assumption that the person 24 1s standing at the same place
as a window 25 or a door 1n the CG space, for example.

Specifically, as 1n the embodiment described above, the
information processing device 10 acquires an actual height
of the person 24 from the ground to the face, from the
received image and camera information on the imaging side,
and life-size display 1s performed on the assumption that the
same place as the window 25 or the door 1n the CG space 1s
the virtual standing position Pv, as illustrated 1n FIG. 25.
<4-2. Delivery to Plurality of Locations>

In addition, as another example of the present disclosure,
the information processing device 10 can deliver video to a
plurality of locations (spaces). FIG. 26 1s a diagram for
describing delivery to a plurality of spaces.

As 1illustrated 1n FIG. 26, video 127 captured 1n space B,
for example, may be delivered to space A and space C by the
information processing device 10B. The display 15A 1n
space A and a display 15C 1n space B differ in physical size
and 1nstallation position as illustrated 1n FIG. 26, but pro-
cessing (decision of a display range, complementation of a
lacking 1image, etc.) of the video 127 1s performed by each
of the information processing devices 10A and 10C on the
reception side (see steps S118 to S142 i FIG. §); thus,
life-s1ze display can be performed appropriately 1 accor-
dance with environment on the reception side.

5. Hardware Configuration

The embodiment of the present disclosure has been
described. The processing performed by the information
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processing device 10 described above may be achieved by
operating cooperatively software and hardware of an infor-
mation processing device 100 (to be described later).

FIG. 27 1s an explanatory diagram 1llustrating a hardware
configuration of the information processing device 100
according to the present disclosure. As illustrated 1n FIG. 27,
the information processing device 100 includes a central
processing unit (CPU) 142, read only memory (ROM) 144,
random access memory (RAM) 146, a bridge 148, a bus 150,

an interface 152, an mput device 154, an output device 156,
a storage device 158, a drive 160, a connection port 162, and
a communication device 164.

The CPU 142 functions as an arithmetic processing
device and a control device to enable operation of the image
analysis unit 111, the calculation unit 112, the image gen-
ceration unit 113, the display control umt 114, and the
transmission control unit 115 of the information processing,
device 10 by operating cooperatively with various kinds of
programs. In addition, the CPU 142 may be a microproces-
sor. The ROM 144 stores programs, operation parameters, or

the like used by the CPU 142. The RAM 146 transiently

stores programs used when the CPU 142 i1s executed,
parameters that change as appropriate when the CPU 142 1s
executed, or the like. The ROM 144 and the RAM 146
implement part of the storage unit 17 1n the information
processing system. The CPU 142, the ROM 144, and the
RAM 146 are connected to each other through an internal
bus including a CPU bus and the like.

The mput device 154 1ncludes an mput means to which
the user inputs information such as the camera 12 and the
microphone 13 of the information processing device 10, a
mouse, a keyboard, a touchscreen, a button, a switch, and a
lever, an mput control circuit that generates an mput signal
on the basis of imaging by a camera or the user input and
outputs the generated mput signal to the CPU 142, and the
like. By operating the mput device 154, the user of the
information processing device 100 can mnput various kinds
of data into the information processing device 100 and
instruct the information processing device 100 to perform a
processing operation.

The output device 156, for example, performs output from
a device such as a liquid crystal display (LCD) device, an
organic light emitting diode (OLED) device, or a lamp, as an
example of the display 15 of the information processing
device 10. In addition, the output device 156 performs audio

output from a speaker, a headphone, or the like, as an
example of the speaker 16 of the information processing
device 10.

The storage device 138 i1s a data storage device. The
storage device 158 may include a storage medium, a record-
ing device that records data on the storage medium, a
reading device that reads data from the storage medium, a
deletion device that deletes data recorded on the storage
medium, and the like. The storage device 158 stores various
kinds of data or a program to be executed by the CPU 142.

The drive 160 1s a reader/writer for a storage medium, and
1s 1incorporated 1n or externally attached to the information
processing device 100. The drive 160 reads information
recorded 1n a removable storage medium that 1s mounted,
such as a magnetic disk, an optical disc, a magneto-optical
disk, or semiconductor memory, and outputs the information
to the RAM 144. The drive 160 1s also capable of writing
information to the removable storage medium.

The connection port 162 1s, for example, a bus used to
connect to an mmformation processing device or peripheral
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equipment outside the information processing device 100. In
addition, the connection port 162 may be a universal serial
bus (USB).

The communication device 164 1s, for example, a com-
munication interface implemented by communication equip-
ment for connection with a network, as an example of the
communication unit 14 of the information processing device
10. In addition, the communication device 164 may be a
device supporting infrared communication, a communica-
tion device supporting a wireless local area network (LAN),
a communication device supporting long term evolution
(LTE), or a wired communication device that performs
wired communication.

6. Conclusion

As described above, the communication system 1 accord-
ing to the embodiment of the present disclosure can give a
sense of realism as if a partner connected 1n video commu-
nication 1s present in one’s sight.

Specifically, 1n capturing video, camera information
(camera specs and installation position information) 1s trans-
mitted to the partner side. On the reception side, a physical
s1ze and installation position information of a display are
grasped 1n advance, an actual distance of a person 1is
estimated from a size of the person’s face appearing 1n
received video, and a height of the person’s face from the
ground 1s calculated. Then, on the reception side, a display
position of the person’s face 1s adjusted assuming that a
position of the display installed on a wall or the like 1s a
virtual standing position, and video obtained by clipping an
appropriate range 1s subjected to enlargement, reduction,
complementation, or the like as needed, and displayed 1n
life-si1ze display.

The preferred embodiment(s) of the present disclosure
has/have been described above with reference to the accom-
panying drawings, whilst the present disclosure 1s not lim-
ited to the above examples. A person skilled in the art may
find various alterations and modifications within the scope
of the appended claims, and 1t should be understood that
they will naturally come under the technical scope of the
present disclosure.

For example, a computer program for causing hardware
such as a central processing unit (CPU), read only memory
(ROM), and random access memory (RAM) built in the
information processing device 10 or the processing server 30
described above to exhibit functions of the information
processing device 10 or the processing server 30 can also be
produced. Furthermore, a computer-readable storage
medium 1n which the computer program i1s stored i1s also
provided.

In addition, the display range 1s decided by calculating the
actual height of the face of the subject (communication
partner) from the ground from the received image in the
embodiment described above, but this 1s an example; 1n the
present embodiment, an actual height of a predetermined
body area of the subject from the ground may be calculated,
and the display range may be decided so as to perform
life-s1ze display.

Further, the eflects described in this specification are
merely illustrative or exemplified effects, and are not limi-
tative. That 1s, with or in the place of the above eflects, the
technology according to the present disclosure may achieve
other eflects that are clear to those skilled 1n the art from the
description of this specification.

Additionally, the present technology may also be config-
ured as below.
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(1)

An information processing device including;:

a communication unit configured to transmit and receive
an 1mage to and from a communication connection destina-
tion; and

a control unit configured to control a display range and a
position of the image, on the basis of a display size and
installation position mmformation of a display device that
displays the image, and distance information of a subject
appearing in the image that 1s acquired from the 1image.

(2)
The information processing device according to (1),

in which the installation position information includes
height information of the display device from a ground, and

the control unit calculates an actual height from the
ground to a face as the distance information of the subject,
and performs control so as to perform life-size display of the
subject, assuming that the subject 1s standing at substantially
a same position as the display device.

(3)

The information processing device according to (2), in
which 1n a case of assuming that the subject i1s standing at
substantially the same position as the display device, the
control unit decides the display range of the image 1n a
manner that the face of the subject 1s located at a same
position as the actual height.

(4)

The mformation processing device according to (2) or (3),
in which the control unit calculates the height from the
ground to the face of the subject, on the basis of a distance
from a camera at the communication connection destination
to the subject and spec information of the camera, the
distance being estimated on the basis of a size of the face
appearing in the image and an age of the subject.

()

The information processing device according to (4), in
which the control unit estimates the distance from the
camera to the subject on the basis of a relationship curve that
indicates a relationship between a size of a face appearing 1n
an 1mage and a distance from a camera to a face and diflers
depending on an age and/or a sex of the subject.

(6)

The information processing device according to (4), in
which the spec information of the camera includes angle-
of-view 1nformation 1 a direction perpendicular to the
ground and angle-of-view information in a direction per-
pendicular to the ground.

(7)

The information processing device according to (3), in
which 1n a case where the face 1s not within the decided
display range, the control unit performs control so as to
notily the communication connection destination that the
tace 1s outside the display range.

(8)
The information processing device according to (7), in
which the control unmit makes notification to gude the

communication connection destination in a manner that the
face enters the display range.

9)

The information processing device according to (3), in
which 1n a case where the decided display range includes a
portion lacking in image information, the control umit
complements an 1image of the lacking portion.
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(10)

An information processing method including, by a pro-
CEeSSOr:

transmitting and receiving an 1mage to and from a com-
munication connection destination; and

controlling a display range and a position of the image, on
the basis of a display size and installation position informa-
tion of a display device that displays the image, and distance
information of a subject appearing in the image that is
acquired from the image.

(11)

A program causing a computer to function as:

a communication unit configured to transmit and receive
an 1mage to and from a communication connection destina-
tion; and

a control unit configured to control a display range and a
position of the image, on the basis of a display size and
installation position mmformation of a display device that

displays the 1image, and distance information of a subject
appearing in the image that 1s acquired from the 1image.

REFERENCE SIGNS LIST

1 communication system
10 information processing device
11 control unit

12 camera

13 microphone

14 communication unit
15 display

16 speaker

17 storage unit

20 network

30 processing server

The mvention claimed 1s:
1. An information processing device, comprising:
communication circuitry configured to transmit and
receive an 1mage to and from a communication con-
nection destination; and
control circuitry configured to:
estimate a distance between a camera and a subject that
appears 1n the 1mage, wherein
the estimated distance 1s based on a relationship
between a size of a face of the subject and at least
one of an age or a sex of the subject, and
the camera 1s associated with the communication
connection destination;
calculate an actual height from a ground to the face of
the subject based on spec information of the camera
and the estimated distance from the camera to the
subject, wherein the spec information includes first
angle-of-view information of the camera 1n a direc-
tion horizontal to the ground and second angle-oi-
view 1nformation of the camera 1 a direction per-
pendicular to the ground; and
control a display range of the image and a position of
the 1image based on installation position information
of a display device that displays the 1image, a display
size of the display device, the calculated actual
height, and
the estimated distance of the subject.
2. The mformation processing device according to claim
1, wherein
the 1nstallation position information includes height infor-
mation of the display device from the ground,
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the control circuitry 1s further configured to
control execution of a life-size display of the subject
based on a standing position of the subject, and
the standing position 1s a same position as a position of the
display device.

3. The information processing device according to claim
2, wherein

the control circuitry 1s further configured to determine the

display range of the image based on the standing

position of the subject and the face of the subject,
the face of the subject 1s at the actual height, and
the standing position 1s the same position as the position
of the display device.

4. The information processing device according to claim
2, wherein the control circuitry 1s further configured to

estimate the distance based on the size of the face and the

age ol the subject.

5. The information processing device according to claim
4, wherein the distance between the camera and the subject
1s based on at least one of the age or the sex of the subject.

6. The information processing device according to claim
3, wherein based on the face 1s outside the determined
display range, the control circuitry 1s further configured to
notily the communication connection destination that the
face of the subject 1s outside the determined display range.

7. The information processing device according to claim
6, wherein

the control circuitry 1s further configured to output the

notification to guide the communication connection
destination 1n a manner that the face enters the deter-
mined display range.

8. The information processing device according to claim
3, wherein based on the determined display range includes
a portion that lacks in image information, the control cir-
cuitry 1s further configured to control complement of the
image mnformation of the portion.

9. An information processing method, comprising:

transmitting and receiving an image to and from a com-

munication connection destination:

estimating a distance between a camera and a subject that

appears 1n the 1mage, wherein

the estimated distance 1s based on a relationship
between a si1ze of a face of the subject and at least one
of an age or a sex of the subject, and

the camera 1s associated with the communication con-
nection destination:

10

15

20

25

30

35

40

45

20

calculating an actual height from a ground to the face of
the subject based on spec information of the camera
and the estimated distance from the camera to the
subject, wherein the spec information includes first
angle-of-view information of the camera 1n a direction
horizontal to the ground and second angle-of-view
information of the camera 1n a direction perpendicular
to the ground; and

controlling a display range of the image and a position of

the 1mage based on installation position information of
a display device that displays the image, a display size
of the display device, the calculated actual height, and
the estimated distance of the subject.

10. A non-transitory computer-readable medium having
stored thereon, computer-executable instructions which,
when executed by a processor, cause the processor to
execute operations, the operations comprising:

transmitting and receiving an 1mage to and from a com-

munication connection destination;

estimating a distance between a camera and a subject that

appears 1n the 1image, wherein

the estimated distance 1s based on a relationship
between a size of a face of the subject and at least one
of an age or a sex of the subject, and

the camera 1s associated with the communication con-
nection destination;

calculating an actual height from a ground to the face of

the subject based on spec information of the camera
and the estimated distance from the camera to the
subject, wherein the spec information includes first
angle-of-view information of the camera 1n a direction
horizontal to the ground and second angle-of-view
information of the camera 1n a direction perpendicular
to the ground; and

controlling a display range of the image and a position of

the 1mage based on installation position information of
a display device that displays the image, a display size
of the display device, the calculated actual height, and
the estimated distance of the subject.

11. The information processing device according to claim
1, wherein the spec information further includes a first
number of pixels of the 1image 1n a direction horizontal to the
ground and a second number of pixels of the image n a
direction perpendicular to the ground.
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