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METHODS, SYSTEMS, AND COMPUTER
READABLE MEDIA FOR ACTIVELY

DISCOVERING AND TRACKING
ADDRESSES ASSOCIATED WITH 5G AND
NON-5G SERVICE ENDPOINTS

TECHNICAL FIELD

The subject matter described herein relates to discovering,
address information associated with service endpoints 1n a
telecommunications network. More particularly, the subject
matter described herein relates to methods, systems, and
computer readable media for actively discovering and track-
ing addresses associated with 5G and non-5G service end-
points.

BACKGROUND

In telecommunications networks, a service endpoint 1s an
address on a network node that uniquely 1dentifies an entity
that provides service to service consumers. The service
endpoint can include an Internet protocol (IP) address or a
combination of IP address and transport layer port number,
which 1s also referred to as an IP endpoint.

In 5G telecommunications networks, the network node
that provides service 1s referred to as a producer network
function (NF). A network node that consumes services 1s
referred to as a consumer NF. A network function can be
both a producer NF and a consumer NF depending on
whether 1t 1s consuming or providing service.

A given producer NF may have many service endpoints.
Producer NFs register with a network function repository
function (NRF). The NRF maintains an NF profile of
available NF 1nstances and their supported services. Con-
sumer NFs can subscribe to receive information about
producer NF instances that have registered with the NRF.

In addition to consumer NFs, another type of network
node that can subscribe to receive mformation about NF
service instances 1s a service communications proxy (SCP).
The SCP subscribes with the NRF and obtains reachability
and service profile information regarding producer NF ser-
vice mstances. Consumer NFs connect to the service com-
munications proxy, and the service communications proxy
load balances tratlic among producer NF service instances
that provide the required service or directly routes the trathic
to the destined producer NF.

One problem with the existing 3GPP service architecture
1s that a consumer NF or an SCP may have imsuilicient
information to load balance traflic among service endpoints
exposed by a producer NF service instance. In one scenario,
a producer NF may only register its FQDN at the NF service
level without individually registering domain names, IP
addresses, or IP endpoints of producer NF services. In
another scenario, a producer NF may only register 1its FQDN
at the NF 1nstance level without individually registering IP
addresses or IP endpoints of services or FQDNs at the NF
service level.

In e1ther of these scenarios, the consumer NF or SCP must
obtain the IP addresses or IP endpoints associated with the
service endpoints to contact the individual service end-
points. In general, IP addresses or IP endpoints correspond-
ing to domain names can be determined using the domain
name system (DNS). In the 5G network architecture
described above, service consumers need to be notified of
service endpoint IP addresses whenever an NF registers or
updates its profile. Another scenario 1n which the consumer

NF or SCP needs to be updated with the IP addresses or 1P
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endpoints of the service 1s when the IP addresses or IP
endpoints change without a corresponding NF profile or
service update. Even though IP addresses or IP endpoints are
discoverable through DNS, there 1s no automated process
for notitying service consumers when an IP address or IP
endpoint associated with a service changes.

Accordingly, there exists a need for methods, systems,
and computer readable for actively discovering and tracking
addresses associated with 3G and non-3G service endpoints.

SUMMARY

A method for discovering and tracking addresses associ-
ated with producer network function (NF) service endpoints
includes receiving a first domain name system (DNS) reso-
lution request from a requesting node. The method further
includes querying a DNS server using a fully qualified
domain name (FQDN) extracted from the first DNS resolu-
tion request. The method further includes receiving a first
response from the DNS server, the first response including

an address associated with a producer NF service endpoint
associated with the FQDN. The method further includes

storing the address associated with the producer NF service
endpoint 1n a database. The method further includes com-
municating the address associated with the producer NF
service to the requesting node. The method further includes
monitoring the FQDN for changes in address associated
with the FQDN. The method further includes notifying the
requesting node of the changes 1n address associated with
the FQDN.

According to an aspect of the subject matter described
herein, receiving the first DNS resolution request includes
receiving the first DNS resolution request from a service
communications proxy (SCP).

According to another aspect of the subject matter
described herein, receiving the first DNS resolution request
includes receiving the first DNS resolution request from a
consumer NF or a non-3G service consumer.

According to yet another aspect of the subject matter
described herein, recerving the first DNS resolution request
includes receiving the first DNS resolution request at a
representational state transfer (REST) server interface pro-
vided by a DNS discoverer micro-service.

According to yet another aspect of the subject matter
described herein, querying the DNS server includes query-
ing the DNS server from a DNS discoverer micro-service
separate from the consumer NF or SCP and the DNS server.
In this context, “separate from”™ means that the DNS dis-
coverer micro-service 1s implemented on a computing plat-
form separate from a consumer NF or SCP that needs to
resolve a domain name and also separate from a computing
platform that hosts the DNS server. In an alternate imple-
mentation, the DNS discoverer micro-service may be imple-
mented on the same computing platform as a consumer NF
or an SCP.

According to yet another aspect of the subject matter
described herein, storing the address associated with the
producer NF service comprises storing the address in a
database local to the DNS discoverer micro-service along
with the time to live of each address recerved from the DNS
Server.

According to yet another aspect of the subject matter
described herein, for every address received from the DNS
server along with a time to live value when stored 1n a record
in the database, a timer 1s started for the time period received
in time to live field.
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According to yet another aspect of the subject matter
described herein, monitoring the FQDN comprises: detect-
ing expiration of a record storing the address associated with
the producer NF service in the database; in response to
detecting expiration of the record, querying the DNS server
using the FQDN; recerving a second response from the DNS
server; comparing an address 1n the second response to the
address stored 1n the record 1n the database; and determining
that a change 1n address associated with the FQDN has
occurred 1n response to the address in the second response
being different from the address stored in the record in the
database.

According to yet another aspect of the subject matter
described herein, the address associated with the producer
NF service instance comprises an Internet protocol (IP)
address or an IP endpoint.

According to yet another aspect of the subject matter
described herein, monitoring the FQDN for changes address
includes continually monitoring the FQDN for changes in
address until stopped in response to a message from the
requesting node to cease monitoring the FQDN.

According to yet another aspect of the subject matter
described herein, the message from the requesting node to
cease monitoring the FQDN comprises a second DNS
resolution request including a DELETE method type, and, in
response, ceasing monitoring the FQDN.

According to yet another aspect of the subject matter
described herein, the DNS discoverer micro-service includes
a representational state transfer (REST) server interface to
cease the momtoring of FQDN from the requesting node.

According to yet another aspect of the subject matter
described herein, a system for discovering and tracking
producer network function (NF) service endpoints, com-
prises a computing plattorm including at least one processor.
The system further includes a domain name system (DNS)
discover micro-service located on the computing platform
and implemented by the at least one processor for receiving
a first domain name system (DNS) resolution request, que-
rying a DNS server using a fully qualified domain name
(FQDN) extracted from the first DNS resolution request,
receiving a first response from the DNS server, the first
response including an address associated a producer NF
service endpoint associated with the FQDN, storing the
address associated with the producer NF service endpoint 1in
a database, communicating the address associated with the
producer NF service endpoint to the requesting node, moni-
toring the FQDN for changes 1n address associated with the
FQDN, and notilying the requesting node of the changes 1n
address associated with the FQDN.

According to yet another aspect of the subject matter
described herein, the DNS discoverer micro-service 1S con-
figured to receive the first DNS resolution request from a
service communications proxy (SCP).

According to yet another aspect of the subject matter
described herein, the DNS discoverer micro-service 1s con-
figured to the first DNS resolution request from a consumer
NF or a non-3G service consumer.

According to yet another aspect of the subject matter
described herein, the DNS discoverer micro-service includes
a representational state transfer (REST) server interface for
receiving the first DNS resolution request from the request-
ing node.

According to yet another aspect of the subject matter
described herein, the computing platform and the DNS
discoverer micro-service are separate ifrom the requesting
node and the DNS server.
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According to yet another aspect of the subject matter
described herein, the database 1s local to the DNS discoverer
micro-service.

According to yet another aspect of the subject matter
described herein, the DNS discoverer micro-service includes
a DNS records change discoverer for performing the moni-
toring of the FQDN by: detecting expiration of a record
storing the address associated with the producer NF service
endpoint 1n the database; 1n response to detecting expiration
of the record, querying the DNS server using the FQDN;
receiving a second response from the DNS server; and
comparing an address in the second response to the address
stored 1n the record 1n the database; determining that a
change 1n address associated with the FQDN has occurred 1n
response to the address in the second response being difler-
ent from the address or stored in the record 1n the database.

According to yet another aspect of the subject matter
described herein, the address associated with the producer
NF service endpoint comprises an Internet protocol (IP)
address or an IP endpoint.

According to yet another aspect of the subject matter
described herein, the DNS record change discoverer is
configured to continually monitor the FQDN {for changes
address associated with the FQDN until stopped in response
to a message from the requesting node to cease monitoring
the FQDN.

According to yet another aspect of the subject matter
described herein, a non-transitory computer readable
medium having stored thereon executable instructions that
when executed by a processor ol a computer control the
computer to perform steps 1s provided. The steps include
receiving a first domain name system (DNS) resolution
request from a requesting node. The steps include querying
a DNS server using a fully qualified domain name (FQDN)
extracted from the first DNS resolution request. The steps
further include receiving a first response from the DNS
server, the response including an address associated with a
producer NF service endpoint associated with the FQDN.
The steps further include storing the address associated with
the producer NF service endpoint 1n a database. The steps
further include communicating the address associated with
the producer NF service endpoint to the requesting node.
The steps further include monitoring the FQDN for changes
in address associated with the FQDN. The steps further
include notifying the requesting node of the changes in
address associated with the FQDN.

The subject matter described herein may be implemented
in hardware, software, firmware, or any combination
thereof. As such, the terms “function” “node” or “module™
as used herein refer to hardware, which may also include
soltware and/or firmware components, for implementing the
feature being described. In one exemplary implementation,
the subject matter described herein may be implemented
using a computer readable medium having stored thereon
computer executable instructions that when executed by the
processor of a computer control the computer to perform
steps. Exemplary computer readable media suitable for
implementing the subject matter described herein include
non-transitory computer-readable media, such as disk
memory devices, chip memory devices, programmable logic
devices, and application specific integrated circuits. In addi-
tion, a computer readable medium that implements the
subject matter described herein may be located on a single
device or computing platform or may be distributed across

multiple devices or computing platforms.

BRIEF DESCRIPTION OF THE DRAWINGS

The subject matter described herein will now be explained
with reference to the accompanying drawings of which:
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FIG. 1 1s a network diagram 1llustrating an exemplary 3G
network architecture;

FI1G. 2 1s a network diagram 1llustrating load balancing by
a service communications proxy among 5G producer NF

0
DETAILED DESCRIPTION

The subject matter described herein relates to methods,
systems, and computer readable media for discovering and

Service 1nstances {and.serwce endpoints exposed by the 5G 5 gctively tracking address information associated with 5G
producer NF SCIVICC 1n§tances% _ _ and non-3G service endpoints. FIG. 1 1s a block diagram
.FIG. 3 1S‘anetwork diagram 1llustrating a DNS dlSCOVBI:E:I‘ illustrating an exemplary 5G system network architecture.
micro-service that enables a consumer NF or SCP 1o dis- e architecture in FIG. 1 includes NRF 100 and SCP 101,
cover add(rless. II]'fOI'IIlEl'[IOD associated with producer NE which may be located 1n the same home public land mobile
service endpoints, . . . ' network (HPLMN). As described above, NRF 100 may

FIG. 4 1s a call flow diagram illustrating exemplary Lo . .

. .. . . maintain profiles of available producer NF service instances
messaging for obtaining address information for producer . .
NF service endpoints using a DNS discoverer micro-service; and their supported services and allow consumer NFs or
P 2 ] : : : :

FIG. 5 is a call flow diagram illustrating a DNS change SCPs to subscribe to and be m.:rtlﬁ‘ed of the registration of
monitor and control flow using the DNS discoverer micro- 15 new/updated prod}lcer NF SCLVILE 1nstance§. SCP 101 may
service: also support service discovery and selection ol producer

FIG. 6 1s a call flow diagram illustrating a stop DNS call NFs. In‘addltlon, SCP 101 may perform load balancing ot
flow using a DNS discoverer micro-service; connections between consumer and producer NFs.

FIG. 7 1s a block diagram illustrating a network node NRF 100 1s a repository for NI profiles. In order to
implementing a DNS discoverer micro-service; and >0 communicate with a producer NF, a consumer NF or an SCP

FI1G. 8 1s a flow chart illustrating an exemplary process for must obtain the NF profile from NRF 100. The NF profile 1s
discovering and monitoring address imnformation associated a JSON data structure defined in 3GPP TS 29.510. Table 1
with 5G and non-5G service endpoints using the DNS shown below illustrates attributes of the NF profile as
discoverer micro-service. defined in 3GPP TS 29.510.

TABLE 1
NF Profile Definition

Attribute name Data type P Cardinality Description

niflnstanceld Nilnstanceld M Unique 1dentity of the NF Instance.

nfType NFType M Type of Network Function

nfStatus NFStatus M 1 Status of the NI Instance (NOTE 3)

heartBeatTimer integer C 0.1 Time in seconds expected between
2 consecutive heart-beat messages
from an NF Instance to the NRF.
It may be included in the registration
request. When present 1n the request
it shall contain the heartbeat time
proposed by the NF service
COINISLUTICT,
It shall be included 1n responses
virom NRF to registration requests
(PUT) or in NF profile updates (PUT
or PATCH). If the proposed heartbeat
time 1s acceptable by the NRF based
on the local configuration, it shall
use the same value as in the
registration request; otherwise the
NRF shall override the value using a
preconfigured value.

plmnList array(Plmnld) C 1.N PLMN(s) of the Network Function
(NOTE 7).
This IE shall be present 11 this
information 1s available for the NF.
If not provided, PLMN ID(s) of the
PLMN of the NRF are assumed for
the NF.

sNssais array(Snssai) O 1.N S-NSSAIs of the Network Function.
If not provided, the NI can serve any
S-NSSAL
When present this IE represents the
list of S-NSSAIs supported in all the
PLMNs listed in the plmnList IE.

perPlmnSnssaillist  array(PlmnSnssai) O 1..N This IE may be included when the

list of S-NSSAIs supported by the

NF for each PLMN i1t 1s supporting 1s
different. When present, this IE shall
include the S-NSSAIs supported by
the Network Function for each PLMN
supported by the Network Function.

When present, this IE shall override
sNssais [E. (NOTE 9)
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NF Profile Definition

Attribute name

nsil.ist

Fqdn

interPlmnFqdn

ipv4 Addresses
ipvbAddresses

allowedPlmns

allowedNfTypes

allowedNtDomains

allowedNssais

Data type

array(string)

Fqdn

Fqdn

array(Ipv4 Addr)

array(Ipvo Addr)

array(Plmnld)

array(NFType)

array(string)

array(Snssait)

P

O

C

C

Cardinality Description

1..N

0..1

0.1

1..N

1..N

1..N

1..N

1..N

1..N

NSI identities of the Network
Function.

If not provided, the NF can serve any
NSL

FQDN of the Network Function
(NOTE 1) (NOTE 2). For AMF, the
FQDN registered with the NRF shall
be that of the AMF Name (see 3GPP
TS 23.003 [12] clause 28.3.2.5).

If the NT needs to be discoverable
by other NIs in a different PLMN,
then an FQDN that 1s used for inter-
PLMN routing as specified in 3GPP
TS 23.003 [12] shall be registered
with the NRF (NOTE R).

A change of this attribute shall result
in triggering a
“NF_PROFILE_CHANGED”
notification from NRF towards
subscribing NI's located in a different
PLMN, but the new value shall be
notified as a change of the “fqdn”
attribute.

IPv4 address(es) of the Network
Function (NOTE 1) (NOTE 2)

[Pv6 address(es) of the Network
Function (NOTE 1) (NOTE 2)
PLMNs allowed to access the NF
instance.

If not provided, any PLMN 1s allowed
to access the NF.

A change of this attribute shall not
trigger a “NF_PROFILE_CHANGED”
notification from NRF, and this
attribute shall not be included 1n
profile change notifications to
subscribed NFs.

Type of the NFs allowed to access
the NI instance.

If not provided, any NF type 1s
allowed to access the NF.

A change of this attribute shall not
trigger a “NF_PROFILE_CHANGED”
notification from NRF, and this
attribute shall not be included 1n
profile change notifications to
subscribed NFs.

Pattern (regular expression

according to the ECMA-262 dialect

[8]) representing the NI domain
names allowed to access the NF
instance.

If not provided, any NF domain 1s
allowed to access the NF.

A change of this attribute shall not
trigger a “NF_PROFILE_ CHANGED”
notification from NRF, and this
attribute shall not be included 1n
profile change notifications to
subscribed NFs.

S-NSSAI of the allowed slices to
access the NF instance.

If not provided, any slice is allowed
to access the NF.

A change of this attribute shall not
trigger a “NF_PROFILE_CHANGED”
notification from NRF, and this
attribute shall not be included in

profile change notifications to
subscribed NFs.
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TABLE 1-continued

NF Profile Definition

Attribute name

Priority

Capacity

[.oad

Locality

udrlnfo
udm Info
ausiInfo
amilnfo

smilnfo

upilnfo

pcilnfo

bstInfo
chilnfo
nrilnfo

custom Info

recoverylime

Data type

integer

integer

integer

string

Udrlnfo
Udm Info
AustInfo
Amflnfo
Smilnfo
Upilnio
Pcilnfo
BsiInfo
Chilnfo

Nrilnfo
object

DateTime

niServicePersistence boolean

niServices

nfProfileChanges
Supportlnd

P

O

© O000O0 O

O

array(NEFService) O

boolean

Cardinality Description

0..1

e

—
-

1..N

0..1

Priority (relative to other NFs of the
same type) in the range of 0-65335,
to be used for NF selection; lower
values indicate a higher priority. If
priority i1s also present in the
niServicelList parameters, those will
have precedence over this value.
(NOTE 4).

The NRF may overwrite the received
priority value when exposing an

NFProfile with the Nnrf. NFDiscovery

service.

Static capacity information in the
range of 0-63535, expressed as a
welght relative to other NF instances
of the same type; if capacity 1s also
present in the nfServicelList
parameters, those will have
precedence over this value.

(NOTE 4).

Dynamic load information, ranged
from O to 100, indicates the current
load percentage of the NFT.

Operator defined mmformation about
the location of the NF instance (e.g.
geographic location, data center)
(NOTE 3)

Specific data for the UDR (ranges of
SUPL, group ID . . . )

Specific data for the UDM (ranges of
SUPL, group ID . . . )

Specific data for the AUSE (ranges
of SUPIL, group ID...)

Specific data for the AMFEF (AMFE Set
), .. .)

Specific data for the SMF (DNN’s,
N

Specific data for the UPF (S-NSSAL
DNN, SMF serving area, interface
—

Specific data for the PCFE

Specific data for the BSE

Specific data for the CHF

Specific data for the NRF

Specific data for custom Network
Functions

Timestamp when the NI was
(re)started (NOTE 35) (NOTE 6)

If present, and set to true, it indicates
that the different service immstances of
a same NI Service 1n this NF
instance, supporting a same API
version, are capable to persist their
resource state in shared storage and
therefore these resources are
available after a new NI service
instance supporting the same API
version is selected by a NI Service

Consumer (see 3GPP TS 23.527 [27]).

Otherwise, 1t indicates that the NF
Service Instances of a same NF
Service are not capable to share
resource state inside the NF
Instance.

List of NF Service Instances. It shall
include the services produced by the
NF that can be discovered by other
NFs, 1f any.

NF Profile Changes Support
Indicator.

See Annex B.

This IE may be present in the
NFRegister or NFUpdate (NF Profile
Complete Replacement) request and

shall be absent 1n the response.
true: the NI Service Consumer

10
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TABLE 1-continued

NF Profile Definition

Attribute name Data type P Cardinality Description

supports recerving NI Profile
Changes in the response.
false (default): the NF Service
Consumer does not support
receiving NI Profile Changes in the
response.
Write-Only: true
NF Profile Changes Indicator.
See Annex B.
This IE shall be absent in the
request to the NRF and may be
included by the NRF in NFRegister
or NFUpdate (NF Profile Complete
Replacement) response.
true: the NF Profile contains NF
Profile changes.
false (default): complete NF Profile.
Read-Only: true
defaultNotification  array(DefaultN O 1.N Notification endpoints for different
Subscriptions otificationSubs notification types.

cription) (NOTE 10)

nfProfileChangesInd boolean O 0.1

NOTE 1

At least one of the addressing parameters (fqdn, ipvdaddress or ipvbadress) shall be included in the NF Profile. If
the NF supports the NE services with “https” URI scheme (1.¢ use of TLS 1s mandatory), then the FQDN shall be
provided 1n the NE Profile or the NF Service profile (see clause 6.1.6.2.3). See NOTE 1 of Table 6.1.6.2.3-1 for the
use of these parameters. If multiple 1pv4 addresses and/or 1pv6 addresses are included in the NE Profile, the NF
Service Consumer of the discovery service shall select one of these addresses randomly, unless operator defined local
policy of IP address selection, in order to avoid overload for a specific 1pv4 address and/or 1pv6 address.

NOTE 2
If the type of Network Function 1s UPE, the addressing information 1s for the UPEF N4 interface.
NOTE 3

A requester NF may use this information to select a NF instance (e.g. a NF instance preferably located in the same
data center).

NOTE 4

The capacity and priority parameters, 1f present, are used for NF selection and load balancing. The priority and

capacity attributes shall be used for NI selection in the same way that priority and weight are used for server selection
as defined in IETF RFC 2782 [23].
NOTE 35

The NREF shall notify NEs subscribed to receiving notifications of changes of the NF profile, 1f the NF recoveryTime
or the nfStatus 1s changed. See clause 6.2 of 3GPP TS 23.527 [27].
NOTE 6

A requester NF may consider that all the resources created in the NE before the NF recovery time have been lost.
This may be used to detect a restart of a NF and to trigger appropriate actions, €.g. release local resources. See clause

6.2 of 3GPP TS 23.527 [27].
NOTE 7

A NF may register multiple PLMN IDs in 1ts profile within a PLMN comprising multiple PLMN IDs. If so, all the
attributes of the NI Profile shall apply to each PLMN ID registered in the plmnlList. As an exception, attributes
including a PLMN ID, e.g. IMSI-based SUPI ranges, TAls and GUAMISs, are specific to one PLMN ID and the NF
may register in its profile multiple occurrences of such attributes for different PLMN IDs (e.g. the UDM may register
in 1ts profile SUPI ranges for different PLMN IDs).

NOTE &

Other NFs are 1n a different PLMN 1f they belong to none of the PLMN ID(s) configured for the PLMN of the NRF.
NOTE 9

This 15 for the use case where an NF (e.g. AME) supports multiple PLMNs and the slices supported in each PLMN
are different. See clause 9.2.6.2 of 3GPP TS 38413 [29].
NOTE 10

If notification endpoints are present both in the profile of the NF instance (NFProfile) and in some of its NF Services
(NFService) for a same notification type, the notification endpoint(s) of the NEF Services shall be used for this
notification type.
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As indicated i Table 1, the NF profile definition includes
at least one of an FQDN, an IP version 4 address or an IP
version 6 address. However, there 1s no requirement that the
NF profile include individual IP addresses or IP endpoints
associated with a producer NF service endpoint located on
the producer NF service instance.

In FIG. 1, any of the nodes (other than SCP 101 and NRF
101) can be either consumer NFs or producer NF's, depend-
ing on whether they are requesting or providing services. In
the illustrated example, the nodes include a policy control
tfunction (PCF) 102 that performs policy related operations
in a network, a user data management (UDM) function 104
that manages user data, and an application function (AF) 106
that provides application services. The nodes 1llustrated in
FIG. 1 further include a session management function

(SMF) 108 that manages sessions between access and
mobility management function (AMF) 110 and PCF 102.

55
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AMF 110 performs mobility management operations similar
to those performed by a mobility management entity (MME)
in 4G networks. An authentication server function (AUSE)
112 performs authentication services for user equipment
(UEs), such as UE 114, seeking access to the network.

A network slice selection function (NSSF) 116 provides
network slicing services for devices seeking to access spe-
cific network capabilities and characteristics associated with
a network slice. A network exposure function (NEF) 118
provides application programming interfaces (APIs) for
application functions seeking to obtain information about
Internet of things (loT) devices and other UEs attached to the

network. NEF 118 performs similar functions to the service

capability exposure function (SCEF) 1n 4G networks.
A radio access network (RAN) 120 connects UE 114 to
the network via a wireless link. Radio access network 120

may be accessed using a g-Node B (gNB) (not shown in
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FIG. 1) or other wireless access point. A user plane function
(UPF) 122 can support various proxy functionality for user
plane services. One example of such proxy functionality 1s
multipath transmission control protocol (MPTCP) proxy
functionality. UPF 122 may also support performance mea-
surement functionality, which may be used by UE 114 to
obtain network performance measurements. Also 1llustrated
in FIG. 1 1s a data network (DN) 124 through which UEs
access data network services, such as Internet services.

Address information associated with service endpoints
resident on any of the NFs illustrated 1n FIG. 1 that provide
services can be tracked using the DNS discoverer micro-
service described herein. In addition, non-5G service end-
points that provide services under given FQDN may be
discovered and tracked by the DNS discover micro-service
described herein. Thus, the term “producer NF service
endpoint” as used herein i1s mtended to refer to a service
endpoint present on any of the 5G or non-3G service
provider nodes. Non-3G service provider nodes include 3G,
4G, or subsequent generation (post-5G) counterpart and
non-3GPP service provider nodes.

As stated above, producer NFs register their NF profiles
with the NRF. Consumer NFs can discover producer NFs
that have registered to provide a specific service by obtain-
ing the NF profiles from the NRF. Consumer NFs can
communicate directly with NF service producer NFs. Alter-
natively, consumer NFs can communicate indirectly with
producer NFs via the SCP. In the direct communications
mode, the consumer NF performs discovery of the target
producer NF either by local configuration or via the NRF.
The consumer NF then communicates directly with the
target service producer NF. In indirect communications
mode, the consumer NF sends service request messages to
the SCP, and the SCP may perform service discovery and
selection of a producer NF on behalf of a consumer NF. In
either the direct or indirect communications mode, the DNS
discoverer micro-service described herein may recetve DNS
resolution request from the consumer NF or from the SCP,
query a DNS server on behalf of the consumer NF or SCP,
communicate the address information associated with pro-
ducer NF service endpoints to the consumer NF or SCP, and
continually monitor the FQDN received in the DNS reso-
lution request for changes 1n address associated with the
FQDN.

One problem that occurs 1n the architecture 1llustrated in
FIG. 1 1s that the service communication proxy or consumer
NF may have msuilicient information to load balance among,
service endpoints resident on producer NF service instances.
FIG. 2 illustrates this problem. Referring to FIG. 2, service
communications proxy 101 resides between 3G consumer
NFs 200 and 202 and 3G producer NFs 204 and 206. 5G
producer NF 204 includes producer NF service endpoints
204A and 204B. 5G producer NF service instance 206
includes producer NF service endpoints 206A and 206B.

In operation, consumer NFs 200 and 202 connect to
service communications proxy 101, and service communi-
cations proxy 101 load balances trailic among the producer
NF service endpoints. Service communications proxy 101
determines producer NF service endpoints for load balanc-
ing from the above-described NF profile and NF service
contents that producer NFs 204 and 206 have registered with
NRF 100. However, as indicated above, because registering,
the address information associated with the individual ser-
vice endpoints 1s not required, the load balancing performed
by SCP 101 may not evenly balance a load among service
endpoints.
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As 1ndicated above, 1n one scenario, a producer NF
service stance may only register a fully qualified domain
name at the NF service level. In another scenario, no IP
endpoints and no fully qualified domain name may be
registered at the NF service level and only the fully qualified
domain name may be registered at the NF instance level. In
cither of these scenarios, the service communications proxy
lacks suilicient information for adequate load balancing.

The service communications proxy may determine the IP

endpoints of service instances directly by the NF service or
NF service mnstance through DNS-SRV records. In another
example, the IP addresses may be exposed by the NF service
or NF service mstance through DNS A/AAAA records and
ports are taken as SCP configuration.

The addresses of producer NF service endpoints need to
be known to the SCP when any NF registers or updates a
registration. The addresses of producer NF service endpoints
also need to be known when the IP addresses or IP endpoints
change without any NF profile or NF service updates. The
SCP needs to track these changes for continued routing and
load balancing purposes. The DNS discoverer micro-service

described herein discovers addresses of producer NF service
endpoints and monitors FQDNs for changes in address
associated with the FQDN.

As 1ndicated above, the DNS discoverer (DNS-D) micro-
service solves at least some of the problems associated with
discovery and tracking of service endpoints. The DNS
discoverer micro-service queries DNS servers to obtain
address information for producer NF service endpoints and
provides that information to an SCP or consumer NF. FIG.
3 1s a network diagram 1llustrating a network architecture
that includes the DNS discoverer micro-service. Referring to
FIG. 3, DNS discoverer micro-service 300 may be 1imple-
mented on a computing platform separate from or the same
as SCP micro-services or consumer NF 302. DNS discoverer
micro-service 300 includes a DNS discoverer DNS client
304 that interfaces with external DNS servers 306. DNS
discoverer micro-service 300 also includes a database
adapter 308 that maintains NF service endpoint information
in a persistent database 310. DNS discoverer micro-service
300 includes a DNS discoverer server interface 312 that
exposes the DNS discoverer micro-service to SCP micro-
services or consumer NF 302 or non-35G service consumers.
In the illustrated example, server interface 312 1s a repre-
sentational state transfer (REST) interface that interfaces
with a REST client 314 provided by SCP micro-service 302.
DNS discoverer micro-service 300 further includes a DNS
discoverer REST client 316 that interfaces with a server
interface 318 of SCP micro-services or consumer NF 302,

DNS discoverer micro-service 300 can be used to resolve
the challenge(s) identified above. In one example, DNS
discoverer micro-service 300 may expose a REST/HTTP
interface to listen for DNS resolution/Monitoring requests
from an SCP or any other service consumer(s). Consumer(s)
send DNS requests as HI'TP POST messages with callback
umiform resource indicators (URIs) where DNS responses
are expected. Being an asynchronous service, DNS discov-
erer micro-service 300 sends back a 201 created message
indicating a request 1s accepted. DNS discoverer micro-
service 300 quernies external DNS servers with the requested
FQDN. After getting successiul DNS resolution from these
external DNS servers, DNS discoverer micro-service 300
sends a DNS response to the callback URI received 1n a
DNS resolution request as an HI'TP PUT request. DNS
discoverer micro-service 300 caches/stores the DNS query
responses from external DNS server(s) and the times to live
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(TTLs) (recetved 1n the responses from the DNS servers) to
enable DNS change monitoring (discussed below).

DNS discoverer micro-service 300 continually monitors
(until stopped) all the requested FQDNs for the TTLs
received 1 DNS query responses. DNS responses from
external DNS servers are matched at every iteration with
stored responses. Diflerences are indicated to the consumers
in the callback URI as an HT'TP PUT request. Consumer(s)
may opt to stop monitoring by sendmg an HT'TP DELETE
request message to DNS discover micro-service 300.

FIG. 4 1s a call flow diagram illustrating DNS request
servicing performed by DNS discoverer micro-service 300.
The DNS discoverer micro-service 300 includes the com-
ponents 1llustrated in and described above with regard to
FIG. 3. In addition to the components illustrated 1n FIG. 3,
DNS discoverer micro-service 300 includes a DNS records
change discoverer 400 that monitors requested fully quali-
fled domain names for the time to live values received 1n
DNS query responses, re-queries DNS servers 306 when
TTLs have expired, and communicates changes 1n resolved
IP addresses or IP endpoints to consumer NFs, SCPs, or
non-5G service consumers.

Referring to the call flow 1 FIG. 4, 1n line 1, a DNS
consumer, such as SCP micro-services or consumer NF 302,
sends a DNS resolution request to server interface of DNS
discoverer micro-service 300. The DNS resolution request
includes the FQDN to be resolved, the DNS query type,
where the query type indicates an IP address or an IP
endpoint, a cookie i1dentifier, and a callback URI for DNS
responses and updates sent on DNS discoverer REST client
316 to the querying DNS consumer.

In line 2 of the call flow diagram, DNS discoverer server
interface 312 sends a response indicating that the request has
been received and accepted.

In line 3 of the call flow diagram, DNS client component
304 of DNS discoverer micro-service 300 sends a query to
external DNS servers 306 to resolve the fully qualified
domain name 1n the DNS resolution request.

In line 4 of the call flow diagram, DNS servers 306
respond to DNS client 304 with a response to the DNS
query. The response may include one or more IP addresses
or IP endpoints that reside on a producer NF service instance
corresponding to the FQDN 1n the DNS query.

In line 5 of the call flow diagram, DNS client component
304 communicates the IP address or IP endpoint information
to DNS discoverer database adapter 308 and DNS discov-
erer database adapter 308 forwards the response to persistent
database 310. The response includes the fully qualified
domain name from the DNS resolution request, the resolved
IP address (or IP addresses and ports depending on the type
of response), and expiration time, which 1s the lowest T'TL
value of all of the TTL wvalues of DNS resource records
received 1n the query response.

In line 6, DNS discoverer database adapter 308 sends a
message to DNS discoverer REST client 316 indicating that
the database record has been created, and DNS discoverer
client 316 sends the DNS response to SCP micro-services or
consumer NF 302. The DNS response 1s sent on the callback
URI recerved 1n the request. In line 7, SCP micro-services or
consumer NF 302 sends a 200 OK response to DNS dis-
coverer REST client 316.

DNS records change discoverer 400 detects changes in
resolved IP addresses or IP endpoints corresponding to a
monitored FQDN. DNS records change discoverer 400 may
periodically fetch all DNS records from storage and identify
any records where the TTLs received in the DNS query
responses have lapsed. For each record where the TTL has
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lapsed, DNS records change discoverer 400 may re-query
the external DNS servers to determine any changes. If any
changes have occurred, no further action 1s required. I a
change has occurred, DNS records change discoverer 400
may notily consumer NFs or SCPs that are subscribed to the
given service through a REST/HTTP PUT request on the
call back URI received in the original DNS request. FIG. 5
1s a call flow diagram illustrating a DNS change monitoring
call flow. Referring to FIG. 5, in line 1, DNS records change
discoverer 400 calculates the current timestamp. In line 2,
DNS records change discoverer 400 queries persistent data-
base 310 for all records that have a TTL or expiry time that
has lapsed. In line 3 of the call flow diagram, persistent
database 310 returns DNS records with lapsed call flows to
DNS records change discoverer 400.

In line 4 of the call flow diagram, DNS records change
discoverer 400 notifies DNS discoverer client 304 of each
FQDN for which the TTL has lapsed. In line 5, DNS
discoverer client 304 queries external DNS servers 306 for
cach FQDN for which the TTL has lapsed. In line 6 of the
call flow diagram, DNS discoverer DNS client 304 receives
a DNS query response for each FQDN queried 1n line 5. In
line 7, DNS discoverer DNS client 304 notifies DNS records
change discoverer of the IP addresses or IP endpoints
received 1n the responses 1 line 6. DNS records change
discoverer 400 determines whether the IP addresses or IP
endpoints recerved match the stored data for each FQDN. If
the IP addresses or IP endpoints match, no further action 1s
required on the part of DNS record change discoverer 400.
However, i1 the IP addresses or IP endpoints do not match,
in line 8, DNS records change discoverer 400 communicates
the changed IP addresses or IP endpoints to DNS discoverer
REST client 316. DNS discoverer REST client 316 informs
SCP micro-services or consumer NF 302 of the change 1 IP
addresses or IP endpoints using an HT'TP put request on the
call back URI recerved 1n the original request. In line 9 of
the call flow diagram, DNS SCP micro-services or consumer
NF 302 acknowledge receipt of the DNS responses 1n line 8.

Another operation performed by DNS discoverer micro-
service 300 1s to stop DNS monitoring, for example, when
a consumer NF or SCP notifies DNS discoverer micro-
service 300 that the consumer NF or SCP desires to stop
monitoring a given FQDN. FIG. 6 1llustrates such a call
flow. Referring to the call flow 1n FIG. 6, in line 1, SCP
micro-services or consumer NF 302 sends a DNS resolution
request with the FQDN to be resolved but specitying the
delete method to stop DNS monitoring for the FQDN. In line
2 of the call tlow diagram, DNS discoverer server interface
312 responds to the client indicating that the request has
been accepted. In line 3 of the call flow diagram, DNS
discoverer server interface 312 notifies DNS discoverer
database adapter 308 that the consumer desires to cease
monitoring the FQDN. DNS discoverer database adapter
308 sends a message to persistent database 310 to remove or
update the record from persistent database 310 correspond-
ing to the FQDN and notification URL specified i the
original DNS resolution request. The message 1n line 3 will
stop the DNS records change discoverer 400 from re-
querying DNS servers 306 for the FQDN {for this particular
consumer.

FIG. 7 1s a block diagram illustrating an exemplary
architecture for a computing platform including DNS dis-
coverer micro-service 300. Referring to FIG. 7, computing
plattorm 700 includes at least one processor 702 and a
memory 704. DNS discoverer micro-service 300 may be
implemented by executable instructions embodied 1n
memory 704. In the illustrated example, DNS discoverer




US 11,082,393 B2

17

micro-service 300 includes DNS discoverer server interface
312, DNS discoverer DNS client 304, DNS discoverer

REST client 316, DNS discoverer database adapter 308, and
DNS records change discoverer 400. Persistent database 310
may also reside in computing platform 700 for storing the IP
addresses or IP endpoints for resolved FQDNS.

FIG. 8 1s a flow chart illustrating an exemplary process for
actively discovering and tracking address information asso-
ciated with 5G and non-5G service endpoints. Referring to
FIG. 8, 1 step 800, a DNS resolution request 1s received
from a requesting node. For example, DNS discoverer
micro-service 300 may recetve a DNS resolution request
with an FQDN from a DNS discoverer consumer, such as an
SCP a consumer NF, or a non-5G service consumetr.

In step 802, a DNS server 1s queried using the FQDN 1n
the DNS resolution request. For example, DNS discoverer
micro-service 300 may query external DNS servers 306
using an FQDN 1n a DNS request received from a DNS
discoverer consumer.

In step 804, a DNS response 1s recerved from the DNS
server and, 1n step 806, the addresses of producer NF service
endpoints are stored 1n the DNS discoverer database (1.e., 1n
persistent database 310). For example, DNS discoverer
micro-service 300 may receive DNS responses from DNS
servers 306 and store the IP addresses or IP endpoints
associated with producer NF service endpoints in database
310. In one example, the DNS resolution request from DNS
discoverer micro-service 300 may be a DNS-A resolution
request, and DNS servers 306 may return an IPv4 address or
addresses corresponding to a service endpoint or endpoints
associated with the FQDN. In another example, the DNS
resolution request may be a DNS-AAAA request, and DNS
servers 306 may return an IPv6 address or addresses corre-
sponding to a service endpoint or endpoints associated with
the FQDN. In yet another example, the DNS resolution
request may be a DNS-SRV request, and DNS servers may
return an IP address(es) and port number(s) corresponding to
a service endpoint or endpoints associated with the FQDN.

In step 808, a DNS response 1s sent to the requesting node.
For example, DNS discoverer micro-service 300 may send
a response to the requesting node including addresses asso-
ciated with producer NF service endpoints received 1n the
DNS response from DNS servers 306.

In step 810, FQDNs 1n the DNS discoverer database are
monitored for changes in address. For example, DNS
records change discoverer 400 may, for each FQDN whose
TTL has expired in database 310, query external DNS
servers 306 to determine any IP address or IP endpoint
changes.

In step 812, the requesting node 1s notified of any changes
in IP address or IP endpoint associated with the FQDN. For
example, DNS records change discoverer 400 may notily
SCP micro-services or consumer NF 302 of any detected
changes 1n IP address(es) or IP endpoints associated with an
FQDN for which SCP micro-services or consumer NE 302
has queried DNS discoverer micro-service 300

Thus, the subject matter described herein includes a DNS
discoverer micro-service that discovers IP addresses or 1P
endpoints associated with producer NF service endpoints
and monitors FQDNs for changes 1n such addresses. One
advantage of such a service 1s the fact that consumer NFs
and SCPs are not required to discover or actively monitor
producer NFs for changes 1in IP addresses or IP endpoints
associated with a service. The consumer NF or SCP 1s only
required to learn the FQDN of a service and communicate
the FQDN to the DNS discoverer micro-service. In addition,
because the DNS discoverer micro-service actively monitors
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FQDNs for changes i IP address or IP endpoint, load
balancing by nodes, such as SCPs and consumer NFs, will
be more evenly distributed among producer NF service
endpoints.

It will be understood that various details of the presently
disclosed subject matter may be changed without departing
from the scope of the presently disclosed subject matter.
Furthermore, the foregoing description is for the purpose of
illustration only, and not for the purpose of limitation.

What 1s claimed 1s:

1. A method for discovering and tracking addresses asso-
ciated with producer network function (NF) service end-
points, the method comprising;

receiving a first domain name system (DNS) resolution

request from a requesting node;

querying a DNS server using a fully qualified domain

name (FQDN) extracted from the first DNS resolution
request;
recerving a first response from the DNS server, the first
response including an address associated with a pro-
ducer NF service endpoint associated with the FQDN;

storing the address associated with the producer NF
service endpoint in a database;

communicating the address associated with the producer

NF service endpoint to the requesting node;

monitoring the FQDN for changes in address associated

with the FQDN, wherein monitoring the FQDN com-

prises:

detecting expiration of a record storing the address or
associated with the producer NF service endpoint in
the database;

in response to detecting expiration of the record, que-
rying the DNS server using the FQDN;

receiving a second response from the DNS server;

comparing an address in the second response to the
address associated with the FQDN stored in the
record 1n the database:; and

determining that a change address associated with the
FQDN has occurred 1n response to the address in the
second response being different from the address
associated with the FQDN stored 1n the record 1n the
database; and

notifying the requesting node of the changes 1n address

associated with the FQDN.

2. The method of claim 1 wherein receiving the first DNS
resolution request from a requesting node includes receiving
the first DNS resolution request from a service communi-
cations proxy (SCP).

3. The method of claim 1 wherein receiving the first DNS
resolution request from a requesting node includes receiving
the first DNS resolution request from a consumer NF or a
non-5G service consumetr.

4. The method of claim 1 wherein receiving the first DNS
resolution request mclude receiving the first DNS resolution
request at a representational state transier (REST) server
interface provided by a DNS discoverer micro-service.

5. The method of claam 1 wherein querying the DNS
server includes querying the DNS server from a DNS
discoverer micro-service separate from the requesting node
and the DNS server.

6. The method of claim 4 wherein storing the address
associated with the producer NF service comprises storing
the address in a database local to the DNS discoverer
micro-service.

7. The method of claim 1 wherein the address associated
with the producer NF service endpoint comprises an Internet
protocol (IP) address or an IP endpoint.
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8. The method of claim 1 wherein monitoring the FQDN
for changes 1n address includes continually momitoring the
FQDN ifor changes 1n address until stopped 1n response to a
message from the requesting node to cease monitoring the
FQDN.

9. The method of claim 8 wherein the message from the
requesting node to cease monitoring the FQDN comprises a

[ 1

second DNS resolution request including a DELETE
method type, and, 1n response, ceasing monitoring the
FQDN.

10. A system for discovering and tracking addresses
associated with producer network function (NF) service
endpoints, the system comprising:

a computing platform including at least one processor and

a non-transitory computer readable medium for storing
instructions executable by the at least one processor;
and

a domain name system (DNS) discover micro-service

located on the computing platform and comprising
computer-executable instructions stored in the non-
transitory computer readable medium and executable
by the at least one processor for receiving a first domain
name system (DNS) resolution request from a request-

ing node, querying a DNS server using a fully qualified
domain name (FQDN) extracted from the first DNS
resolution request, receiving a {irst response from the
DNS server, the first response including an address
associated with a producer NF service endpoint asso-
ciated with the FQDN, storing the address associated
with the producer NF service endpoint 1n a database,
communicating the address associated with the pro-
ducer NF service endpoint to the requesting node,
monitoring the FQDN for changes 1n address associ-
ated with the FQDN, and notifying the requesting node
of the changes 1n address associated with the FQDN,
wherein the DNS discoverer micro-service includes a
DNS records change discoverer for performing the
monitoring of the FQDN by:

detecting expiration of a record storing the address asso-
ciated with the producer NF service endpoint in the
database:

in response to detecting expiration of the record, querying,
the DNS server using the FQDN;

receiving a second response from the DNS server;

comparing an address in the second response to the
address associated with the producer NF service end-
point stored in the record in the database; and

determining that a change 1n address associated with the
FQDN has occurred 1n response to the address in the
second response being different from the address asso-
ciated with the producer NF service endpoint stored 1n
the record 1n the database.

11. The system of claim 10 wherein the DNS discoverer

micro-service 1s configured to receive the first DNS resolu-
tion request from a service communications proxy (SCP).
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12. The system of claim 10 wherein the DNS discoverer
micro-service 1s configured to the first DNS resolution
request from a consumer NF or a non-3G service consumer.

13. The system of claim 10 wherein the DNS discoverer
micro-service 1includes a representational state transier
(REST) server interface for receiving the first DNS resolu-
tion request from the requesting node.

14. The system of claim 10 wherein the computing
platform and the DNS discoverer micro-service are separate
from the requesting node and the DNS server.

15. The system of claim 14 wherein the database 1s local
to the DNS discoverer micro-service.

16. The system of claim 10 wherein the address associated
with the producer NF service endpoint comprises an Internet

protocol (IP) address or an IP endpoint.

17. The system of claim 10 wherein the DNS record
change discoverer 1s configured to continually monitor the
FQDN for changes 1n address until stopped 1n response to a
message from the requesting node to cease monitoring the
FQDN.

18. A non-transitory computer readable medium having
stored thereon executable mstructions that when executed by
a processor of a computer control the computer to perform
steps comprising:

receiving a first domain name system (DNS) resolution

request from a requesting node;

querying a DNS server using a fully qualified domain

name (FQDN) extracted from the first DNS resolution
request;

recerving a first response from the DNS server, the

response including an address associated with a pro-
ducer network function (NF) service endpoint associ-
ated with the FQDN;

storing the address associated with the producer NF

service endpoint 1n a database;

communicating the address associated with the producer

NF service endpoint to the requesting node;

monitoring the FQDN for changes in address associated

with the FQDN, wherein monitoring the FQDN com-

Prises:

detecting expiration of a record storing the address or
associated with the producer NF service endpoint in
the database;

in response to detecting expiration of the record, que-
rying the DNS server using the FQDN;

receiving a second response from the DNS server;

comparing an address in the second response to the
address associated with the FQDN stored in the
record 1n the database:; and

determiming that a change address associated with the

FQDN has occurred in response to the address in the
second response being different from the address asso-
ciated with the FQDN stored in the record in the
database; and

notitying the requesting node of the changes 1n address

associated with the FQDN.
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