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Profile Switching Example
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FIG. 7B

Care Mode Exampie
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: user profile 1610
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corresponding to first device 1612

Perform natural language processing to audio data to
determine NLU data 1614

Determine one or more user profiles for which first user
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Determine command corresponding o NLU data 1618
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041
obeinlg

G6L1

S{}0.d]
uoiuboosy Jasn i

US 11,070,644 Bl

€Ll
. HIY

_ Ovil
buissadoid Yooadg

Sheet 20 of 25

szl
(s)widsAs IS

Jul. 20, 2021

elil

aoLy ¥ . .
901AR(] - OPIY

Wauodwon

uonoRBa
DIOMBNEAA

U.S. Patent
\



US 11,070,644 B1

Sheet 21 of 25

Jul. 20, 2021

U.S. Patent

eeggg)

U2988L  qeogg)

- UoOIX8T |
| LIDISAG _”__xm__

£481
obeiolg

(1IN

7/81
(s)eseg
abpsjmou

31 'Ol

jeziubooeY

9J0LLISY]



Ovii
101B1415943I0

Ge61
Emvﬁ_:mmgz

US 11,070,644 Bl

0.6}
uoiniosay Ajjju3
__________ e —
eiep islf 1seqg-u
1921ub008I-SS01D)

Sheet 22 of 25

2561
J8iiid 1018 Wb

G061

SISaYlodAY HSY

0561

Jul. 20, 2021

Duiunid

OP6l
_ 212D
| 1Sij1s8q-u -OQR 19
| 1oziubooai V-£981 V Joz1uboosy
L -ssoin g-€981 g Jeziubooey

D~£981 O 19z1ubooay
0941 NIN

ol Ol

U.S. Patent



US 11,070,644 Bl

< 8107 90USpYUOD 9102
= uoniubooay puiuiesl |
© 0602 - . m
~ 21eQ
= uoiiuboossey | AR
z s _ Ol}oWOoIg
9

GG/ L uoiiuboooy Jasn
y—
S
g
— -
3 0C¢ 9Ol
-

U.S. Patent




801 ¢
@@N.._.O“—m i q

US 11,070,644 Bl

1748194
{$)408882044
/ {(S)Jsfjonuod

Sheet 24 of 25

|, ele - 4/ ” bl SOORLIOU]
mm @_mcocaéoﬁ .mq_»moo\_

Jul. 20, 2021

«

__ mm@

viic sng~

6L
(S)MIoMmIeN

U.S. Patent



US 11,070,644 Bl

Sheet 25 of 25

~ 661

Jul. 20, 2021

U.S. Patent

\_(ShiiomiaN _

0¢<e
abreiolg

| / (s)iajjonu0)

c0cCc¢

____________ g S8oe LB

VAT O/}

bzzz sng-

GZ1/0Z1 (S)weisAg



US 11,070,644 B1

1

RESOURCE GROUPED ARCHITECTURE
FOR PROFILE SWITCHING

BACKGROUND

With the advancement of technology, the use and popu-
larity of electronic devices has increased considerably. Elec-
tronic devices are commonly used to capture and send audio
data and/or perform actions corresponding to mput com-
mands.

BRIEF DESCRIPTION OF DRAWINGS

For a more complete understanding of the present disclo-
sure, reference 1s now made to the following description
taken 1n conjunction with the accompanying drawings.

FIG. 1 1s a conceptual diagram illustrating a system
configured to enable profile switching using resource
grouped architecture.

FIG. 2 illustrates an example of resource management
using a resource group.

FIG. 3 illustrates an example of resource management
using resource groups.

FIGS. 4A-4C 1illustrate examples of profile switching,
account switching, and care mode resource groups.

FIG. § illustrates an example of a care giver performing,
profile switching.

FIG. 6 illustrates examples of resource groups enabling a
care giver to perform profile switching.

FIGS. 7TA-7B 1illustrate examples of resource groups asso-
ciated with profile switching.

FIG. 8 1llustrates an example of resource grouped archi-
tecture using a resource group as a resource boundary.

FIG. 9 1llustrates an example of resource grouped archi-
tecture using a resource group as a wrapper.

FIG. 10 1llustrates an example of resource grouped archi-
tecture using a virtual resource group.

FIG. 11 illustrates a communication diagram to enable
account switching for voice commands using context data.

FIG. 12 illustrates a communication diagram to enable
account switching for voice commands using event data.

FI1G. 13 illustrates a communication diagram for process-
ing a voice command and 1dentifying an output profile with
which to perform an action.

FIG. 14 illustrates a communication diagram for gener-
ating a graphical interface representing a dashboard in
response to a voice command.

FIGS. 15A-15B 1illustrate examples of a graphical inter-
face representing a dashboard.

FIG. 16 1s a flowchart representing an example method for
processing a voice command and identifying an output
profile with which to perform an action.

FIG. 17 1s a conceptual diagram of components of the
system.

FIG. 18 1s a conceptual diagram of how natural language
processing 1s performed.

FIG. 19 1s a conceptual diagram of how natural language
processing 1s performed.

FIG. 20 1s a schematic diagram of an illustrative archi-
tecture 1n which sensor data 1s combined to recognize one or
more users.

FIG. 21 1s a block diagram conceptually illustrating

example components of a device.
FIG. 22 1s a block diagram conceptually illustrating

example components of a system.

DETAILED DESCRIPTION

Electronic devices are commonly used to interact with a
user by capturing audio data and/or other iput data to
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determine input commands. These mput commands can
correspond to direct commands (e.g., input using a graphical
user interface) or natural language inputs (e.g., spoken
inputs and/or typed inputs) associated with a user profile. A
device or system may cause an action associated with the
user profile to be performed in response to these input
commands.

To 1mprove a user experience, the present disclosure
improves such systems by providing a mechanism for profile
switching (e.g., switching between user profiles within the
same user account) and/or performing additional function-
ality such as account switching (e.g., switching between
different user accounts) using resource grouped architecture
(e.g., container based architecture). For example, the system
may group multiple applications and/or features (e.g., com-
ponents of an application that provide certain functionality)
together and associate them with a resource group. A
resource group 1s a container that includes a set of resources
that are shared between a plurality of features and are
essential for the plurality of features to execute logic. For
example, the resources within a resource group may corre-
spond to a variety of different components, data, state,
and/or other mformation for the plurality of features asso-
ciated with the resource group. Thus, each of the plurality of
features 1n a resource group may use the same set of
resources, which enables the system to update the resources
for multiple features at a time.

Updating the resources for multiple features at a time
reduces a complexity of resource management. In addition,
the system may maintain multiple resource groups simulta-
neously, enabling the system to update resource group(s)
corresponding to individual user profile(s) and/or user
account(s). Instead of refreshing and/or resetting the
resources when switching user profiles and/or user accounts,
the system 1dentifies profile level features that are affected
by profile switching and/or account level features aflfected
by account switching and associate the aflected features with
a new resource group.

To 1llustrate an example, the system may perform profile/
account switching by moving feature(s) from a first resource
group to a second resource group. For example, the system
may maintain a first resource group for a first user profile
and a second resource group for a second user profile. To
perform profile switching between the first user profile and
the second user profile, the system can associate profile level
features (e.g., features that perform a task differently
depending on an active user profile) with the second
resource group instead of the first resource group. Similarly,
the system may maintain a third resource group for a first
user account and a fourth resource group for a second user
account. To perform account switching between the first user
account and the second user account, the system can asso-
ciate account level features (e.g., features that will perform
a task identically for all user profiles associated with an
active user account, but differently depending on an active
user account) with the fourth resource group instead of the
third resource group.

Using these resource groups, the system enables a single
user to control and/or monitor multiple user profiles and/or
user accounts without signing out of an application. For
example, the system may enable a {irst user to mput com-
mands on behalf of the first user or a second user. As each
user profile/account corresponds to an individual resource
group, the system can associate some features with a first
user account and other features with a second user account.
Thus, the first user may continue to receirve notifications,
communications, and/or the like associated with the first




US 11,070,644 B1

3

account while performing actions on behalf of the second
user using the second user account.

FIG. 1 1llustrates an example of a system 100 configured
to enable profile switching using resource grouped architec-
ture. Although the figures and discussion of the present
disclosure 1llustrate certain steps 1n a particular order, the
steps described may be performed 1n a diflerent order (as
well as certain steps removed or added) without departing,
from the present disclosure. As shown 1n FIG. 1, the system
100 may include one or more devices (110a/1105) local to
a first user 5a, along with a device 110c¢ local to a second
user 5b6. In some examples, the system 100 may also include
a natural language processing (NLP) remote system 120 and
one or more skill system(s) 125. As illustrated 1n FIG. 1, the
one or more devices (110a/11056/110¢), the remote system
120, and the skill system(s) 125 may communicate across
one or more networks 199.

In some examples, the first user 5a may be in proximity
to the second user 3b. For example, the first user 5a may
share an environment with the second user 56. However, the
disclosure 1s not limited thereto, and in other examples the
first user 5a may be at a location that 1s difl

crent from the
second user 3b without departing from the disclosure.

FIG. 1 includes a process tflow illustrating how the device
110a may perform profile switching to enable the first user
5a to mput commands using a first user profile associated
with the first user 5q and/or a second user profile associated
with the second user 55. As described 1n greater detail below
with regard to FIG. 17, 1n some examples the remote system
120 may be configured to perform natural language process-
ing (NLP) to determine actions responsive to input coms-
mands recerved from the first user Sa without departing from
the disclosure. For example, the remote system 120 may
process audio data received from the first device 110q and/or
the second device 1106 to determine an action to perfonn
that 1s responsive to a voice command represented 1n the
audio data. However, the disclosure 1s not limited thereto
and the remote system 120 may receirve mput commands
using any techniques known to one of skill in the art without
departing from the disclosure.

To 1mprove profile switching (e.g., switching between
user profiles within the same user account) and/or provide
additional functionality such as account switching (e.g.,
switching between different user accounts), the system 100
may be configured using resource grouped architecture (e.g.,
container based architecture). For example, the system 100
may generate multiple resource groups, with an individual
resource group associated with a single instance of the
resources. As used herein, a resource group may refer to a
container (e.g., user space instance), which may be a sand-
box composed of resources that are essential for applications
and/or features associated with the resource group to execute
logic. For example, the resources within a resource group
may provide data, state, and/or other information for the
applications/features associated with the resource group.
Thus, multiple applications/features may be associated with
a single resource group (e.g., multiple applications/features
may run in one resource group) and share the same set of
resources. For example, a first resource group may be
associated with a first plurality of applications/features and
may include a token resource with which the applications/
features may construct a network request. Thus, all of the
first plurality of applications/features associated with the
first resource group may use the same token in a network
request header.

Using this resource grouped architecture, the system 100
may simplity the process of refreshing and/or resetting the
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resources when switching a user profile and/or user account.
Instead of requiring that each of the applications/features
individually manage the resources and/or requiring that all
ol the resources be reset/refreshed each time the device 110
switches a user profile and/or user account, the resource
grouped architecture enables the system 100 to manage the
resources for multiple applications/features associated with
a single resource group. For example, the system 100 may
identify a first plurality of applications/features that are
associated with a first user profile and associate the first
plurality of applications/features with a first resource group,
which includes a first set of resources corresponding to the
first user profile. It the first user Sa switches to a second user
profile, the system 100 may associate the first plurality of
applications/features with a second resource group, which
includes a second set of resources corresponding to the
second user profile. Thus, the resource grouped architecture
cnables the system 100 to separately track multiple instances
of the resources, such that the system 100 does not reset/
reifresh the resources each time profile switching and/or
account switching occurs. Instead, the system 100 may
update each individual resource group and change an asso-
ciation between the applications/features and the resource
grouped on the current user profile and/or user account
selected by the first user 3a.

While the system 100 may generate multiple resource
groups, and multiple applications/features may be associated
with a single resource group, each application/feature 1s only
associated with a single resource group at a time. For
example, a first application/feature may be associated with
a first resource group corresponding to a first user profile. If
the first user Sa switches from the first user profile to a
second user profile, the system 100 may change the asso-
ciation for the first application/feature such that 1t 1s now
associated with a second resource group corresponding to
the second user profile. Thus, while the first application/
feature 1s only associated with a single resource group at a
time, the first application/feature may switch between mul-
tiple resource groups over a period of time without departing
from the disclosure.

By associating the resources with resource groups, the
device 110 may simplify the process of resetting and/or
refreshing the resources and/or may reduce the frequency
with which the resources need to be reset and/or refreshed
without departing from the disclosure. In some examples,
the system 100 may reset, refresh, and/or update resources
for multiple applications/features by resetting, refreshing,
and/or updating a single resource group. Thus, the resource
grouped architecture reduces a complexity associated with
updating the resources during profile switching, account
switching, and/or the like. Additionally or alternatively, the
system 100 may reduce a frequency with which the
resources are reireshed and/or reset using the resource
grouped architecture. For example, the system 100 may
update first resources (e.g., a first instance of the resources)
associated with a first user profile in a first resource group
and may update second resources (e.g., a second 1nstance of
the resources) associated with a second user profile 1n a
second resource group. When the device 110 performs
profile switching to switch from the first user profile to the
second user profile, the device 110 does not reset the
resources but instead switches 1mpacted applications/fea-
tures from the first resource group to the second resource
group.

As described in greater detail below with regard to FIG.
4C-6, account switching may enable additional functionality
to 1improve a user experience, which may be referred to as
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activating a care mode. For example, activating the care
mode enables the first user 5a (e.g., a care giver) associated
with a first user account to log 1n using a second user account
associated with the second user 36 (e.g., care recipient). This
cnables the first user 5a¢ to input commands or perform
actions on behalf of the second user 56 without requiring
that the first user 5a sign out of the first user account.

To 1llustrate an example, the first user 3a may be associ-
ated with a first user profile and a first user account, while
the second user 556 may be associated with a second user
profile and a second user account. When care mode 1s not
active, the first device 110a may perform all actions using
the first user profile and the first user account associated with
the first user Sa. For example, the first device 110a may
process mput commands using a first resource group asso-
ciated with the first user profile or a second resource group
associated with the first user account (e.g., common to
multiple user profiles of the first user account).

When care more 1s active, the first device 110a may
perform some actions using the first user profile and/or the
first user account, but may also perform other actions using
the second user profile and/or the second user account
associated with the second user 5b5. For example, the first
device 110a may process some mput commands using the
first resource group or the second resource group associated
with the first user 5a, but may process other input commands
using a third resource group associated with the second user
profile or a fourth resource group associated with the second
user account (e.g., common to multiple user profiles of the
second user account). Thus, care mode enables the first user
5a to easily switch between the first user profile/first user
account and the second user profile/second user account to
enable the first user 5a to control the second user profile/
second user account for the second user 3b.

As 1llustrated 1n FIG. 1, the first device 110a may initial-
1ze (130) first resource group(s) for a first user account. For
example, the first device 110a may associate the first user
account and/or a first user profile corresponding to the first
user account with the first resource group(s). The first device
110a may receive (132) first input data instructing the first
device 110a to associate with a second user account. For
example, the first device 110a may receive an input com-
mand activating care mode to enable the first user 5a to
control the second user account associated with the second
user 3b. In response to the first input data, the first device
110a may mitialize (134) second resource group(s) for the
second user account. For example, the first device 110a may
associate the second user account and/or a second user
profile corresponding to the second user account with the
second resource group(s).

In some examples, the first device 110a may mitialize a
first resource group for the first user profile, a second
resource group lor the first user account, a third resource
group for the second user profile, and a fourth resource
group for the second user account. However, the disclosure
1s not limited thereto and 1n other examples the first device
110a may mnitialize a first resource group for the first user
profile/account and a second resource group for the second
user proiile/account without departing from the disclosure.

The first device 110a may receive (136) second 1nput data
representing a first command, may process (138) the second
input data to determine the first command, and may deter-
mine (140) that the first command 1s to be executed using the
second user account. For example, the first device 110a may
receive a first mnput command from the first user 5a on a
graphical user interface of the first device 110a and may
process the first input command to determine a first action to
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perform. However, the disclosure 1s not limited thereto, and
in some examples the first device 110aq may recerve a natural
language mmput or other mput command without departing
from the disclosure. As described in greater detail below, the
first device 110a may perform natural language processing
on the natural language mput and/or may send the natural
language mput to the remote system 120 for natural lan-
guage processing without departing from the disclosure.

The first device 110a may determine that the first com-
mand 1s to be executed using the second user account using
multiple techniques without departing from the disclosure.
In some examples, the first input command may explicitly
indicate the second user account. For example, the first
device 110a may receive the first input command using the
GUI and the first user 5a may select the second user account
while generating the first input command. Additionally or
alternatively, the natural language input may mention the
second user account as part of a voice command. However,
the disclosure 1s not limited thereto, and 1n other examples
the first device 110q may infer that the first command 1s to
be executed using the second user account based on the type
of command, the action to perform, a named entity repre-
sented 1n the command, a user history or previous com-
mands, and/or the like. For example, a natural language
input may request that a specific entity (e.g., light bulb or
other device) be turned on and the first device 110a may
determine that the second user account includes the specific
entity but that the first user account does not.

The first device 110a may determine (142) that the second
user account grants permission(s) to the first user account.
For example, the first device 110a may verily that the first
user account 1s granted permission(s) to control the second
user account, such as the second user 554 1s authorized 1n a
care giver/care receiver relationship.

After verifying that the first user account has the appro-
priate permission(s), the first device 110a may perform
(144) a first action using the second resource group(s) and
the second user account. For example, the first device 110a
may cause the first command to be executed by first device
1104, the third device 110c¢, the remote system 120, and/or
any device associated with the second user account as
though the second user 34 1ssued the first command. Causing
the first command to be executed may correspond to one of
the devices 110, the remote system 120, and/or other com-
ponents associated with the second user account performing
the first action responsive to the {first command. For
example, the first device 110a may turn on/ofl lights, check
the weather, modily device settings, account settings, and/or
the like for the second user account, although the disclosure
1s not limited thereto.

The first device 110a may receive (146) third input data
representing a second command, may process (148) the third
input data to determine the second command, and may
determine (150) that the second command 1s to be executed
using the first user account. For example, the first device
110a may receive a second input command from the first
user Sa on the graphical user interface of the first device
110a and may process the second mput command to deter-
mine a second action to perform. However, the disclosure 1s
not limited thereto, and in some examples the first device
110a may receive a natural language mmput or other input
command without departing from the disclosure.

As described above, the first device 110a may determine
that the second command 1s to be executed using the first
user account using multiple techniques without departing
from the disclosure. In some examples, the second nput
command may explicitly indicate the second user account.
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For example, the first device 110a may receive the second
input command using the GUI and the first user 5S¢ may
select the first user account while generating the second
input command. Additionally or alternatively, the natural
language mput may mention the first user account as part of
a second voice command. However, the disclosure 1s not
limited thereto, and 1n other examples the first device 110a
may infer that the second command 1s to be executed using,
the first user account based on the type of command, the
action to perform, a named entity represented in the second
command, a user history or previous commands, and/or the
like. For example, a natural language imnput may request that
a specific entity (e.g., light bulb or other device) be turned
on and the first device 110a may determine that the first user
account 1ncludes the specific entity but that the second user
account does not.

The first device 110a may perform (152) a second action
using the first resource group(s) and the first user account.
For example, the first device 110a may cause the second
command to be executed by first device 110q, the third
device 110c¢, the remote system 120, and/or any device
associated with the first user account as though the first user
5a 1ssued the first command. Causing the second command
to be executed may correspond to one of the devices 110, the
remote system 120, and/or other components associated
with the first user account performing the second action
responsive to the second command. For example, the first
device 110a may turn on/ofl lights, check the weather,
modily device settings, account settings, and/or the like for
the first user account, although the disclosure 1s not limited
thereto.

While FIG. 1 illustrates an example 1n which the first user
5a 1s granted permission(s) to perform actions on behalf of
a second user 5b (e.g., using the second user profile and/or
the second account), the disclosure 1s not limited thereto. In
some examples, the {first user 3a may be granted
permission(s) associated with a plurality of users without
departing from the disclosure, enabling the first user 5a to
perform actions on behalf of two or more user profiles and/or
user accounts without departing from the disclosure.

While the above description 1llustrates an example of the
first device 110a recerving a direct input command from the
first user 5a using a user mterface, such as a graphical user
interface (GUI), the disclosure 1s not limited thereto. Instead,
in some examples the remote system 120 may enable a voice
interface to process input commands that correspond to
natural language inputs. For example, a device 110 may
receive audio corresponding to a spoken natural language
input originating from the first user 3a. The device 110 may
generate audio data corresponding to the audio and may
send the audio data to the remote system 120. Alternatively,
the device 110 may receive a typed natural language input
from the first user 5a. The device 110 may generate text data
corresponding to the typed input and may send the text data
to the remote system 120.

In some examples, the device 110 may send the audio data
and/or the text data to the remote system 120 via a first
application that 1s installed on the device 110 and associated
with the remote system 120. An example of such an appli-
cation 1s the Amazon Alexa application that may be installed
on a smart phone, tablet, or the like.

In some examples, the remote system 120 may determine
that the natural language mput (e.g., audio data/text data)
corresponds to a command to begin a first skill. For example,
the natural language input may represent a command to
perform a first action using a first skill system 125 associated
with the first skill. For ease of illustration, the first skill and
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the first skill system 125 may be used interchangeably
without departing from the disclosure. For example, the first
skill may correspond to a skill associated with the first skill
system 125, which 1s a data receiving skill system separate
from the remote system 120. To perform the first action, the
remote system 120 may send a command to perform the first
action to the first skill system 125. In some examples, the
remote system 120 may determine that the first action
corresponds to event data associated with a smart home skill
system(s) 125. Thus, the remote system 120 may also send
a command to the smart home skill system(s) 125 to share
cvent data with the first skill system 125.

In some examples, the devices 110 and/or the remote
system 120 may perform an action by interacting with the
one or more skill system(s) 125. For example, each of the
one or more skill system(s) 125 may be associated with
specific functionality, such that the system 100 may 1dentily
a first skill system corresponding to the action and may send
an instruction to the first skill system to perform the action.
The one or more skill system(s) 125 may perform any
functionality known to one of skill in the art without
departing from the disclosure.

In some examples, a smart home skill system(s) 125 may
be configured to interact with one or more devices 110
associated with the second user profile. For example, the
smart home skill system(s) 125 may enable the first user 5a
to turn on and off smart light switches, smart plugs, and/or
the like, to receive temperature information and/or control a
thermostat, to monitor security cameras and/or receive event
data corresponding to a security system (e.g., data from
components of a security system such as cameras, door/
window sensors, etc. that are connected to a security system
coniigured to operate with components discussed herein), to
receive sensor data and/or event data from a plurality of
sensors, and/or the like. Thus, the first user 5 may monitor
the second user 36 and/or control a smart home environment
using the smart home skill system(s) 125 using techniques
known to one of skill 1n the art. In some examples, the smart
home skill system(s) 125 may monitor device state infor-
mation for each of the plurality of devices 110 associated
with the second user profile.

Some ol the other skill system(s) 125 may be configured
to perform additional functionality. For example, some of
the skill system(s) 125 may be configured to play games or
provide other entertainment for the user(s) 5. While not
illustrated 1n FI1G. 1, other skill system(s) 125 may perform
similar functionality to the smart home skill system(s) 125
without departing from the disclosure. For example, a secu-
rity skill system may momitor event data using techniques
described below with regard to the smart home skill
system(s) 125 without departing from the disclosure.

Examples of event data include a motion event (e.g., any
movement detected), a user motion event (e.g., an 1dentified
user 1s detected), a button press event (e.g., button receives
iput), audio detected event (e.g., audio exceeds a thresh-
old), speech detected event (e.g., audio exceeds a threshold
and corresponds to speech), a user speech event (e.g., speech
1s detected that corresponds to an identified user), a location
event (€.g., a location of an audio source 1s determined using
audio beamiforming, a location of an object 1s determined
using object recognition, and/or the like), an object detected
event (e.g., object 1s detected 1n 1mage data), a face detected
event (e.g., a human face 1s detected 1n 1mage data), a user
detected event (e.g., an 1dentified user 1s detected 1n 1image
data), and/or the like.

In some examples, the system 100 may send event data or
other information to the remote system 120 1n response to a
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user utterance. For example, the system 100 may enable a
voice 1interface such that the first user Sa may request
information about event data and receive a system response
indicating the requested information, although the disclosure
1s not limited thereto. To 1llustrate an example, the first user
5a may input an utterance (e.g., ““Iell me what events have
happened in the last ten minutes™) and the system 100 may
generate a system response (€.g., “A hallway sensor detected
motion 20 times in the last ten minutes™). Additionally or
alternatively, the first user 5a may 1nput an utterance (e.g.,
“Alexa, how 1s Mom doing?”) and the system 100 may
generate a system response (e.g., display a dashboard or
other highlights indicating overall activity or other informa-
tion relevant to a care giver).

Additionally or alternatively, a skill system(s) 125 may be
configured to monitor motion or other event data associated
with the second user 56 and send a notification to the first
user Sa 1f no motion 1s detected within a duration of time.
For example, the first user 5a may monitor an elderly family
member (e.g., second user 5b) remotely using the system
100. Thus, if the system 100 does not detect motion within
the duration of time (e.g., hour, several hours, etc.), the
system 100 may send a notification alerting the first user 5a
that no motion has been detected.

Typically, conventional systems are configured such that
features manage resources directly. For example, a contacts
feature may maintain a first cache resource, a calendar
feature may maintain a second cache resource, a store
feature may maintain a third cache resource, a settings
feature may maintain a fourth cache resource, and so on.
Thus, resources store states that are essential to the features
and the features manage these states directly (e.g., without
involving other components).

To 1illustrate an example, the contacts feature may be
associated with a first cache resource, a first file system
resource, a first network access resource, a first token
management resource, and/or the like. Similarly, the calen-
dar feature may be associated with a second cache resource,
a second file system resource, a second network access
resource, a second token management resource, and/or the
like. The store feature may be associated with a third cache
resource, a third file system resource, a third network access
resource, a third token management resource, and/or the
like. Finally, the settings feature may be associated with a
fourth cache resource, a fourth file system resource, a fourth
network access resource, a fourth token management
resource, and/or the like.

In a conventional system, these resources make an
assumption that a context (e.g., user profile, user account,
and/or the like) will not change. For example, the contacts
feature has only a single cache instance for the first cache
resource, which 1s associated with a first user profile. It the
device 110 switches user profiles to a second user profile,
however, the values or other information stored in the first
cache resource 1s invalidated and must be reset and/or
refreshed to function properly with the second user profile.
Thus, each of the resources associated with the first user
proflle must be reset and/or refreshed to update stale or
invalid data. This requires that each of the features must
detect that profile switching occurred, determine whether the
resources must be reset to Tunction properly with the second
user profile, and then reset the resources accordingly. The
same process may occur when switching to a second user
account.

In some examples, all of the features may be associated
with a user profile. For example, each of the features may be
associated with the first user profile, such that switching to
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the second user profile requires that each of the resources
corresponding to the features be reset and/or refreshed. In
other examples, all of the features may be associated with a
user account instead of a user profile. For example, each of
the features may be associated with a first user account, such
that switching to a second user profile does not change the
resources but switching to a second user account requires
that each of the resources corresponding to the features be
reset and/or refreshed.

The disclosure 1s not limited thereto, however, and in
some examples some of the features (e.g., a first plurality of
features) may be associated with a user account (e.g.,
common to multiple user profiles associated with a single
user account) and some ol the features (e.g., a second
plurality of features) may be associated with a user profile
(e.g., specific to individual user profiles of the user account).
For example, each of the first plurality of features may be
associated with the first user account while each of the
second plurality of features may be associated with the first
user profile. Thus, switching to the second user profile
within the first user account only requires that the second
plurality of features be reset and/or refreshed, as the first
plurality of features 1s common to all of the user profiles
associated with the first user account. However, switching to
a second user account will require that the first plurality of
features and the second plurality of features be reset and/or
refreshed, as none of the first plurality of features are
associated with the second user account and none of the
second plurality of features are associated with the second
user profile.

FIG. 2 illustrates an example of resource management
using a resource group. For example, FIG. 2 1llustrates a
resource group context example 200 in which a plurality of
shared resources are associated with multiple features. As
illustrated 1 FIG. 2, a resource group context 205 may
associate a number of features 210 with a resource group
235, which includes an instance of multiple resources 230.

To 1mprove profile switching (e.g., switching between
user profiles within the same user account) and/or provide
additional functionality such as account switching (e.g.,
switching between different user accounts), the system 100
may be configured using resource grouped architecture. For
example, the system 100 may generate multiple resource
groups, with an individual resource group associated with a
single instance of the resources 230. As used herein, a
resource group refers to a container, which 1s a sandbox
composed of resources 230 that are essential for features 210
associated with the resource group to execute commands
and/or logic. For example, the resources 230 within a
resource group 235 may provide data, state, and/or other
information for the features 210 associated with the resource
group 235. Thus, multiple features 210 may be associated
with a single resource group 235 (e.g., multiple features 210
may run in one resource group) and share the same set of
resources 230. For example, a first resource group 235a may
be associated with a first plurality of features 210 and may
include a token resource with which the features 210 may
construct a network request. Thus, all of the first plurality of
teatures 210 associated with the first resource group 235q
may use the same token 1n a network request header.

As used herein, features 210 may correspond to compo-
nents ol an application that provide certain functionality. For
example, a first feature 210a may correspond to a {irst
component (e.g., first portion of programming code or {irst
teature logic) of a first application, a second feature 2105
may correspond to a second component (e.g., second portion
of programming code or second feature logic) of the first




US 11,070,644 B1

11

application, and so on, although the disclosure 1s not limited
thereto. Additionally or alternatively, the features 210 asso-
ciated with the resource group 235 may correspond to
multiple applications without departing from the disclosure.
For example, a third feature 210¢ may correspond to a third
component (e.g., third portion of programming code or third
feature logic) of a second application. Thus, a feature 210
may correspond to specific feature logic and/or functionality
provided by the application.

An application may correspond to a single feature 210
and/or multiple features 210 without departing from the
disclosure. For example, 1n some examples a single appli-
cation may correspond to multiple features 210. However,
the disclosure 1s not limited thereto, and 1n other examples
a single application may correspond to a single feature 210
without departing from the disclosure. Thus, a feature 210
may correspond to the application itself instead of an
individual component of the application without departing
from the disclosure.

To illustrate examples of features 210, application(s) may
include a first feature configured to maintain contact data
(e.g., contacts feature), a second feature configured to main-
tain calendar data (e.g., calendar feature), a third feature
configured to enable purchases from a digital store or
marketplace (e.g., store feature), a fourth feature configured
to maintain settings data (e.g., settings feature), a fitfth
feature configured to enable a communication session with
another device (e.g., communications feature), a sixth fea-
ture configured to enable voice commands or a speech
interface (e.g., voice feature), a seventh feature configured to

send and recerve notification data (e.g., notification feature),
and/or the like. However, the disclosure 1s not limited
thereto and the device 110 may include additional features
210 not described above without departing from the disclo-
sure.

For ease of illustration, the drawings may illustrate the
teatures 210 using a limited number of examples, although
the disclosure 1s not limited thereto. For example, while the
device 110 may include a variety of different features 210,
the following drawings may 1llustrate the features 210 using,
a contacts feature 312, a calendar feature 314, a store feature
316, and a settings feature 318, as described in greater detail
below with regard to FIG. 3. However, the disclosure 1s not
limited thereto and additional features 210 may be associ-
ated with a resource group 235 without departing from the
disclosure.

As described above, individual applications may include
any number of features 210 and two diflerent applications
may 1nclude different features 210 and/or a diflerent number
of features 210 without departing from the disclosure. Addi-
tionally or alternatively, in some examples two diflerent
applications may include similar features 210 (e.g., separate
features that correspond to similar functionality) without
departing from the disclosure. For example, a first applica-
tion may include a first communication feature and a second
application may include a second communication feature,
which may have similar or overlapping functionality. How-
ever, despite the similar functionality, the device 110 may
distinguish between these two features. For example, a
single resource group 2335 may be associated with a first
teature 210a (e.g., first communication feature) correspond-
ing to the first application and a second feature 2105 (e.g.,
second communication feature) corresponding to the second
application. Additionally or alternatively, the first commu-
nication feature may be associated with a first resource
group 235q and the second communication feature may be
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associated with a second resource group 2356 without
departing from the disclosure.

As 1llustrated 1n FIG. 2, the resource group context
example 200 illustrates an example of a resource group
context 205 1n which multiple features 210 are associated
with a single resource group 235. For example, FIG. 2
illustrates that a first feature (Featurel) 210a, a second
teature (Feature2) 2105, and a third feature (Feature3) 210c¢
are associated with the resource group 2335, although the
disclosure 1s not limited thereto. As described above, the
resource group 235 may include an instance of resources
230 that enable the features 210 to execute commands
and/or logic. For example, the resource group 235 may
maintain resources, data, states, and/or the like for the
features 210 associated with the resource group 235. As
illustrated 1 FIG. 2, the resource group 2335 may include a
first resource (Resourcel) 230a, a second resource (Re-
source2) 2305, and a third resource (Resource3) 230c,
although the disclosure i1s not limited thereto.

As used herein, resources 230 may correspond to a variety
of different components, data, information, and/or the like.
For example, the resources 230 may correspond to con-
nected devices, files and folders or other data, network
shares, processing power of a central processing unit (CPU)
component, hardware capabilities of the device 110, and/or
the like. In some examples, the resources 230 may corre-
spond to hardware capabilities of the device 110 that can be
employed, such as the CPU component, the network con-
nection, and/or the like. Additionally or alternatively, the
resources 230 may correspond to data that can be read or
written, such as files, folders, and network shares. However,
the disclosure 1s not limited thereto, and 1n some examples
the resources 230 may correspond to connected peripherals
that the device 110 can interact with, such as a camera,
printer, scanner, etc.

For ease of illustration, the drawings may illustrate the
resources 230 using a limited number of examples, although
the disclosure 1s not limited thereto. For example, while the
device 110 may include a variety of different resources 230,
the following drawings may illustrate the resources 230
using a cache resource 332, a file system resource 334, a
network access resource 336, and token management
resource 338, as described 1n greater detail below with
regard to FIG. 3. However, the disclosure 1s not limited
thereto and additional resources 230 may be included 1n a
resource group 2335 without departing from the disclosure. In
addition, while the drawings illustrate the same resources
230 1n each resource group 235, the disclosure 1s not limited
thereto and individual resources 230 and/or a number of
resources 230 may vary between 1individual resource groups
235 without departing from the disclosure.

An 1ndividual resource group 235 may include a single
instance of one or more resources 230. Thus, the device 110
may 1include multiple resource groups 235, resulting in
multiple istances of a single resource 230, without depart-
ing from the disclosure. For example, a first resource group
235a may include a first instance of the cache resource 332a,
a second resource group 23556 may include a second instance
of the cache resource 33254, and so on. As described above,
two different resource groups 235 may include different
resources 230 and/or a different number of resources 230
without departing from the disclosure.

Referring back to FIG. 2, the resource group context 205
illustrates that a plurality of features 210 (e.g., features
210a-210¢) may be associated with the resource group 235.
However, an individual feature 210 may only be associated
with a single resource group 235 at a time, although this
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association may change over time. For example, the first
teature 210a may be associated with a first resource group
235q at a first time and may be associated with a second
resource group 2355 at a second time.

As a plurality of features 210 are associated with an
individual resource group 2335 at a time, the resource group
context 2035 simplifies resource management 220 associated
with the features 210. For example, the device 110 may
include multiple resource groups 235 and can update and
maintain each of the multiple resource groups 235 individu-
ally. Thus, the device 110 may update or reset the resources
230 for an mdividual feature 210 simply by associating the
teature 210 with an appropnate resource group 235.

Using this resource grouped architecture, the system 100
may simplily the process of refreshing and/or resetting the
resources 230 when switching a user profile and/or user
account. Instead of requiring that each of the features 210
individually manage the resources 230 and/or requiring that
all of the resources 230 be reset/refreshed each time the
device 110 switches a user profile and/or user account, the
resource grouped architecture enables the system 100 to
manage the resources 230 for multiple features 210 associ-
ated with a single resource group 2335. For example, the
system 100 may identily a first plurality of features 210(1)
that are associated with a first user profile and associate the
first plurality of features 210(1) with a first resource group
235a, which includes a first set of resources 230(1) corre-
sponding to the first user profile. If a user 5 switches to a
second user profile, the system 100 may associate the first
plurality of features 210(1) with a second resource group
235b, which includes a second set of resources 230(2)
corresponding to the second user profile. Thus, the resource
grouped architecture enables the system 100 to separately
track multiple 1nstances of the resources 230, such that the
system 100 does not reset/refresh the resources 230 each
time profile switching and/or account switching occurs.
Instead, the system 100 may update each individual resource
group 235 and change an association between the features
210 and the resource groups 235 on the current user profile
and/or user account selected by the user 5.

In some examples, the device 110 may include a resource
group 235 for each individual user profile and/or user
account. For example, the device 110 may include a first
resource group 235a for a first user profile associated with
a first user account and may include a second resource group
235b for a second user profile associated with the first user
account. The device 110 may switch a first plurality of
teatures 210(1) from the first user profile to the second user
profile by changing an association for the first plurality of
teatures 210(1) from the first resource group 235q to the
second resource group 235b (e.g., associating the first plu-
rality of features 210(1) with the second resource group
235b).

As will be described 1n greater detail below with regard to
FIGS. 4A-4C, in some examples the device 110 may include
a third resource group 235c¢ associated with the first user
account and the device 110 may associate a second plurality
of features 210(2) with the third resource group 235¢. When
the device 110 switches from the first user profile to the
second user profile, which are both associated with the first
user account, the device 110 does not need to change the
association between the second plurality of features 210(2)
and the third resource group 2335¢. Additionally or alterna-
tively, the device 110 may include a fourth resource group
235d associated with a second user account. When the
device 110 switches from the first user account to the second
user account, the device 110 may switch the second plurality

10

15

20

25

30

35

40

45

50

55

60

65

14

of features 210(2) from the first user account to the second
user account by changing an association for the second
plurality of features 210(2) from the third resource group
235c¢ to the fourth resource group 2354 (e.g., associating the
second plurality of features 210(2) with the fourth resource
group 235d).

As described above, while the system 100 may generate
multiple resource groups 2335 and multiple features 210 may
be associated with a single resource group 235, each feature
210 1s only associated with a single resource group 235 at a
time. For example, a first feature (Featurel) 210a may be
associated with the first resource group 233a corresponding
to the first user profile. If the user S switches from the first
user profile to the second user profile, the system 100 may
change the association for the first feature (Featurel) 210a
such that it 1s now associated with the second resource group
235b corresponding to the second user profile. Thus, while
the first feature 210a 1s only associated with a single
resource group 235 at a time, the first feature 210a may
switch between multiple resource groups 235 over a period
of time without departing from the disclosure.

By associating instances of the resources 230 with
resource groups 2335, the device 110 may simplity the
process of resetting and/or refreshing the resources 230
and/or may reduce the frequency with which the resources
230 need to be reset and/or refreshed without departing from
the disclosure. In some examples, the system 100 may reset,
refresh, and/or update resources 230 for multiple features
210 by resetting, refreshing, and/or updating a single
resource group 235. Thus, the resource grouped architecture
reduces a complexity associated with updating the resources
230 during profile switching, account switching, and/or the
like. Additionally or alternatively, the system 100 may
reduce a Irequency with which the resources 230 are
refreshed and/or reset using the resource grouped architec-
ture. For example, the system 100 may update first resources
230 (e.g., a first mstance of the resources 230) associated
with a {first user profile 1n a first resource group 235q and
may update second resources 230 (e.g., a second 1nstance of
the resources 230) associated with a second user profile 1n a
second resource group 2355. When the device 110 performs
profile switching to switch from the first user profile to the
second user profile, the device 110 does not reset the
resources 230 but instead switches appropriate features 210
from the first resource group 235a to the second resource
group 2355.

The system 100 may associate a user profile with an
individual user. For example, the system 100 may maintain
a first user profile for the first user 5¢ and may associate
information about the first user 5a with the first user profile.
In some examples, the system 100 may store user prefer-
ences, settings, previous interactions or dialogs, user history,
contextual information, and/or the like in association with
the first user profile, although the disclosure 1s not limited
thereto. Using the first user profile, the system 100 may
personalize an interaction with the first user 5a to improve
a user experience.

In some examples, multiple user profiles may be associ-
ated with a single user account. For example, a first user
account may correspond to a household (e.g., family), such
that first user profiles for all users 1 the household are
associated with the first user account. In this example, the
system 100 may store data (e.g., mformation, settings,
and/or the like) that 1s common to the first user profiles 1n
association with the first user account. However, the disclo-
sure 1s not limited thereto and 1n other examples, the first
user account may correspond to a business or other organi-
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zation, such that second user profiles for all users in the
business/organization are associated with the first user
account. In this example, the system 100 may store data
(e.g., information, settings, and/or the like) that 1s common
to the second user profiles 1n association with the first user
account.

As used herein, profile switching refers to a process 1n
which the system 100 enables a user 5 to switch from a first
user profile to a second user profile associated with the same
user account without signing out of an application. Typi-
cally, conventional systems switch user profiles by requiring
that the user 5 sign out of the application, sign back in, and
then select a different user profile. This process disrupts a
user experience with the application 1n order to ensure that
all resources are reset/refreshed for the new user profile. In
contrast, the system 100 may perform profile switching
without requiring the user 3 to sign out of the application by
simply replacing a first association between first feature(s)
(e.g., Teatures of the application that are associated with an
individual user profile) and the first resource group 235a
(e.g., first user profile) with a second association between the
first feature(s) and the second resource group 2336 (e.g.,
second user profile).

As used herein, account switching refers to a process 1n
which the system 100 enables a user 5 to switch from a first
user account to a second user account without signing out of
an application. Typically, conventional systems switch user
accounts by requiring that the user 5 sign out of the
application, sign back in, and then select a different user
account. This process disrupts a user experience with the
application 1n order to ensure that all resources are reset/
refreshed for the new user account. In contrast, the system
100 may perform account switching without requiring the
user 3 to sign out of the application by simply replacing a
third association between second feature(s) (e.g., features of
the application that are associated with an individual user
account) and the third resource group 233¢ (e.g., first user
account) with a fourth association between the second
teature(s) and the fourth resource group 2354 (e.g., second
user account).

As described 1n greater detail below with regard to FIG.
4C-6, account switching may enable additional functionality
to 1mprove a user experience, which may be referred to as
care mode. For example, activating care mode enables a first
user Sa (e.g., care giver) associated with a first user account
to log 1n using a second user account associated with a
second user 5b (e.g., care recipient). This enables the first
user 5a to mput commands or perform actions on behalf of
the second user 56 without requiring that the first user 3a
sign out of the first user account. In some examples, the first
user 5a may alternate between inputting first commands or
perform {first actions on behalf of the first user 5a and
inputting second commands or perform second actions on
behalf of the second user 56 without departing from the
disclosure.

FIG. 3 illustrates a resource group context example 300
that utilizes the resource grouped architecture. As 1llustrated
in FIG. 3, the system 100 may associate a first plurality of
features with a profile resource group context 340 and may
associate a second plurality of features with an account
resource group context 3350,

The first plurality of features may include features 210
that are associated with an individual user profile. For
example, the first plurality of features may perform func-
tionality that 1s personalized to an individual user profile
(e.g., profile dependent features). To 1llustrate an example,
the device 110 may associate the first plurality of features
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with a first resource group corresponding to a first user
profile associated with a first user account. When switching
to a second user profile associated with the first user account,
the device 110 may associate the first plurality of features
with a second resource group corresponding to the second
user profile.

In contrast, the second plurality of features may include
features 210 that are associated with an individual user
account. For example, the second plurality of features may
perform functionality that 1s general to the first user account
(e.g., account dependent features). When switching to the
second user profile associated with the first user account, the
device 110 may maintain an association between the second
plurality of features and a third resource group associated
with the first user account. However, when switching to a
second user account, the device 110 may associate the
second plurality of features with a fourth resource group
corresponding to the second user account.

In the resource group context example 300 1llustrated 1n
FIG. 3, a contacts feature 312 and a calendar feature 314 are
examples of profile dependent features that are associated
with a first resource group 335q in the profile resource group
context 340. Meanwhile, a store feature 316 and a settings
teature 318 are examples of account dependent features that
are associated with a second resource group 3356 in the
account resource group context 350. However, the disclo-
sure 1s not limited thereto and the profile resource group
context 340 and/or the account resource group context 350
may include additional features 210 without departing from
the disclosure.

As described 1n greater detail above with regard to FIG.
2, the first resource group 3354 may include a first instance
of resources 230 and the second resource group 33356 may
include a second instance of resources 230. For example, the
first resource group 333a may include a first cache resource
3324, a first file system resource 334a, a first network access
resource 336a, and a first token management resource 338a.
Similarly, the second resource group 3356 may include a
second cache resource 3325b, a second file system resource
3345, a second network access resource 3365, and a second
token management resource 3385.

For ease of illustration, FIG. 3 illustrates an example 1n
which the first resource group 335a and the second resource
group 3355H include separate instances of the same resources
230. However, the disclosure 1s not limited thereto, and the
first resource group 335a¢ and the second resource group
335H may include different resources 230 without departing
from the disclosure. Additionally or alternatively, the first
resource group 335aq and the second resource group 3335
may include additional resources 230 not illustrated 1n FIG.
3 without departing from the disclosure.

If the system 100 performs profile switching to switch to
a second user profile, the system 100 may update the profile
resource group context 340 such that the contacts feature
312 and the calendar feature 314 are associated with a new
resource group corresponding to the second user profile.
Additionally or alternatively, i1t the system 100 performs
account switching to switch to a second user account, the
system 100 may update the account resource group context
350 such that the store feature 316 and the settings feature
318 are associated with a new resource group corresponding
to the second user account. Thus, when performing profile
switching within a single user account, the system 100 may
only update the profile resource group context 340 while
maintaining the account resource group context 330. In
contrast, when performing account switching, the system
100 may update both the profile resource group context 340
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and the account resource group context 350 based on the
new user profile and the new user account.

FIGS. 4A-4C 1illustrate examples of profile switching,
account switching, and care mode resource groups. As
described in greater detail above, the system 100 may
associate a user profile with an individual user. For example,
the system 100 may maintain a first user profile for the first
user 5a and may associate information about the first user 3a
with the first user profile. The first user profile enables the
system 100 to personalize an interaction with the first user
5a to improve a user experience. In addition, the system 100
may group multiple user profiles together by associating
them with a single user account. For example, a first user
account may correspond to a household, business, organi-
zation, and/or the like and may be associated with a plurality
of user profiles. The system 100 may maintain the first user
account by associating information common to two or more
of the plurality of user profiles with the first user account.

As described 1n greater detail above, the system 100 may
maintain an individual resource group for each user profile
and/or user account. To illustrate an example, the first user
5a may be associated with a first user profile corresponding
to a first user account, the second user 35 may be associated
with a second user profile corresponding to a second user
account, and a third user 5¢ may be associated with a third
user profile corresponding to the first user account. In this
example, the system 100 may maintain five unique resource
groups; a first resource group associated with the first user
profile, a second resource group associated with the first user
account, a third resource group associated with the second
user profile, a fourth resource group associated with the
second user account, and a fifth resource group associated
with the thuird user profile.

A first plurality of features may include features 210 that
are associated with an individual user profile. For example,
the first plurality of features may perform functionality that
1s personalized to an individual user profile (e.g., profile
dependent features). Thus, the system 100 may update a
resource group associated with the first plurality of features
whenever the system 100 switches user profiles (e.g., per-
forms profile switching or account switching). A second
plurality of features may include features 210 that are
associated with an individual user account. For example, the
second plurality of features may perform functionality that
1s personalized to an individual user account (e.g., account
dependent features). Thus, the system 100 may update a
resource group associated with the second plurality of
features whenever the system 100 switches user accounts
(e.g., performs account switching), while maintaining the
current resource group when the system 100 switches user
profiles (e.g., performs profile switching).

In some examples, the device 110 may perform profile
switching 400 to switch from a first user profile to another
user profile associated with a first user account (e.g., third
user profile). For example, FIG. 4A 1illustrates that some
features 210 (e.g., first feature 210a, second feature 2105,
and third feature 210¢) are profile dependent features that
are associated with a first user profile at a first time. As
illustrated 1n FIG. 4A, the first user profile 1s represented
using a first profile identification (PID1) 425 and the first
user profile corresponds to a first user account (e.g., first
account identification (AID1) 420). Thus, the device 110
may associate the features 210 with the first resource group
associated with the first user profile PID1 425.

As 1llustrated 1 FIG. 4A, the device 110 may perform
profile switching 400 to switch from the first user profile to
the third user profile associated with the first user account.
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For example, FIG. 4A illustrates an example 1n which the
device 110 associates the features 210 with another profile
identification (PIDO0) 427 that also corresponds to the first
user account AID1 420. Thus, the system 100 performed the
profile switching 400 by associating the features 210 with
the other user profile PIDO 427 instead of the first user
profile PID1 425 (e.g., associating the features 210 with the
fifth resource group associated with the third user profile
instead of the first resource group).

While not i1llustrated in FIG. 4A, some of the features 210
may be account dependent features that are associated with
the first user account at the first time. While performing
proflle switching 400, the device 110 may maintain the
association between these features and the second resource
group associated with the first user account.

In contrast, FIG. 4B illustrates an example of performing
account switching 430 to switch from the first user profile
corresponding to the first user account to a second user
profile corresponding to the second user account. As 1illus-
trated in FIG. 4B, the device 110 may associate the features
210 with the first user profile PID 425 and/or the first user
account AID 420 at a first time. Thus, the device 110 may
associate the features 210 with the first resource group
associated with the first user profile PID 425 and/or the
second resource group associated with the first user account
AID 420 without departing from the disclosure.

As 1llustrated 1n FIG. 4B, the device 110 may perform
account switching 430 to switch from the first user account
AID 420 to a second user account AID2 440. For example,
FIG. 4B 1illustrates an example i which the device 110
associates the features 210 with a second user profile PID2
445 that corresponds to the second user account AID2 440
instead of associating the features with the first user profile
PID1 425 corresponding to the first user account AID 420.
Thus, the system 100 performed account switching 430 by
associating the features 210 with the third resource group
associated with the second user profile PID2 4435 and/or the
fourth resource group associated with the second user
account AID2 440 without departing from the disclosure.

In some examples, the system 100 may enable the device
110 to associate the features 210 with multiple resource
groups corresponding to multiple user profiles and/or mul-
tiple user accounts at the same time. For example, the first
user Sa may activate care mode to improve a user experience
and perform additional functionality. When care mode 1s
activated, the system 100 may enable the first user 5a to
switch between performing first actions using the first user
profile/first user account that are associated with the first
user Sq and performing second actions using the second user
profile/second user account that are associated with the
second user 3b.

FIG. 4C 1llustrates an example of activating care mode
using care mode resource groups 450. For example, first
features 210A may be associated with a first resource group
corresponding to the first user profile PID1 425. As 1llus-
trated 1n FIG. 4C, the first resource group 1s represented by
a 1irst container 1dentification CID1 (PID1) 460a associated
with the first user profile PID1. In addition, FIG. 4C 1llus-
trates that second features 210B may be associated with a
second resource group corresponding to the first user
account AID 420. As 1illustrated in FIG. 4C, the second
resource group 1s represented by a second container identi-
fication CID2 (AID1) 4605 associated with the first user
account AIDI.

When care mode 1s active, third features 210C may be
associated with a third resource group corresponding to the

second user profile PID2 4435, As 1llustrated in FIG. 4C, the
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third resource group i1s represented by a third container
identification CID3 (PID2) 460c¢ associated with the second

user profile PID2. In addition, FIG. 4C illustrates that fourth
features 210D may be associated with a fourth resource
group corresponding to the second user account AID2 440.
As 1llustrated 1n FIG. 4C, the fourth resource group 1s
represented by a fourth container identification CID4
(AID2) 460d associated with the second user account AID?2.

Thus, using the resource groups 460 illustrated in FIG.
4C, the system 100 may update resources 230 associated
with the resource groups 460 and/or associate the features
210 with any of the resource groups 460 1n order to perform
actions using the first user profile/first user account or the
second user profile/second user account. While FI1G. 4C only
illustrates an example in which the care mode resource
groups 450 include two user profiles and two user accounts,
the disclosure 1s not limited thereto and a first number of
user profiles and/or a second number of user accounts may
vary without departing from the disclosure.

As 1llustrated 1n FIG. 4C, the first user profile PID1 425
may be referred to as a first user profile (e.g., care giver
profile) and the first user account AID 420 may be referred
to as a first account (e.g., care giver account), while the
second user profile PID2 445 may be referred to as a second
user profile (e.g., care recipient profile) and the second user
account AID2 440 may be referred to as a second account
(e.g., care recipient account). When care mode 1s not active
(e.g., 1nactive), all of the features 210 may be associated
with the first user 5q (e.g., care giver). For example, the first
teatures 210A and the third features 210C will be associated
with the first resource group CID1 (PID1) 460q (e.g., care
giver profile), while the second features 210B and the fourth
teatures 210D will be associated with the second resource
group CID2 (AID1) 46056 (e.g., care giver account) when
care mode 1s 1nactive.

When care mode 1s active, however, some of the features
210 are associated with the first user 5a (e.g., care giver) and
some of the features are associated with the second user 55
(e.g., care recipient). For example, the first features 210A
and the second features 210B are care mode agnostic 470
and therefore will remain associated with the first resource
group CID1 (PID1) 460a (e.g., care giver profile) and the
second resource group CID2 (AID1) 46056 (e.g., care giver
account), respectively. Thus, the system 100 may associate
certain features 210 with the first user 5a even when care
mode 1s active 1 order to improve a user experience. For
example, the first user 5a may continue to receive notifica-
tions, mncoming communications or messages, and/or the
like while care mode 1s active.

In contrast, when care mode 1s active the third features
210C and the fourth features 210D are care mode aware 475
and therefore are associated with the third resource group
CID3 (PID2) 460c¢ (e.g., care recipient profile) and the fourth
resource group CID4 (AID2) 4604 (e.g., care recipient
account), respectively. Thus, the system 100 may associate
certain features 210 with the second user 56 when care mode
1s active in order to enable additional functionality for the
first user Sa. For example, the first user 5a may generate
input commands as though the input commands originated at
the second user profile and/or second account, enabling the
first user 5a to perform actions on behalf of the second user
5b.

FIG. 5 illustrates an example of a first user (e.g., care
giver) performing account switching. As illustrated 1n FIG.
5, the first user 5a (e.g., care giver) may perform some
actions using the first user profile PID1 4235 and/or the first
user account AID1 420 associated with the first user 5a. For
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example, when care mode ofl/agnostic conditions 510 are
present, the device 110 may perform first actions on behalf
of the first user 3a. As described above, the device 110 may
perform all actions on behalf of the first user 5a when care
mode 1s 1nactive. However, when care mode 1s active, the
device 110 may perform care mode agnostic actions on
behalf of the first user 5a. For example, the device 110 may
perform first actions corresponding to the first features 210A
or the second features 2108, which are care mode agnostic
470.

As 1llustrated 1n FIG. 5, the first user 5a may perform
other actions using the second user profile PID2 445 and/or
the second user account AID2 440 associated with the
second user 55 (e.g., care recipient). For example, when care
mode on/aware conditions 520 are present, the device 110
may perform second actions on behalf of the second user 55.
Thus, when care mode 1s active, the device 110 may perform
care mode aware actions on behalt of the second user 56. For
example, the device 110 may perform second actions cor-
responding to the third features 210C or the fourth features
210D, which are care mode aware 475.

FIG. 6 illustrates examples of resource groups enabling a
care giver to perform profile switching and/or account
switching. As 1llustrated in FIG. 6, care mode resource group
example 600 indicates how the system 100 selects associ-
ated resource groups 610 when care mode 1s on or ofl.

As used herein, features that are care mode agnostic 470
remain associated with the first user 5a (e.g., either the first
user profile PID1 425 or the first account AID1 420)
regardless ol whether care mode i1s active or inactive. For
example, the first user 5a may continue to receive notifica-
tions, 1ncoming communications or messages, and/or the
like while care mode 1s active. In this example, the system
100 associates a {first plurality of profile dependent features
(e.g., profile level features) that are care mode agnostic 470
with the first user profile PID1 4235 even when care mode 1s
active. Similarly, the system 100 associates a second plu-
rality of account dependent features (e.g., account level
features) that are care mode agnostic 470 with the first
account AID 420 even when care mode 1s active.

As used herein, care mode aware 475 features are asso-
ciated with the first user 5a (e.g., either the first user profile
PID 425 or the first account AID 420) when care mode 1s
inactive but become associated with the second user 556 (e.g.,
cither the second user profile PID2 445 or the second
account AID2 440) when care mode 1s active. For example,
the first user 5a may generate input commands as though the
input commands originated at the second user profile PID2
445 or the second account AID2 440 when care mode 1is
active, enabling the first user 5a to perform actions on behalf
of the second user 3b6. In this example, the system 100
associates a third plurality of profile dependent features
(e.g., profile level features) that are care mode aware 475
with the first user profile PID1 425 when care mode 1s
inactive and with the second user profile PID2 445 when
care mode 1s active. Siumilarly, the system 100 associates a
tourth plurality of account dependent features (e.g., account
level features) that are care mode aware 475 with the first
account AID 420 when care mode 1s mactive and with the
second account AID2 440 when care mode 1s active.

As 1llustrated 1n FIG. 6, for account level features (e.g.,
features associated with multiple user profiles for a single
user account), the system 100 may distinguish between
features that are care mode agnostic 470 and features that are
care mode aware 475. For example, when care mode 1is
on/active, the system 100 may associate the second plurality
of account level features that are care mode agnostic 470




US 11,070,644 B1

21

with the first user account AID 420 but may associate the
tourth plurality of account level features that are care mode
aware 475 with the second user account AID2 440. Mean-
while, when care mode 1s ofl/inactive, the system 100 may
associate both the second plurality of account level features
and the fourth plurality of account dependent level with the
first user account AID 420.

Similarly, for profile level features (e.g., features associ-
ated with a single user profile for a single user account), the
system 100 may distinguish between features that are care
mode agnostic 470 and features that are care mode aware
4'75. For example, when care mode 1s on/active, the system
100 may associate the first plurality of profile level features
that are care mode agnostic 470 with the first user profile
PID 425 but may associate the third plurality of profile level
teatures that are care mode aware 475 with the second user
profile PID2 445. Meanwhile, when care mode 1s ofl/
inactive, the system 100 may associate both the first plurality
of profile level features and the third plurality of profile level
teatures with the first user profile PID1 425,

FIGS. 7TA-7B 1illustrate examples of resource groups asso-
ciated with profile switching. FIG. 7A illustrates a profile
switching example 700 1n which the device 110 switches
from a first user profile corresponding to the first user
account to a third user profile corresponding to the first user
account. As 1llustrated 1n FIG. 7A, a first plurality of features
(c.g., first feature 210a, second feature 2105, and third
teature 210c¢) are account level features that are associated
with a first resource group <AID1> 710 corresponding to the
first user account AID 420. Meanwhile, a second plurality of
teatures (e.g., fourth feature 210d, fifth feature 210e, and
sixth feature 210f) are profile level features that are associ-
ated with a second resource group <PID1> 715 correspond-
ing to the first user profile PID1 425.

When the device 110 determines to switch a user profile
720, the device 110 may maintain the association between
the first plurality of features (e.g., account level features) and
the first resource group <AID1> 710 corresponding to the
first user account AID 420. However, the device 110 may
associate the second plurality of features (e.g., profile level
features) with a third resource group <PIDO0> 725 corre-
sponding to the other user profile PIDO 427.

FIG. 7B illustrates a care mode example 730 in which the
device 110 activates a care mode to enable additional
functionality, such as enabling the first user 5a to mput
commands on behalf of the second user 5b6. As illustrated 1n
FIG. 7B, when care mode 1s mnactive, the first plurality of
features (e.g., account level features) are associated with the
first resource group <AID1> 710 and the second plurality of
teatures (e.g., profile level features) are associated with the
second resource group <PID1> 715, as described above with
regard to FIG. 7A.

When the device 110 determines to activate care mode
735, the device 110 may maintain the association between
account level care mode agnostic features (e.g., first feature
210a) and the first resource group <AIDI1> 710 and may
maintain the association between profile level care mode
agnostic features (e.g., fourth feature 2104) and the second
resource group <PID1>715. However, when the device 110
determines to activate care mode 735, the device 110 may
associate account level care mode aware features (e.g.,
second feature 2105 and third feature 210c¢) with a fourth
resource group <AID2> 740 corresponding to the second
user account AID2 440 and may associate profile level care
mode aware features (e.g., fifth feature 210e and sixth
teature 210f) with a fifth resource group <PID2> 7435

corresponding to the second user profile PID2 445.
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FIG. 8 illustrates an example of resource grouped archi-
tecture using a resource group as a resource boundary. As
illustrated 1n FIG. 8, in some examples the device 110 may
implement resource grouped architecture using a container
as a resource boundary. For example, FIG. 8 illustrates a
resource group as resource boundary example 800 in which
a resource group management component 820 receives a
GetResourceAccessor 810 request that indicates a feature
name.

The resource group management component 820 may be
a component for managing resource groups (e.g., containers)
and may be configured to expose an application program-
ming interface (API) that enables features to request and
recetve a resource accessor. As 1illustrated in FIG. 8, the
resource group management component 820 may include a
first component represented as GetResourceAccessor API
822 and a second component represented as resource group
selector 824. The GetResourceAccessor API 822 may be
maintaimned centrally i the resource group management
component 820 and the features may be configured to
invoke the GetResourceAccessor API 822 in order to request
a particular resource accessor handler. Input data to the
GetResourceAccessor API 822 may include a feature name
and a resource accessor name, and an output of the GetRe-
source Accessor API 822 may be a resource accessor handler.

The GetResourceAccessor API 822 may receive the Get-
ResourceAccessor 810 request, which indicate a feature
name, and may determine which resource group the feature
name 1s associated with by invoking the resource group
selector 824. I the expected resource group 1s absent, the
resource group selector 824 may initialize the resource
group and add the new resource group to the resource group
pool 840. After the resource group is located, the resource
group selector 824 may invoke the GetResourceAccessor
API 822 of the resource group instance, which will return
the accessor. In some examples, the resource group selector
824 may rely on a feature registry component 830 and an
application context component 835 to determine a resource
group associated with a particular feature at a particular
time. For example, the feature registry component 830 may
be configured to store one or more resource groups within
which an individual feature 1s configured to run 1n a par-
ticular application context. The application context may
indicate whether care mode 1s on or off, although the
disclosure may vary and the application context may vary
across applications. The resource group selector 824 may
receive an mput indicating a feature registry, a feature name,
and an application context and may output a resource group
istance corresponding to the nput.

The resource group pool 840 may hold all of the resource
group instances 845. For example, the resource group pool
840 may include a first resource group instance 845a, a
second resource group instance 845H, etc. In some
examples, an application may place restrictions on the
resource group pool 840, such as size restrictions, an evic-
tion policy, and/or the like, although the disclosure 1s not
limited thereto. A resource group instance 845 may corre-
spond to an instance of the resource group that may hold
resource accessor instances and resources.

A resource group instance 845 may communicate with a
resource accessor registry 850 to maintain a resource acces-
sor name and a resource accessor instance handler. The
resource accessors 860 may be configured to expose APIs
for accessing a particular resource 230. For example, a cache
accessor 862 may be configured to access the cache resource
332 and may retrieve values stored 1n the cache resource 332

(e.g., GetValue, SetValue APIs, etc.). FIG. 8 illustrates a
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cache accessor 862 configured to access the cache resource
332, a file accessor 864 configured to access the file system
resource 334, a network accessor 866 configured to access
the network access resource 336, and a token accessor 868
configured to access the token management resource 338,
although the disclosure i1s not limited thereto.

In the resource group as resource boundary example 800,
the features 210 are configured to interact with the resource
accessors 860 directly. For example, when a feature 210
attempts to access a resource 230, the feature 210 gets a
resource accessor handler from the GetResourceAccessor
API and then mvokes the APIs exposed by the resource
accessor 860 directly. Resource group selection and man-
agement 1s hidden from the features 210, such that switching
resource groups 1s transparent to the features 210.

FIG. 9 1llustrates an example of resource grouped archi-
tecture using a resource group as a wrapper. As FIG. 9
includes several components described in greater detail
above with regard to FIG. 8, for ease of illustration a
redundant description 1s omitted.

FI1G. 9 1llustrates a resource group as a wrapper example
900. Instead of exposing the GetResourceAccessor API 822,
the resource group as a wrapper example 900 1llustrates an
example 1n which the resource group management compo-
nent 820 exposes a full set of resource accessor APIs (e.g.,
GetCacheValue, SetCacheValue, GetToken, etc.). For
example, the resource group management component 820
may receive an API invocation 910 that indicates a feature
name. The resource group management component 820 may
include resource group APIs 922 and a resource group
selector 924.

When a feature 210 attempts to access a particular
resource, the feature 210 may invoke a request (e.g., get-
CacheValue) to the resource group management component
820. The resource group selector 924 may determine a
resource group lor the feature 210, the resource group
management component 820 may 1invoke one of the resource
group APIs 922 (e.g., getCacheValue API) of the resource
group, and the resource group may retrieve a value corre-
sponding to the request (e.g., getvalue API associated with
the cache accessor 862).

In contrast to the example illustrated in FIG. 8, the
resource group as a wrapper example 900 1llustrates that the
resource group and/or the resource group management com-
ponent 820 need to be aware of the resource accessor APIs.

FI1G. 10 illustrates an example of resource grouped archi-
tecture using a virtual resource group. As FIG. 10 includes
several components described 1n greater detail above with
regard to FIG. 8, for ease of illustration a redundant descrip-
tion 1s omitted.

FI1G. 10 illustrates a virtual resource group example 1000
in which there are no physical resource group nstances nor
resource group pool. As 1llustrated 1n FIG. 10, the features
210 may communicate with resource accessors 860, and the
resource accessors 860 may communicate with the resources
230. However, the resource accessors 860 may also com-
municate with the resource group management component
820 to identily an address associated with the resources 230.

As 1llustrated in FIG. 10, i the virtual resource group
example 1000 the resource group management component
820 may include a first component labeled GetResource-
Groupldentifier 1042 and a second component labeled
Resource Group Selector 1044. The resource group man-
agement component 820 may respond to a query from a
teature 210 indicating the resource group within which the
teature 210 1s runmng. In some examples, the resource
group selector 1044 may determine the resource group
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within which the feature 210 1s running. As described above,
the resource group selector 1044 may communicate with the
feature registry 830 and the application context 835 to
determine within which resource group the feature 1s run-
ning at a particular time.

In the virtual resource group example 1000, the resource
accessors 860 are resource group aware. When a feature 210
needs to access a resource 230, the feature 210 may interact
with the resource accessor 860 corresponding to the resource
230.

FIG. 11 illustrates a communication diagram to enable
profile switching for voice commands using context data. As
illustrated 1n FIG. 11, the first device 110a may activate
(1110) a care mode (e.g., turn on care mode). For example,
the first device 110a may 1nitially be associated with the first
user profile and may receive an mput command to activate
the care mode. When care mode i1s active, the first device
110a may be associated with the first user profile corre-
sponding to the first user 5¢ and the second user profile
corresponding to the second user 54. In some examples, the
first device 110a may be associated with additional user
profiles when care mode 1s active, although the disclosure 1s
not limited thereto.

Additionally or alternatively, when care mode 1s active,
the system 100 may determine that the first user profile 1s
granted permission(s) associated with the second user profile
and may process mput commands received from the first
user profile using either the first user profile or the second
user profile. For ease of illustration, FIG. 11 refers to the first
user profile corresponding to the first user 5a and the second
user profile corresponding to the second user 5b6. However,
the disclosure 1s not limited thereto, and 1n other examples
the system 100 may determine that the first user account 1s
granted permission(s) associated with the second user
account and may process mput commands received from the
first user account using either the first user account or the
second user account without departing from the disclosure.

The first device 110a may generate (1112) audio data and
may send (1114) the audio data to the remote system 120
along with an indication that care mode 1s currently active.
For example, the first device 110a may capture a voice
command using a microphone and may generate the audio
data representing the voice command. The remote system
120 may process (1116) the audio data to determine a
command represented 1n the audio data and the system 100
may cause (1118) an action to be performed using the second
user profile associated with care mode. Thus, the system 100
may process a voice command recerved from the first user
5a and perform an action responsive to the voice command
using the second user profile, enabling the first user 5a to
perform an action on behalf of the second user 5b.

While FIG. 11 illustrates the system 100 causing the
action to be performed using the second user profile, the
disclosure 1s not limited thereto and 1n some examples the
system 100 causes the action to be performed using the
second user account without departing from the disclosure.

FIG. 12 1llustrates a communication diagram to enable
profile switching for voice commands using event data. As
illustrated 1n FIG. 12, the first device 110 may activate
(1210) a care mode (e.g., turn on care mode). For example,
the first device 110aq may initially be associated with the first
user profile and may receive an mput command to activate
the care mode. When care mode 1s active, the first device
110a may be associated with the first user profile corre-
sponding to the first user 5a¢ and the second user profile
corresponding to the second user 3b. In some examples, the
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first device 110a may be associated with additional user
profiles when care mode 1s active, although the disclosure 1s
not limited thereto.

Additionally or alternatively, when care mode 1s active,
the system 100 may determine that the first user profile 1s
granted permission(s) associated with the second user profile
and may process mput commands received from the first
user profile using either the first user profile or the second
user profile. For ease of 1llustration, FIG. 12 refers to the first
user profile corresponding to the first user 5a and the second
user profile corresponding to the second user 5b6. However,
the disclosure 1s not limited thereto, and 1n other examples
the system 100 may determine that the first user account 1s
granted permission(s) associated with the second user
account and may process mput commands received from the
first user account using either the first user account or the
second user account without departing from the disclosure.

The first device 110a may send (1212) event data to the

remote system 120 indicating that care mode 1s active, and
the remote system 120 may store (1214) an indication that
care mode 1s active. For example, the first device 110a may
send a noftification indicating that the first device 110q
activated care mode to enable the remote system 120 to
process voice commands using care mode.

As 1llustrated in FIG. 12, the second device 11056 may
detect (1216) a wakeword, generate (1218) audio data
representing an utterance, and send (1220) the audio data to
the remote system 120. For example, the second device 1105
may include a wakeword engine configured to detect the
wakeword, as described 1n greater detail below. After detect-
ing the wakeword, the second device 1105 may generate the
audio data representing the utterance using a microphone.

The remote system 120 may determine (1222) that care
mode 1s active and may process (1224) the audio data to
determine a command responsive to the utterance, and the
system 100 may cause (1226) an action to be performed
using the second user profile associated with care mode.
Thus, the system 100 may process a voice command
received from the first user 5a and perform an action
responsive to the voice command using the second user
profile, enabling the first user 5a to perform an action on
behalf of the second user 3b.

While FIG. 12 illustrates the system 100 causing the
action to be performed using the second user profile, the
disclosure 1s not limited thereto and 1n some examples the
system 100 causes the action to be performed using the
second user account without departing from the disclosure.

FI1G. 13 illustrates a communication diagram for process-
ing a voice command and 1dentifying an output profile with
which to perform an action. As illustrated in FIG. 13, the
remote system 120 may store (1310) an indication that the
first user profile 1s configured for care mode. For example,
the remote system 120 may store an indication that the first
user profile 1s granted permission(s) associated with the
second user profile and may process mput commands
received from the first user profile using either the first user
profile or the second user profile. Additionally or alterna-
tively, the system 100 may store an indication that the first
user account 1s granted permission(s) associated with the
second user account and may process input commands
received from the first user account using either the first user
account or the second user account without departing from
the disclosure. In some examples, the indication may 1ndi-
cate additional user profiles and/or user accounts for which
the first user profile 1s granted permission(s), although the
disclosure 1s not limited thereto.
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As 1llustrated mn FIG. 13, the second device 11056 may
detect (1312) a wakeword, generate (1314) audio data

representing an utterance, and send (1316) the audio data to
the remote system 120. For example, the second device 11056
may include a wakeword engine configured to detect the
wakeword, as described 1n greater detail below. After detect-
ing the wakeword, the second device 1105 may generate the
audio data representing the utterance using a microphone.

The remote system 120 may process (1318) the audio data
to determine a command responsive to the utterance and
may determine (1320) that the command corresponds to care
mode. For example, the remote system 120 may determine
that the command 1s directed to the second user profile,
second user account, and/or additional user profiles/accounts
for which the first user profile 1s granted permission(s)
during care mode.

The system 100 may cause (1322) an action to be per-
formed using the second user profile associated with care
mode. Thus, the system 100 may process a voice command
received from the first user 5a and perform an action
responsive to the voice command using the second user
profile, enabling the first user 5a to perform an action on
behalf of the second user 3b. While FIG. 13 1llustrates the
system 100 causing the action to be performed using the
second user profile, the disclosure 1s not limited thereto and
in some examples the system 100 causes the action to be
performed using the second user account without departing
from the disclosure.

FIG. 14 illustrates a communication diagram for gener-
ating a graphical interface representing a dashboard 1in
response to a voice command. Whereas step 1322 of FIG. 13
1s directed to causing an action to be performed using the
second user profile (e.g., on behalf of the second user 3b),
FIG. 14 1s directed to a diflerent example 1n which the first
user Sa requests that a dashboard or other graphical interface
1s displayed on the first device 110a.

As 1llustrated in FI1G. 14, the remote system 120 may store
(1310) the indication that the user profile 1s configured for
care mode, the second device 11056 may detect (1312) the
wakeword, generate (1314) the audio data, and send (1316)
the audio data to the remote system 120, and the remote
system 120 may process (1318) the audio data to determine
a command, as described above with regard to FIG. 13.

After determining the command, the remote system 120
may determine (1410) that the command corresponds to a
request to activate the care mode and may send (1412)
activity data associated with the second user profile to the
first device 110a. The first device 110a may activate (1414)
care mode and display (1416) activity data using a care
mode interface on a display of the first device 110a. For
example, the first device 110a may display a dashboard
illustrating information about the second user profile, such
as a summary of recent activity or other highlights.

While FIG. 14 illustrates an example in which the remote
system 120 sends the activity data to the first device 110a,
the disclosure 1s not limited thereto. In some examples, the
remote system 120 may send the activity data to the second
device 1106 and the second device 1105 may activate the
care mode and display the activity data without departing
from the disclosure. Additionally or alternatively, the remote
system 120 may send the activity data to both the first device
110a and the second device 1105 without departing {rom the
disclosure.

FIGS. 15A-13B 1llustrate examples of a graphical inter-
face representing a dashboard. For example, FIG. 15A
illustrates a dashboard example 1500 1n which the second
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device 1105 may display a graphical interface corresponding
to activity data associated with the second user profile and/or
second user account.

As 1llustrated 1n FIG. 15A, the first user Sa may generate
an utterance 1505 (e.g., “Show me Mom’s dashboard”)
requesting that the second device 1106 display a graphical
interface associated with care mode. The second device 11056
may generate audio data 1510 representing the utterance
1505 and may send the audio data 1510 to the remote system
120 via the network(s) 199. As described above with regard
to FIG. 14, the remote system 120 may process the audio
data 1510 to determine a command and may send activity
data 1520 to the second device 110b.

Using the activity data 1520, the second device 11056 may
generate a dashboard 1530 for the first user profile. For
example, the dashboard 1530 may include a first interface
1540 representing first information 1545 about the first user
profile and a second interface 13550 representing second
information 1555 about the second user profile, although the
disclosure 1s not limited thereto. Thus, the second device

1105 may display the dashboard 1530 to the first user 5q as

a care mode 1nterface summarizing activity data associated
with the second user profile.

While FIG. 15A illustrates an example i which the
dashboard 13530 displays information about the first user
profile and the second user profile, the disclosure 1s not
limited thereto and the second device 1105 may display
information about multiple user profiles without departing
from the disclosure. For example, FIG. 15B illustrates a
dashboard example 1560 in which the first user Sa may
generate an utterance 1565 (e.g., “Show me my care dash-
board”) requesting that the second device 1106 display a
graphical interface associated with care mode. The second
device 1105 may generate audio data 1570 representing the
utterance 1565 and may send the audio data 1570 to the
remote system 120 via the network(s) 199. As describe
above with regard to FIG. 14, the remote system 120 may
process the audio data 1570 to determine a command and
may send activity data 1575 to the second device 1105.

As 1llustrated 1n FIG. 15B, the second device 11056 may

generate a dashboard 1580 for the first user profile using the
activity data 1575. For example, the dashboard 1580 may
include a first imterface 1540 representing {irst information
1545 about the first user profile, a second interface 1550
representing second information 15535 about the second user
profile, and a third interface 1590 representing third infor-
mation 1595 about a third user profile. However, the dis-
closure 1s not limited thereto and the dashboard 1580 may
include additional interface(s) representing information
about additional user profiles without departing from the
disclosure. Thus, the second device 11056 may display the
dashboard 1580 to the first user 5q as a care mode 1nterface
summarizing activity data associated with multiple user
profiles.

As used herein, a dashboard may display information
about the second user profile, such as a summary of activity
with devices 110 associated with the second user profile,
information about applications used by the second user 55,
information about social iteractions using the devices 110,
information about human presence detection, and/or the like,
although the disclosure 1s not limited thereto. In some
examples, the dashboard may include detailed information
about activity that can be filtered using multiple parameters,
such as by device, domain, etc. Additionally or alternatively,
the dashboard may enable communication between the first
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user Sa and the second user 5b, such as by sending message
data, image data, and/or the like without departing from the
disclosure.

FIG. 16 1s a flowchart representing an example method for
processing a voice command and identifying an output
profile with which to perform an action. As illustrated in
FIG. 16, the system 100 may receive (1610) audio data from
a first device 110 associated with a first user profile and may
determine (1612) an identification of the first user profile
corresponding to the first device 110. The system 100 may
perform (1614) natural language processing to the audio
data to determine NLU data, as described 1n greater detail
below with regard to FIGS. 17-19.

The system 100 may determine (1616) one or more user
profiles for which the first user profile has permission(s) to
control 1n care mode. For example, the system 100 may
identily any user profile(s) and/or user account(s) for which
the first user profile 1s configured to mput commands. The
system 100 may determine (1618) a command correspond-
ing to the NLU data, may select (1620) a second user profile
with which to execute the command from the one or more
user profiles, and may perform (1622) a first action respon-
stve to the command using the second user profile. For
example, the system 100 may process the NLU data and/or
a list of the one or more user profiles to determine the
command and select the second user profile. In some
examples, the system 100 may perform step 1620 prior to
performing step 1618, although the disclosure 1s not limited
thereto and the system 100 may perform steps 1618-1620 as
a single step without departing from the disclosure. Thus, the
system 100 enables the first user 5a to perform the first
action on behallf of the second user 55 using a voice
command.

The system 100 may operate using various components as
described 1n FIG. 17. The various components may be
located on a same or different physical devices. Communi-
cation between various components may occur directly or
across a network(s) 199.

An audio capture component(s), such as a microphone or
array of microphones of the device 1105, captures audio 11.
The device 1105 processes audio data, representing the
audio 11, to determine whether speech 1s detected. The
device 1100 may use various techniques to determine
whether audio data includes speech. In some examples, the
device 1100 may apply voice activity detection (VAD)
techniques. Such techniques may determine whether speech
1s present 1 audio data based on various quantitative aspects
of the audio data, such as the spectral slope between one or
more frames of the audio data; the energy levels of the audio
data 1n one or more spectral bands; the signal-to-noise ratios
of the audio data 1n one or more spectral bands; or other
quantitative aspects. In other examples, the device 11056 may
implement a limited classifier configured to distinguish
speech from background noise. The classifier may be imple-
mented by techniques such as linear classifiers, support
vector machines, and decision trees. In still other examples,
the device 11056 may apply Hidden Markov Model (HMM)
or Gaussian Mixture Model (GMM) techniques to compare
the audio data to one or more acoustic models 1n storage,
which acoustic models may 1nclude models corresponding
to speech, noise (e.g., environmental noise or background
noise), or silence. Still other techniques may be used to
determine whether speech 1s present in audio data.

Once speech 1s detected in audio data representing the
audio 11, the device 1105 may use a wakeword detection
component 1720 to perform wakeword detection to deter-
mine when a user imtends to speak an input to the remote
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system 120. As indicated previously, the device 1106 may be
configured to detect various wakewords, with each wake-
word corresponding to a different assistant. In at least some
examples, a wakeword may correspond to a name of an
assistant. An example wakeword/assistant name 1s “Alexa.”

Wakeword detection 1s typically performed without per-
forming linguistic analysis, textual analysis, or semantic
analysis. Instead, the audio data, representing the audio 11,
1s analyzed to determine 1f specific characteristics of the
audio data match preconfigured acoustic wavelorms, audio
signatures, or other data to determine 1f the audio data
“matches” stored audio data corresponding to a wakeword.

Thus, the wakeword detection component 1720 may
compare audio data to stored models or data to detect a
wakeword. One approach for wakeword detection applies
general large vocabulary continuous speech recognition
(LVCSR) systems to decode audio signals, with wakeword
searching being conducted in the resulting lattices or con-
fusion networks. LVCSR decoding may require relatively
high computational resources. Another approach for wake-
word detection builds HMMs for each wakeword and non-
wakeword speech signals, respectively. The non-wakeword
speech includes other spoken words, background noise, etc.
There can be one or more HMMs built to model the
non-wakeword speech characteristics, which are named
filler models. Viterb1 decoding 1s used to search the best path
in the decoding graph, and the decoding output i1s further
processed to make the decision on wakeword presence. This
approach can be extended to include discriminative infor-
mation by incorporating a hybrid DNN-HMM decoding
framework. In another example, the wakeword detection
component 1720 may be built on deep neural network
(DNN)/recursive neural network (RNN) structures directly,
without MINI being mvolved. Such an architecture may
estimate the posteriors of wakewords with context informa-
tion, either by stacking frames within a context window for
DNN, or using RNN. Follow-on posterior threshold tuning
or smoothing 1s applied for decision making. Other tech-
niques for wakeword detection, such as those known in the
art, may also be used.

Once a wakeword 1s detected, the device 11056 may
“wake” and begin transmitting audio data 1711, representing
the audio 11, to the remote system 120. The audio data 1711
may 1nclude data corresponding to the detected wakeword,
or the device 1106 may remove the portion of the audio
corresponding to the detected wakeword prior to sending the
audio data 1711 to the remote system 120.

The remote system 120 may include an orchestrator
component 1730 configured to recerve the audio data 1711
(and optionally and assistant identifier) from the device
11056. The orchestrator component 1730 may send the audio
data 1711 to a speech processing component 1740. In some
examples, the speech processing component 1740 may
include an ASR component 1750 and an NLU component
1760 that are configured to process the audio data 1711 to
generate NLU data (conceptually illustrated in FIGS. 18 and
19, and discussed below). However, the disclosure 1s not
limited thereto and 1n other examples, the speech processing
component 1740 may include a spoken language under-
standing (SLU) component 1755 that 1s configured to pro-
cess the audio data 1711 to generate the NLU data. Addi-
tionally or alternatively, the speech processing component
1740 may include the ASR component 1750, the NLU
component 1760 and/or the SLU component 1755 without
departing from the disclosure.

The ASR component 1750 transcribes the audio data 1711
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ASR hypotheses (e.g., in the form of an N-best list). Each
ASR hypothesis may represent a different likely interpreta-
tion of the speech in the audio data 1711. Each ASR
hypothesis may be associated with a score representing a
confidence of ASR processing performed to generate the
ASR hypothesis with which the score 1s associated.

The ASR component 1750 interprets the speech in the
audio data 1711 based on a similarity between the audio data
1711 and pre-established language models. For example, the
ASR component 1750 may compare the audio data 1711
with models for sounds (e.g., subword units, such as pho-
nemes, etc.) and sequences of sounds to 1dentily words that
match the sequence of sounds of the speech represented in
the audio data 1711.

In some examples, the device 110a may receive a typed
natural language input. The device 110a may generate text
data 1713 representing the typed natural language input. The
device 110a may send the text data 1713 to the remote
system 120, wherein the text data 1713 1s received by the
orchestrator component 1730. However, the disclosure 1s not
limited thereto and 1n other examples, the device 110a may
send audio data 1711 to the remote system 120 as described
above with regard to device 1105 without departing from the
disclosure.

The orchestrator component 1730 may send text data
(e.g., text data output by the ASR component 1750 or the
received text data 1713) to an NLU component 1760.

The orchestrator component 1730 (or other component)
may also track a dialog and dialog state across multiple
utterances. A dialog 1s an exchange between the user and the
system where the user speaks a command and the system
executes 1t. While many dialogs imnvolve a single utterance,
many dialogs may involve many different utterances to
ultimately execute the action called for by the user. For
example, 1I the user asks the system to order a pizza, the
system may ivoke a pizza ordering skill and may prompt
the user several times for several utterances to obtain the
data from the user needed to complete the pizza order (e.g.,
toppings, time of delivery, any additional items to order,
etc.). Another example may be the user mvoking a quiz
game skill, where multiple questions are asked of the user
and the user responds with utterances that are processed by
the system and whose text data 1s sent to the quiz show skill.
Each utterance of the dialog may have a unique utterance 1D
but may also share a common dialog ID so that the system
can process incoming audio data knowing that 1t 1s associ-
ated with a particular dialog.

The remote system 120 may store dialog data indicating
the dialog ID and a variety of other information, including
input audio data representing an utterance, output audio data
representing synthesized speech, first text data correspond-
ing to the utterance, second text data corresponding to the
synthesized speech, and/or other information without
departing from the disclosure. As used herein, an exchange
refers to at least one mput and at least one output responsive
to the mput. Thus, a single exchange may include one or
more inputs and one or more outputs, and the dialog may
correspond to two or more exchanges without departing
from the disclosure. For ease of illustration, an exchange
may be referred to as an iteraction without departing from
the disclosure.

The NLU component 1760 attempts to make a semantic
interpretation of the phrase(s) or statement(s) represented 1n
the recerved text data. That 1s, the NLU component 1760
determines one or more meanings associated with the
phrase(s) or statement(s) represented in the text data based
on words represented 1n the text data. The NLU component
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1760 determines an intent representing an action that a user
desires be performed as well as pieces of the text data that
allow a device (e.g., the device (110a/1105), the remote
system 120, a skill system 125, etc.) to execute the intent.
For example, 11 the text data corresponds to “play Adele
music,” the NLU component 1760 may determine a <Play-
Music> intent and may i1dentity “Adele” as an artist. For
turther example, 11 the text data corresponds to “what 1s the
weather,” the NLU component 1760 may determine an
<OutputWeather> 1ntent. In another example, 11 the text data
corresponds to “turn ofl the lights,” the NLU component
1760 may determine a <DeactivateLight> 1ntent.

The NLU component 1760 may output NLU results data
(which may include tagged text data, indicators of intent,
etc.) to the orchestrator component 1730. The NLU results
may include an NLU hypothesis, including a representation
of an mtent and corresponding slotted data that may be used
by a downstream component to perform the intent. Alterna-
tively, the NLU results data may include multiple NLU
hypotheses, with each NLU hypothesis representing an
intent and corresponding slotted data. Each NLU hypothesis
may be associated with a confidence value representing a
confidence of the NLU component 1760 1n the processing
performed to generate the NLU hypothesis associated with
the confidence value. Further details of the operation of the
NLU component 1760 are described below with reference to
FIGS. 18 and 19.

As described above, the remote system 120 may perform
speech processing using two different components (e.g., the
ASR component 1750 and the NLU component 1760). One
skilled 1n the art will appreciate that the remote system 120,
in at least some examples, may implement a spoken lan-
guage understanding (SLU) component 1755 that 1s config-
ured to process audio data 1711 to generate NLU results data
without departing from the disclosure.

In some examples, the SLU component 1755 may be
equivalent to the ASR component 1750 and the NLU
component 1760. While the SLU component 1755 may be
equivalent to a combination of the ASR component 1750
and the NLU component 1760, the SLU component 1755
may process audio data 1711 and directly generate the NLU
results data, without an intermediate step of generating text
data (as does the ASR component 1750). As such, the SLU
component 1755 may take audio data 1711 representing
speech and attempt to make a semantic interpretation of the
speech. That 1s, the SLU component 1755 may determine a
meaning associated with the speech and then implement that
meaning. For example, the SLU component 1755 may
interpret audio data 1711 representing speech from the user
5 1n order to derive a desired action. In some examples, the
SLU component 17535 outputs a most likely NLU hypoth-
es1s, or multiple NLU hypotheses 1n the form of a lattice or
an N-best list with individual NLU hypotheses correspond-
ing to confidence scores or other scores (such as probability
scores, efc.).

The orchestrator component 1730 may send the NLU
results to an associated skill component 1790. If the NLU
results include multiple NLU hypotheses, the orchestrator
component 1730 may send a portion of the NLU results
corresponding to the top scoring NLU hypothesis to a skill
component 1790 associated with the top scoring NLU
hypothesis.

A “skall” or “skill component” may be software running
on the remote system 120 that 1s akin to a software appli-
cation running on a traditional computing device. That is, a
skill component 1790 may enable the remote system 120 to
execute specific functionality in order to perform one or
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more actions (e.g., provide information to a user, display
content to a user, output music, or perform some other
requested action). The remote system 120 may be configured
with more than one skill component 1790. For example, a
weather skill component may enable the remote system 120
to provide weather information, a ride sharing skill compo-
nent may enable the remote system 120 to schedule a trip
with respect to a ride sharing service, a restaurant skall
component may enable the remote system 120 to order food
with respect to a restaurant’s online ordering system, a
communications skill component may enable the system to
perform messaging or multi-endpoint communications, etc.
A skill component 1790 may operate 1in conjunction between
the remote system 120 and other devices such as the device
110 or skill system(s) 125 in order to complete certain
functions. Inputs to a skill component 1790 may come from
various interactions and nput sources.

The functionality described heremn as a skill or skill
component may be referred to using many different terms,
such as an action, bot, app, application, speechlet or the like.
A skill component 1790 may include hardware, software,
firmware, or the like that may be dedicated to the particular
skill component 1790 or shared among different skill com-
ponents 1790. A skill component 1790 may be part of the
remote system 120 (as illustrated in FIG. 17) or may be
located at whole (or in part) with one or more separate
systems. Unless expressly stated otherwise, reference to a
skiall, skill device, or skill component may include a skill
component operating within the remote system 120 (for
example as skill component 1790) and/or skill component
operating within a system separate from the remote system
120.

A skill component 1790 may be configured to perform
one or more actions. A skill may enable a skill component
1790 to execute specific functionality in order to provide
data or produce some other output requested by a user. A
particular skill component 1790 may be configured to
execute more than one skill. For example, a weather skill
may involve a weather skill component providing weather
information to the remote system 120, a ride sharing skill
may mnvolve a ride sharing skill component scheduling a trip
with respect to a nide sharing service, an order pizza skill
may 1nvolve a restaurant skill component ordering pizza
with respect to a restaurant’s online ordering system, etc.

A skill component 1790 may implement diflerent types of
skills and may optionally be 1n communication with one or
more skill system(s) 125. The skill system(s) 125 may each
correspond to a particular skill component 1790 and may be
capable of performing operations to ultimately execute an
action. Types of skills include home automation skills (e.g.,
skills that enable a user to control home devices such as
lights, door locks, cameras, thermostats, etc.), entertainment
device skills (e.g., skills that enable a user to control
entertainment devices such as smart TVs), video skills, flash
briefing skills, gaming skills, as well as custom skills that are
not associated with any pre-configured type of skill. In some
instances, skill component(s) 1790 or a skill system(s) 125
may provide output text data responsive to the present user
command.

The remote system 120 may communicate with one or
more skill systems 125. A skill system 125 may be config-
ured to execute with respect to NLU results data. For
example, for NLU results data including a <GetWeather>
intent, a weather skill system may determine weather infor-
mation for a geographic location represented 1n a user profile
or corresponding to a location of the device 110 that cap-
tured a corresponding natural language input. For further
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example, for NLU results data including a <BookRide>
intent, a taxi skill system may book a requested ride. In
another example, for NLU results data including a <BuyP-
1zza> intent, a restaurant skill system may place an order for
a pizza. A skill system 125 may operate 1 conjunction
between the remote system 120 and other devices, such as
the device 110, 1n order to complete certain functions. Inputs
to a skill system 125 may come from speech processing
interactions or through other interactions or mput sources.

A skill system 125 may be associated with a domain. A
non-limiting list of illustrative domains includes a smart
home domain, a music domain, a video domain, a flash
briefing domain, a shopping domain, and/or a custom
domain.

The remote system 120 may include a TTS component
1780. The TTS component 1780 may generate audio data
(e.g., synthesized speech) from text data using one or more
different methods. Text data mput to the TTS component
1780 may come from a skill system 1235, the orchestrator
component 1730, or another component of the system 100.

In one method of synthesis called umit selection, the T'TS
component 1780 matches text data against a database of
recorded speech. The TTS component 1780 selects matching,
units of recorded speech and concatenates the units together
to form audio data. In another method of synthesis called
parametric synthesis, the TTS component 1780 varies
parameters such as frequency, volume, and noise to generate
audio data including an artificial speech wavelform. Para-
metric synthesis uses a computerized voice generator, some-
times called a vocoder.

The remote system 120 may include a user recognition
component 1795. In at least some examples, the user rec-
ognition component 1795 may be implemented as a skill
system 123.

The user recognition component 17935 may recognize one
or more users using various data. The user recognition
component 1795 may take as mput the audio data 1711
and/or the text data 1713. The user recognition component
1795 may perform user recognition (e.g., user recognition
processing) by comparing speech characteristics, in the
audio data 1711, to stored speech characteristics of users.
The user recognition component 1795 may additionally or
alternatively perform user recognition by comparing bio-
metric data (e.g., fingerprint data, ir1s data, etc.), received by
the remote system 120 1n correlation with a natural language
input, to stored biometric data of users. The user recognition
component 1795 may additionally or alternatively perform
user recognition by comparing image data (e.g., including a
representation of at least a feature of a user), received by the
remote system 120 in correlation with a natural language
input, with stored image data including representations of
teatures of different users. The user recognition component
1795 may perform other or additional user recognition
processes, including those known 1n the art. For a particular
natural language 1nput, the user recognition component 1795
may perform processing with respect to stored data of users
associated with the device 110 that captured the natural
language 1nput.

The user recognition component 1795 determines
whether a natural language input originated from a particular
user. For example, the user recognition component 1795
may generate a first value representing a likelihood that a
natural language input originated from a first user, a second
value representing a likelithood that the natural language
input originated from a second user, etc. The user recogni-
tion component 1795 may also determine an overall confi-
dence regarding the accuracy of user recognition operations.
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The user recognition component 1795 may output a single
user 1dentifier corresponding to the most likely user that
originated the natural language iput. Alternatively, the user
recognition component 1795 may output multiple user 1den-
tifiers (e.g., 1 the form of an N-best list) with respective
values representing likelihoods of respective users originat-
ing the natural language mnput. The output of the user
recognition component 1795 may be used to mform NLU
processing, processing performed by a skill system 125, as
well as processing performed by other components of the
remote system 120 and/or other systems.

The remote system 120 may include profile storage 1770.
The profile storage 1770 may include a variety of informa-
tion related to individual users, groups of users, devices, eftc.
that interact with the remote system 120. As used herein, a
“profile” refers to a set of data associated with a user, group
of users, device, etc. The data of a profile may include
preferences specific to the user, group of users, device, etc.;
input and output capabilities of one or more devices; internet
connectivity information; user bibliographic information;
subscription information; as well as other information. Data
ol a profile may additionally or alternatively include infor-
mation representing a preferred assistant to respond to
natural language mputs corresponding to the profile.

The profile storage 1770 may include one or more user
profiles. Each user profile may be associated with a different
user 1dentifier. Each user profile may include various user
identifving information. Each user profile may also include
preferences of the user. Each user profile may include one or
more device identifiers, representing one or more devices
registered to the user. Each user profile may include iden-
tifiers of skill systems 125 that the user has enabled. When
a user enables a skill system 125, the user 1s providing the
remote system 120 with permission to allow the skill system
125 to execute with respect to the user’s natural language
inputs. If a user does not enable a skill system 1235, the
remote system 120 may not invoke the skill system 125 to
execute with respect to the user’s natural language inputs.

The profile storage 1770 may include one or more group
profiles. Each group profile may be associated with a dii-
ferent group profile identifier. A group profile may be
specific to a group of users. That 1s, a group profile may be
associated with two or more i1ndividual user profiles. For
example, a group profile may be a household profile that 1s
associated with user profiles associated with multiple users
of a single household. A group profile may include prefer-
ences shared by all the user profiles associated therewith.
Each user profile associated with a group profile may
additionally include preferences specific to the user associ-
ated therewith. That 1s, a user profile may include prefer-
ences unique from one or more other user profiles associated
with the same group profile. A user profile may be a
stand-alone profile or may be associated with a group
proflle. A group profile may include one or more device
proflles corresponding to one or more devices associated
with the group profiile.

The profile storage 1770 may include one or more device
profiles. Each device profile may be associated with a
different device identifier. A device profile may include
various device 1dentifying information. A device profile may
also include one or more user identifiers, corresponding to
one or more user profiles associated with the device profile.
For example, a household device’s profile may include the
user 1dentifiers of users of the household.

FIG. 18 1s a conceptual diagram showing how natural
language processing 1s performed by the NLU component
1760, according to embodiments of the present disclosure.
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The NLU component 1760 may include one or more rec-
ogmizers 1863. In at least some embodiments, a recognizer
1863 may be associated with a skill system 125 (e.g., the
recognizer may be configured to interpret text data to
correspond to the skill system 125). In at least some other
examples, a recognizer 1863 may be associated with a
domain (1.e., the recognizer may be configured to interpret
text data to correspond to the domain). The recognizer 1863
can serve as a search provider interface to the skills and/or
domains such as a music domain.

Recognizers 1863 may process text data in parallel, in
series, partially 1n parallel, etc. For example, a recognizer
corresponding to a first domain may process text data at least
partially in parallel to a recognizer corresponding to a
second domain. For further example, a recognizer corre-
sponding to a first skill system may process text data at least
partially in parallel to a recognizer corresponding to a
second skill system. Thus, the system 100 can fan out
searches related to enfity recognition and resolution across
the recognizers 1863.

The NLU component 1760 may communicate with vari-
ous storages. The NLU component 1760 may communicate
with an NLU storage 1873, which includes skill system
grammars (1876a-1876n), representing how natural lan-
guage mputs may be formulated to invoke skill systems 125,
and skill system intents (1878a-1878n) representing intents
supported by respective skill systems 125.

Each recognizer 1863 may be associated with a particular
grammar 1876, a particular intent(s) 1878, and a particular
personalized lexicon 1886 (stored in an entity library 1882).
A gazetteer 1884 may include skill system-indexed lexical
information associated with a particular user. For example,
Gazetteer A (1884a) may include skill system-indexed lexi-
cal information 1886aa to 1886an. A user’s music skill
system lexical information might include album titles, artist
names, and song names, for example, whereas a user’s
contact list skill system lexical information might include
the names of contacts. Since every user’s music collection
and contact list 1s presumably different, this personalized
information may improve entity resolution.

Each recognizer 1863 may include a named entity recog-
nition (NER) component 1862 that attempts to identily
grammars and lexical information that may be used to
construe meaning with respect to text data input therein. A
NER component 1862 identifies portions of text data that
correspond to a named entity that may be recogmzable by
the remote system 120. A NER component 1862 may also
determine whether a word refers to an enfity that 1s not
explicitly mentioned in the text, for example “him,” “her,”
“1t” or other anaphora, exophora or the like.

A NER component 1862 applies grammar models 1876
and lexical information 1886 associated with one or more
skill systems 125 to determine a mention of one or more
entities 1n text data mnput theremn. In this manner, a NER
component 1862 identifies “slots™ (1.e., particular words 1n
text data) that may be needed for later processing. A NER
component 1862 may also label each slot with a type (e.g.,
noun, place, city, artist name, song name, etc.).

Each grammar model 1876 may include the names of
entities (1.e., nouns) commonly found 1n speech about a
particular skill system 125 to which the grammar model
1876 relates, whereas lexical information 1886 may be
personalized to the user identifier output by a user recogni-
tion component 1795 (described herein with reference to
FIG. 17) for the natural language mnput. For example, a
grammar model 1876 associated with a shopping skill
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system may include a database of words commonly used
when people discuss shopping.

A downstream process called named entity resolution
actually links a portion of text data (1dentified by a NER
component 1862) to a specific entity known to the remote
system 120. To perform named entity resolution, the NLU
component 1760 may use gazetteer mformation (1884a-
18847) stored in the enftity library storage 1882. The gazet-
teer mformation 1884 may be used to match text data
(1dentified by a NER component 1862) with different enti-
ties, such as song titles, contact names, etc. Gazetteers may
be linked to users (e.g., a particular gazetteer may be
associated with a specific user’s music collection), may be
linked to certain skill systems 125 (e.g., a shopping skill
system, a music skill system, a video skill system, a com-
munications skill system, etc.), or may be organized in
another manner.

Each recognizer 1863 may also include an IC component
1864 that processes text data input thereto to determine an
intent(s) of a skill system(s) 125 that potentially corresponds
to the natural language 1input represented 1n the text data. An
intent corresponds to an action to be performed that is
responsive to the natural language input represented by the
text data. An IC component 1864 may communicate with a
database 1878 of words linked to intents. For example, a
music intent database may link words and phrases such as
“quiet,” “volume ofl,” and “mute” to a <Mute> intent. An IC
component 1864 i1dentifies potential intents by comparing
words and phrases 1n text data to the words and phrases in
an mntents database 1878 associated with the skill system(s)
125 that 1s associated with the recognizer 1863 implement-
ing the IC component 1864.

The intents 1dentifiable by a specific IC component 1864
may be linked to one or more skill system-specific grammar
frameworks 1876 with “slots” to be filled. Each slot of a
grammar framework 1876 corresponds to a portion of text
data that a NER component 1862 believes corresponds to an
entity. For example, a grammar framework 1876 corre-
sponding to a <PlayMusic> mtent may correspond to text
data sentence structures such as “Play {Artist Name},”
“Play {Album Name},” “Play {Song name},” “Play {Song
name} by {Artist Name},” etc. However, to make resolution
more flexible, grammar frameworks 1876 may not be struc-
tured as sentences, but rather based on associating slots with
grammatical tags.

For example, a NER component 1862 may identify words
in text data as subject, object, verb, preposition, etc. based
on grammar rules and/or models prior to recognizing named
entities 1 the text data. An IC component 1864 (1mple-
mented by the same recognizer 1863) may use the 1dentified
verb to 1dentify an intent. The NER component 1862 may
then determine a grammar model 1876 associated with the
identified intent. For example, a grammar model 1876 for an
intent corresponding to <PlayMusic> may specily a list of
slots applicable to play the identified “object” and any object
modifier (e.g., a prepositional phrase), such as {Artist
Name}, {Album Name!}, {Song name}, etc. The NE
component 1862 may then search corresponding fields 1n a
lexicon 1886, attempting to match words and phrases in the
text data the NER component 1862 previously tagged as a
grammatical object or object modifier with those i1dentified
in the lexicon 1886.

A NER component 1862 may perform semantic tagging,
which 1s the labeling of a word or combination of words
according to their type/semantic meaning. A NER compo-
nent 1862 may parse text data using heuristic grammar rules,
or a model may be constructed using techniques such as
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hidden Markov models, maximum entropy models, log
linear models, conditional random fields (CRF), and the like.
For example, a NER component 1862, implemented by a
music skill system or music domain recognizer 1863, may
parse and tag text data corresponding to “play mother’s little
helper by the rolling stones” as {Verb}: “Play,” {Object}:
“mother’s little helper,” {Object Preposition}: “by,” and
{Object Modifier}: “the rolling stones.” The NER compo-
nent 1862 may 1dentity “Play” as a verb based on a word
database associated with the music skill system or music
domain, which an IC component 1864 may determine cor-
responds to a <PlayMusic> intent. At this stage, no deter-
mination has been made as to the meaning of “mother’s little
helper” and “the rolling stones,” but based on grammar rules
and models, the NER component 1862 has determined that
the text of these phrases relates to the grammatical object
(1.e., enftity).

The frameworks linked to the intent are then used to
determine what database fields should be searched to deter-
mine the meaning of these phrases, such as searching a
user’s gazetteer 1884 for similarity with the framework
slots. For example, a framework for a <PlayMusic> intent
might indicate to attempt to resolve the identified object
based {Artist Name}, {Album Name}, and {Song name},
and another framework for the same intent might indicate to
attempt to resolve the object modifier based on {Artist
Name}, and resolve the object based on {Album Name} and
{Song Name} linked to the identified { Artist Name}. If the
search of the gazetteer 1884 does not resolve a slot/field
using gazetteer information, the NER component 1862 may
search a database of generic words (1n the knowledge base
1872). For example, 1f the text data corresponds to “play
songs by the rolling stones,” after failing to determine an
album name or song name called “songs” by “the rolling
stones,” the NER component 1862 may search a music skill
system vocabulary for the word “songs.” In the alternative,
generic words may be checked before the gazetteer infor-
mation, or both may be tried, potentially producing two
different results.

A recognizer 1863 may tag text data to attribute meaning
thereto. For example, a recognizer 1863 may tag “play
mother’s little helper by the rolling stones™ as: {skill sys-
tem} Music, {intent} Play Music, {artist name} rolling
stones, {media type} SONG, and {song title} mother’s little
helper. For further example, a recognizer 1863 may tag
“play songs by the rolling stones” as: {skill system} Music,
lintent} Play Music, {artist name} rolling stones, and
{media type} SONG.

As described above, more than one recognizer 1863 may
process with respect to text data representing a single natural
language mnput. In such examples, each recognizer 1863 may
output at least one NLU hypothesis including an intent
indicator (determined by an IC component 1864 of the
recognizer 1863) and at least one tagged named entity
(determined by a NER component 1862 of the recognizer
1863).

FIG. 19 1s a conceptual diagram of how natural language
processing 1s performed by the NLU component 1760,
according to embodiments of the present disclosure. As
described above, the ASR component 1750 can transcribe
audio data into one or more ASR hypotheses 19035 embodied
in ASR output data (e.g., one or more different textual or
symbolic representations of the speech contained in the
audio data 1711). The ASR output data can include a ranked
list of ASR hypotheses or the top-scoring ASR hypothesis
when multiple ASR hypotheses are generated for a single
natural language input. A top-scoring ASR hypothesis (and/
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or other ASR hypotheses), which includes the text or sym-
bolic data corresponding to the most likely transcription of
the audio data may be sent from the ASR component 1750
to the orchestrator 1730 and from the orchestrator 1730 to
the NLU component 1760.

The NLU component 1760 can receive one or more ASR
hypotheses 1905 from the orchestrator 1730. The NLU
component 1760 can interpret the one or more ASR hypoth-
eses 1905 to determine one or more NLU hypotheses
embodied 1 NLU results data 1985 (e.g., one or more
different intents and entities contained 1n the transcription of
the audio data 1711). The NLU results data 1985 can include
a ranked list of NLU hypotheses or the top-scoring NLU
hypothesis when multiple NLU hypotheses are generated for
a single natural language mput. A top-scoring NLU hypoth-
esis (and/or other NLU hypotheses), which includes the
intent and enftity data corresponding to the most likely
interpretation of the audio data 1711 may be sent from the
NLU component 1760 to the orchestrator 1730.

As 1llustrated 1n FIG. 19, the NLU component 1760 may
receive an ASR hypothesis 1905 from the ASR component
1750 and may compile the NLU hypotheses (output by
multiple recognizers 1863 ) into cross-recognizer N-best list
data 1940. Each NLU hypothesis may be associated with a
respective score indicating a likelthood that the NLU
hypothesis corresponds to the domain, one or more skill
systems 123 associated with the recognizer 1863 from which
the NLU hypothesis was output. For example, the cross-
recognizer N-best list data 1940 may be represented as:

[0.95] Intent: <PlayMusic> ArtistName: Lady Gaga
SongName: Poker Face

[0.70] Intent: <PlayVideo> ArtistName: Lady Gaga Vide-
oName: Poker Face

[0.01] Intent: <PlayMusic> ArtistName: Lady Gaga
AlbumName: Poker Face

[0.01] Intent: <PlayMusic> SongName: Pokerface
with each line of the foregoing corresponding to a di
NLU hypothesis and associated score.

The NLU component 1760 may send the cross-recognizer
N-best list data 1940 to a pruning component 1950, which
sorts the NLU hypotheses, represented 1n the cross-recog-
nizer N-best list data 1940, according to their respective
scores. The pruning component 1950 may then perform
score thresholding with respect to the cross-recognizer
N-best list data 1940. For example, the pruning component
1950 may select NLU hypotheses, represented in the cross-
recognizer N-best list data 1940, associated with scores
satisiying (e.g., meeting and/or exceeding) a threshold score.
The pruning component 1950 may additionally or alterna-
tively perform number of NLU hypothesis thresholding. For
example, the pruning component 1950 may select a thresh-
old number of top-scoring NLU hypotheses represented 1n
the cross-recognizer N-best list data 1940.

The pruning component 1950 may generate cross-recog-
nizer N-best list data 1960 including the selected NLU
hypotheses. The purpose of the pruning component 1950 1s
to create a reduced list of NLU hypotheses so that down-
stream, more resource mtensive, processes may only operate
on NLU hypotheses that most likely represent the natural
language input.

The NLU component 1760 may include a light slot filler
component 1952 that takes text from slots, represented in the
NLU hypotheses output by the pruning component 1950,
and alter 1t to make the text more easily processed by
downstream components. The light slot filler component
1952 may perform low latency operations that do not
involve heavy operations such as reference to a knowledge
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base. The purpose of the light slot filler component 1952 1s
to replace words with other words or values that may be
more easily understood by downstream components. For
example, 1 a NLU hypothesis includes the word “tomor-
row,” the light slot filler component 1952 may replace the
word “tomorrow” with an actual date for purposes of
downstream processing. Similarly, the light slot filler com-
ponent 1952 may replace the word “CD” with “album” or
the words “compact disc.” The replaced words are then
included in the cross-recognizer N-best list data 1960.

The cross-recognizer N-best list data 1960 may be sent to
an entity resolution component 1970. The entity resolution
component 1970 can apply rules or other instructions to
standardize labels or tokens in the NLU hypotheses repre-
sented 1n the cross-recognizer N-best list data 1960. The
precise transformation may depend on the skill system 125,
domain, etc., to which a NLU hypothesis relates. For
example, for a travel skill system-specific NLU hypothesis,
the entity resolution component 1970 may transform text
corresponding to “Boston airport” to the standard BOS
three-letter code referring to the airport. The entity resolu-
tion component 1970 can refer to a knowledge base that 1s
used to specifically identify the precise entity referred to in
cach slot of each NLU hypothesis represented in the cross-
recognizer N-best list data 1960.

Specific itent/slot combinations may also be tied to a
particular source, which may then be used to resolve the text.
In the example “play songs by the stones,” the enftity
resolution component 1970 may reference a personal music
catalog, Amazon Music account, a user proiile, or the like.
The enftity resolution component 1970 may output N-best
list data, altered from the cross-recognizer N-best list data
1960, that includes more detailed information (e.g., entity
IDs) about the specific entities mentioned 1n the slots and/or
more detailed slot data that can eventually be used by a skall
system 123 to perform an action responsive to the natural
language input. The NLU component 1760 may include
multiple entity resolution components 1970 that are each
specific to one or more different skill systems 1235, domains,
etc.

One or more models for the entity resolution component
1970 may be trained and operated according to various
machine learning techniques. Such techniques may include,
for example, neural networks (such as deep neural networks
and/or recurrent neural networks), inference engines, trained
classifiers, etc. Examples of trained classifiers include Sup-
port Vector Machines (SVMs), neural networks, decision
trees, AdaBoost (short for “Adaptive Boosting”) combined
with decision trees, and random forests. Focusing on SVM
as an example, SVM 1is a supervised learning model with
associated learning algorithms that analyze data and recog-
nize patterns 1n the data, and which are commonly used for
classification and regression analysis. Given a set of training
examples, each marked as belonging to one of two catego-
ries, an SVM training algorithm builds a model that assigns
new examples into one category or the other, making 1t a
non-probabilistic binary linear classifier. More complex
SVM models may be built with the training set identifying
more than two categories, with the SVM determining which
category 1s most similar to mput data. An SVM model may
be mapped so that the examples of the separate categories
are divided by clear gaps. New examples are then mapped
into that same space and predicted to belong to a category
based on which side of the gaps they fall on. Classifiers may
issue a “score” indicating which category the data most
closely matches. The score may provide an indication of
how closely the data matches the category.
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In order to apply machine learning techniques, machine
learning processes themselves need to be trained. Training a
machine learning component requires establishing a
“oround truth™ for training examples. In machine learning,
the term “ground truth” refers to the accuracy of a traiming
set’s classification for supervised learming techniques. Vari-
ous techniques may be used to train the models including
backpropagation, statistical learning, supervised learning,
semi-supervised learning, stochastic learning, or other
known techniques.

The NLU component 1760 may include a ranker compo-
nent 1990 that assigns a particular score to each NLU
hypothesis input therein. The score of a particular NLU
hypothesis may be affected by whether the NLU hypothesis
has unfilled slots. For example, 1f a first NLU hypothesis
includes slots that are all filled/resolved, the ranker compo-
nent 1990 may assign the first NLU hypothesis a higher
score than a second NLU hypothesis including at least one
slot that 1s unfilled/unresolved by the enftity resolution
component 1970.

The ranker component 1990 may apply re-scoring, bias-
ing, or other techniques. To do so, the ranker component
1990 may consider not only the data output by the entity
resolution component 1970, but may also consider other
data 1991. The other data 1991 may include a variety of
information.

For example, the other data 1991 may include skill system

125 rating or popularnity data. For example, if a skill system
125 has a high rating, the ranker component 1990 may
increase the score of a NLU hypothesis associated with that
skill system 125, and vice versa.
The other data 1991 may additionally or alternatively
include mnformation about skill systems 125 that have been
cnabled by the user that originated the natural language
input. For example, the ranker component 1990 may assign
higher scores to NLU hypotheses associated with enabled
skill systems 125 than NLU hypotheses associated with skill
systems 125 that have not been enabled by the user.

The other data 1991 may additionally or alternatively
include data indicating system usage history (e.g., specific to
the user), such as 1f the user, that originated the natural
language input, regularly invokes a particular skill system
125 or does so at particular times of day. The other data 1991
may additionally or alternatively include data indicating
date, time, location, weather, type of device 110, user
identifier, context, as well as other information. For
example, the ranker component 1990 may consider when
any particular skill system 125 i1s currently active with
respect to the present user and/or device 110 (e.g., music
being output by the skill system 125, a game being executed
by the skill system 1235, etc.).

The ranker component 1990 may output NLU results data
1985 including one or more NLU hypotheses. The NLU
component 1760 may send the NLU results data 1985 to the
orchestrator 1730.

FIG. 20 1s a schematic diagram of an illustrative archi-
tecture 1n which sensor data 1s combined to recognize one or
more users, in accordance with embodiments of the present
disclosure. As described above, the remote system 120 may
include a user recognition component 1795. The user rec-
ognition component 1795 may recognize one or more users
using a variety ol data. However, the disclosure is not
limited thereto, and the user recognition component 1795
may be included within an individual device 110 without
departing from the disclosure. Thus, the device(s) 110 and/or
the remote system 120 may perform user recognition pro-
cessing without departing from the disclosure.




US 11,070,644 B1

41

As 1llustrated i FIG. 20, the user recognition component
1795 may include one or more subcomponents including a
vision component 2008, an audio component 2010, a bio-
metric component 2012, a radio frequency (RF) component
2014, a learning component 2016, and a recognition confi-
dence component 2018. In some instances, the user recog-
nition component 1795 may monitor data and determina-
tions from one or more subcomponents to recognize an
identity of one or more users associated with data mput to
the remote system 120. The user recognition component
1795 may output user recognition data 2090, which may
include a user identifier associated with a user the user
recognition component 1795 believes originated data input
to the remote system 120. The user recognition component
1795 may be used to inform processes performed by various
components of the remote system 120 as described herein.

The vision component 2008 may receive data from one or
more sensors capable of providing 1mages (e.g., cameras) or
sensors indicating motion (e.g., motion sensors). The vision
component 2008 can perform facial recognition or image
analysis to determine an i1dentity of a user and to associate
that identity with a user profile associated with the user. In
some 1nstances, when a user 1s facing a camera, the vision
component 2008 may perform facial recognition and 1den-
tify the user with a high degree of confidence. In other
instances, the vision component 2008 may have a low
degree of confidence of an i1dentity of a user, and the user
recognition component 1795 may use determinations from
additional components to determine an identity of a user.
The vision component 2008 can be used 1n conjunction with
other components to determine an i1dentity of a user. For
example, the user recognition component 1795 may use data
from the vision component 2008 with data from the audio
component 2010 to identily what user’s face appears to be
speaking at the same time audio 1s captured by a device 110
the user 1s facing for purposes of i1dentifying a user who
spoke an input to the remote system 120.

The overall system of the present disclosure may include
biometric sensors that transmit data to the biometric com-
ponent 2012. For example, the biometric component 2012
may receive data corresponding to fingerprints, 1ris or retina
scans, thermal scans, weights of users, a size of a user,
pressure (e.g., within floor sensors), etc., and may determine
a biometric profile corresponding to a user. The biometric
component 2012 may distinguish between a user and sound
from a television, for example. Thus, the biometric compo-
nent 2012 may incorporate biometric mnformation nto a
confidence level for determining an identity of a user.
Biometric information output by the biometric component
2012 can be associated with specific user profile data such
that the biometric information uniquely identifies a user
profile of a user.

The RF component 2014 may use RF localization to track
devices that a user may carry or wear. For example, a user
(and a user profile associated with the user) may be asso-
ciated with a device. The device may emit RF signals (e.g.,
Wi-Fi, Bluetooth®, etc.). A device may detect the signal and
indicate to the RF component 2014 the strength of the signal
(e.g., as a recerved signal strength indication (RSSI)). The
RF component 2014 may use the RSSI to determine an
identity of a user (with an associated confidence level). In
some 1nstances, the RF component 2014 may determine that
a recerved RF signal 1s associated with a mobile device that
1s associated with a particular user 1dentifier.

In some 1nstances, a device 110 may include some RF or
other detection processing capabilities so that a user who
speaks an mput may scan, tap, or otherwise acknowledge the
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user’s personal device (such as a phone) to the device 110.
In this manner, the user may “register” with the remote
system 120 for purposes of the remote system 120 deter-
mining who spoke a particular input. Such a registration may
occur prior to, during, or after speaking of an nput.

The learning component 2016 may track the behavior of
various users as a factor in determining a confidence level of
the identity of the user. By way of example, a user may
adhere to a regular schedule such that the user 1s at a first
location during the day (e.g., at work or at school). In this
example, the learning component 2016 would factor in past
behavior and/or trends 1n determining the 1dentity of the user
that provided input to the remote system 120. Thus, the
learning component 2016 may use historical data and/or
usage patterns over time to increase or decrease a confidence
level of an 1dentity of a user.

In at least some 1instances, the recognition confidence
component 2018 receives determinations from the various
components 2008, 2010, 2012, 2014, and 2016, and may
determine a final confidence level associated with the 1den-
tity of a user. In some 1nstances, the confidence level may
determine whether an action 1s performed in response to a
user mput. For example, 11 a user input includes a request to
unlock a door, a confidence level may need to be above a
threshold that may be higher than a threshold confidence
level needed to perform a user request associated with
playing a playlist or sending a message. The confidence
level or other score data may be included in the user
recognition data 1795.

The audio component 2010 may receive data from one or
more sensors capable of providing an audio signal (e.g., one
or more microphones) to facilitate recognition of a user. The
audio component 2010 may perform audio recognition on an
audio signal to determine an identity of the user and asso-
ciated user identifier. In some 1instances, aspects of the
remote system 120 may be configured at a computing device
(e.g., a local server). Thus, 1n some instances, the audio
component 2010 operating on a computing device may
analyze all sound to facilitate recognition of a user. In some
instances, the audio component 2010 may perform voice
recognition (e.g., voice recognition processing) to determine
an 1dentity of a user.

The audio component 2010 may also perform user 1den-
tification based on audio data 1711 input into the remote
system 120 for speech processing. The audio component
2010 may determine scores indicating whether speech 1n the
audio data 1711 originated from particular users. For
example, a first score may indicate a likelihood that speech
in the audio data 1711 originated from a first user associated
with a first user i1dentifier, a second score may indicate a
likelihood that speech in the audio data 1711 originated from
a second user associated with a second user i1dentifier, etc.
The audio component 2010 may perform user recognition by
comparing speech characteristics represented in the audio
data 1711 to stored speech characteristics of users (e.g.,
stored voice profiles associated with the device 110 that
captured the spoken user input).

FIG. 21 1s a block diagram conceptually illustrating a
device 110 that may be used with the system. FIG. 22 1s a
block diagram conceptually illustrating example compo-
nents of a remote device, such as the natural language
processing remote system 120, which may assist with ASR
processing, NLU processing, etc.; and skill system(s) 125. A
system (120/125) may include one or more servers. A
“server’” as used herein may refer to a traditional server as
understood 1n a server/client computing structure but may
also refer to a number of different computing components
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that may assist with the operations discussed herein. For
example, a server may include one or more physical com-
puting components (such as a rack server) that are connected
to other devices/components either physically and/or over a
network and 1s capable of performing computing operations.
A server may also include one or more virtual machines that
emulates a computer system and 1s run on one or across
multiple devices. A server may also include other combina-
tions of hardware, software, firmware, or the like to perform
operations discussed herein. The remote system 120 may be
configured to operate using one or more of a client-server
model, a computer burecau model, grid computing tech-
niques, fog computing techniques, mainiframe techniques,
utility computing techniques, a peer-to-peer model, sandbox
techniques, or other computing techniques.

Multiple systems (120/125) may be included 1n the over-
all system 100 of the present disclosure, such as one or more
natural language processing systems 120 for performing
ASR processing, one or more natural language processing,
systems 120 for performing NLU processing, one or more
skill systems 125, etc. In operation, each of these systems
may include computer-readable and computer-executable
instructions that reside on the respective device (120/125),
as will be discussed further below.

Each of these devices (110/120/125) may include one or
more controllers/processors (2104/2204), which may each
include a central processing unit (CPU) for processing data
and computer-readable instructions, and a memory (2106/
2206) for storing data and instructions of the respective
device. The memories (2106/2206) may individually include
volatile random access memory (RAM), non-volatile read
only memory (ROM), non-volatile magnetoresistive
memory (MRAM), and/or other types of memory. Each
device (110/120/125) may also 1nclude a data storage com-
ponent (2108/2208) for storing data and controller/proces-
sor-executable instructions. Each data storage component
(2108/2208) may individually include one or more non-
volatile storage types such as magnetic storage, optical
storage, solid-state storage, etc. Each device (110/120/125)
may also be connected to removable or external non-volatile
memory and/or storage (such as a removable memory card,
memory key drive, networked storage, etc.) through respec-
tive mput/output device interfaces (2102/2202).

Computer instructions for operating each device (110/
120/125) and its various components may be executed by
the respective device’s controller(s)/processor(s) (2104/
2204), using the memory (2106/2206) as temporary “work-
ing” storage at runtime. A device’s computer instructions
may be stored in a non-transitory manner in non-volatile
memory (2106/2206), storage (2108/2208), or an external
device(s). Alternatively, some or all of the executable
instructions may be embedded in hardware or firmware on
the respective device 1n addition to or instead of software.

Each device (110/120/125) includes mput/output device
interfaces (2102/2202). A variety of components may be
connected through the 1input/output device interfaces (2102/

2202), as will be discussed further below. Additionally, each
device (110/120/125) may include an address/data bus
(2124/2224) for conveying data among components of the
respective device. Each component within a device (110/
120/125) may also be directly connected to other compo-
nents 1 addition to (or mstead of) being connected to other
components across the bus (2124/2224).

Referring to FIG. 21, the device 110 may include mnput/
output device mterfaces 2102 that connect to a variety of
components such as an audio output component such as a
speaker 2112, a wired headset or a wireless headset (not
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illustrated), or other component capable of outputting audio.
The device 110 may also include an audio capture compo-
nent. The audio capture component may be, for example, a
microphone 2120 or array of microphones, a wired headset
or a wireless headset (not illustrated), etc. If an array of
microphones 1s included, approximate distance to a sound’s
point of origin may be determined by acoustic localization
based on time and amplitude differences between sounds
captured by different microphones of the array. The device
110 may additionally include a display 2116 for displaying
content. The device 110 may further include a camera 2118.

Via antenna(s) 2114, the mput/output device interfaces
2102 may connect to one or more networks 199 via a
wireless local area network (WLAN) (such as WiF1) radio,
Bluetooth, and/or wireless network radio, such as a radio
capable of communication with a wireless communication
network such as a Long Term Evolution (LTE) network,
WIMAX network, 3G network, 4G network, 5G network,
etc. A wired connection such as Ethernet may also be
supported. Through the network(s) 199, the system may be
distributed across a networked environment. The I/O device
interface (2102/2202) may also include communication
components that allow data to be exchanged between
devices such as different physical servers in a collection of
servers or other components.

The components of the device 110, the natural language
processing remote system 120, and/or skill system(s) 125
may include their own dedicated processors, memory, and/or
storage. Alternatively, one or more of the components of the
device 110, the natural language processing remote system
120, and/or skill system(s) 125 may utilize the I/O interfaces
(2102/2202), processor(s) (2104/2204), memory (2106/
2206), and/or storage (2108/2208) of the device(s) 110,
natural language processing remote system 120, or the skall
system(s) 125, respectively. Thus, the ASR component 1750
may have 1ts own I/O interface(s), processor(s), memory,
and/or storage; the NLU component 1760 may have its own
I/O terface(s), processor(s), memory, and/or storage; and
so forth for the various components discussed herein.

As noted above, multiple devices may be employed 1n a
single system. In such a multi-device system, each of the
devices may include different components for performing
different aspects of the system’s processing. The multiple
devices may include overlapping components. The compo-
nents of the device 110, the natural language processing
remote system 120, and skill system(s) 125, as described
herein, are illustrative, and may be located as a stand-alone
device or may be included, in whole or 1 part, as a
component of a larger device or system.

Multiple devices 110, the remote system 120, the skill
system(s) 125, and/or other components may be connected
over a network(s) 199. The network(s) 199 may include a
local or private network or may include a wide network such
as the Internet. Devices may be connected to the network(s)
199 through either wired or wireless connections. For
example, the devices 110 may be connected to the
network(s) 199 through a wireless service provider, over a
WikF1 or cellular network connection, or the like. Other
devices are included as network-connected support devices,
such as the natural language processing remote system 120,
the skill system(s) 125, and/or others. The support devices
may connect to the network(s) 199 through a wired connec-
tion or wireless connection. Networked devices may capture
audio using one-or-more built-in or connected microphones
or other audio capture devices, with processing performed
by ASR components, NLU components, or other compo-
nents of the same device or another device connected via the
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network(s) 199, such as the ASR component 1750, the NLU
component 1760, etc. of the natural language processing
remote system 120.

The concepts disclosed herein may be applied within a
number of different devices and computer systems, 1nclud-
ing, for example, general-purpose computing systems,
speech processing systems, and distributed computing envi-
ronments.

The above aspects of the present disclosure are meant to
be 1llustrative. They were chosen to explain the principles
and application of the disclosure and are not intended to be
exhaustive or to limit the disclosure. Many modifications
and variations of the disclosed aspects may be apparent to
those of skill in the art. Persons having ordinary skill in the
field of computers and speech processing should recognize
that components and process steps described herein may be
interchangeable with other components or steps, or combi-
nations of components or steps, and still achieve the benefits
and advantages of the present disclosure. Moreover, it
should be apparent to one skilled 1n the art, that the disclo-
sure may be practiced without some or all of the specific
details and steps disclosed herein.

Aspects of the disclosed system may be implemented as
a computer method or as an article of manufacture such as
a memory device or non-transitory computer readable stor-
age medium. The computer readable storage medium may
be readable by a computer and may comprise instructions
for causing a computer or other device to perform processes
described 1n the present disclosure. The computer readable
storage medium may be implemented by a volatile computer
memory, non-volatile computer memory, hard drive, solid-
state memory, flash drive, removable disk, and/or other
media. In addition, components of system may be 1mple-
mented as 1n firmware or hardware, such as an acoustic front
end (AFE), which comprises, among other things, analog
and/or digital filters (e.g., filters configured as firmware to a
digital signal processor (DSP)).

Conditional language used herein, such as, among others,
can,” “could,” “might,” “may,” “e.g.,” and the like, unless
specifically stated otherwise, or otherwise understood within
the context as used, 1s generally intended to convey that
certain embodiments include, while other embodiments do
not include, certain features, elements and/or steps. Thus,
such conditional language 1s not generally imntended to imply
that features, elements, and/or steps are 1n any way required
for one or more embodiments or that one or more embodi-
ments necessarily include logic for deciding, with or without
other input or prompting, whether these features, elements,
and/or steps are included or are to be performed in any
particular embodiment. The terms “comprising,” “includ-
ing,” “having,” and the like are synonymous and are used
inclusively, 1 an open-ended fashion, and do not exclude
additional elements, features, acts, operations, and so forth.
Also, the term “‘or” 1s used 1n 1ts 1inclusive sense (and not in
its exclusive sense) so that when used, for example, to
connect a list of elements, the term “or” means one, some,
or all of the elements 1n the list.

Disjunctive language such as the phrase “at least one of X,
Y, 7Z.,” unless specifically stated otherwise, 1s understood
with the context as used 1n general to present that an 1tem,
term, etc., may be either X, Y, or Z, or any combination
thereol (e.g., X, Y, and/or Z). Thus, such disjunctive lan-
guage 15 not generally intended to, and should not, imply that
certain embodiments require at least one of X, at least one
of Y, or at least one of Z to each be present.

As used 1n this disclosure, the term ““a” or “one” may
include one or more 1tems unless specifically stated other-
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wise. Further, the phrase “based on™ 1s intended to mean
“based at least in part on” unless specifically stated other-
wise.

What 15 claimed 1s:
1. A computer-implemented method, the method compris-
ng:
associating, by a first device associated with a first user
account and operating a user interface, a first plurality
of resources with the first user account;
receiving, by the first device, first data indicating that a
second user account 1s associated with the first device:
associating, by the first device, a second plurality of
resources with the second user account;
receiving, by the first device, while the first device 1s
associated with the first user account and the second
user account, second data indicating a first input to the
first device;
processing the second data to determine a first command;
determining that the first command i1s to be executed as
though the first command originated from the second
user account;
determining that the second user account grants permis-
sion to the first user account to mitiate the first com-
mand on behalf of the second user account:
using the second plurality of resources, causing a first
action to be performed that 1s responsive to the first
command, the first action performed as though the first
command originated from the second user account;
recerving, by the first device, while the first device 1s
associated with the first user account and the second
user account, third data indicating a second input to the
first device;
processing the third data to determine a second command;
determining that the second command 1s to be executed as
though the second command originated from the first
user account; and
using the first plurality of resources, causing a second
action to be performed that 1s responsive to the second
command, the second action performed as though the
second command originated from the first user account.
2. The computer-implemented method of claim 1, turther
comprising:
associating, prior to receiving the first data, a first process
with the first plurality of resources;
recerving the first data indicating that the second user
account 1s associated with the first device; and
associating the first process with the second plurality of
resources.
3. The computer-implemented method of claim 1, further
comprising;
recerving, from a remote device, activity data associated
with the second user account;
determiming fourth data associated with the first user
account; and
generating, by the first device, a user interface represent-
ing the activity data and the fourth data.
4. The computer-implemented method of claim 1, further
comprising;
generating, by the first device, first audio data represent-
ing an utterance;
sending the first audio data to a natural language system
for processing;
sending an indication that the first device 1s 1n a first mode
in which the first device 1s associated with the first user
account and the second user account; and
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causing a third action to be performed that 1s responsive
to the utterance, the third action performed as though
the first audio data oniginated from the second user
account.
5. A computer-implemented method, the method compris-
ng:
receiving, by a first device associated with a first user
account and operating a user interface, first data indi-
cating association of a second user account to the first
device;
receiving, by the first device, while the first device 1s
associated with the first user account and the second
user account, second data indicating a first input to the
first device:
processing the second data to determine a first command;
determining that the first command 1s to be executed as
though the first command originated from the second
user account;
determining that the second user account indicates that the
first user account 1s permitted to initiate the first com-
mand on behalf of the second user account;
performing, by the first device, a first action responsive to
the first command as though the first command origi-
nated from the second user account;
receiving, by the first device, while the first device 1s
associated with the first user account and the second
user account, third data idicating a second 1nput to the
first device:
processing the third data to determine a second command;
determining that the second command 1s to be executed as
though the second command originated from the first
user account; and
performing, by the first device, a second action responsive
to the second command as though the second command
originated from the first user account.
6. The computer-implemented method of claim 5, further
comprising;
associating, prior to receiving the first data, a first process
with the first user account;
receiving the first data indicating association of the sec-
ond user account to the first device; and
associating the first process with the second user account.
7. The computer-implemented method of claim 5, further
comprising;
associating a first process with the first user account;
associating a second process with a first user profile of the
first user account;
receiving fourth data instructing the first device to switch
from the first user profile to a second user profile of the
first user account; and
associating the second process with the second user
profile.
8. The computer-implemented method of claim 5, further
comprising;
associating, by the first device prior to receiving the first
data, a first plurality of resources with the first user
account;
in response to recerving the first data, associating, by the
first device, a second plurality of resources with the
second user account;

using the second plurality of resources, performing the
first action responsive to the first command as though
the first command originated from the second user
account; and
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using the first plurality of resources, performing the
second action responsive to the second command as
though the second command originated from the first
user account.
9. The computer-implemented method of claim 3, further
comprising;
associating, by the first device prior to recerving the first
data, a first plurality of resources with the first user
account;
associating, by the first device prior to recerving the first
data, a second plurality of resources with a first user
profile of the first user account;
in response to recerving the first data, associating, by the
first device, a third plurality of resources with the
second user account; and
in response to recerving the first data, associating, by the
first device, a fourth plurality of resources with a
second user profile of the second user account.
10. The computer-implemented method of claim 3, fur-
ther comprising:
recerving, from a remote device, activity data associated
with the second user account;
determining fourth data associated with the first user
account; and
generating a user interface representing the activity data
and the fourth data.
11. The computer-implemented method of claim 5, further
comprising:
generating first audio data;
sending the first audio data to a second device; and
sending an indication that the first device 1s 1n a first mode
in which the first device 1s associated with the first user
account and the second user account.
12. The computer-implemented method of claim 3, fur-
ther comprising:
determining a first identifier corresponding to a process;
identifying a plurality of resources corresponding to the
first 1dentifier;
selecting a first resource of the plurality of resources; and
determiming fourth data associated with the first resource
and the first identifier.
13. A system comprising:
at least one processor; and
memory including instructions operable to be executed by
the at least one processor to cause the system to:
receive, by a first device associated with a first user
account and operating a user interface, first data
indicating association of a second user account to the
first device:
receive, by the first device, while the first device 1s
associated with the first user account and the second
user account, second data indicating a first input to
the first device;
process the second data to determine a first command;
determine that the first command 1s to be executed as
though the first command originated from the second
user account;
determine that the second user account indicates that
the first user account 1s permitted to initiate the first
command on behalf of the second user account;
perform, by the first device, a first action responsive to
the first command as though the first command
originated from the second user account;
receive, by the first device, while the first device 1s
associated with the first user account and the second
user account, third data indicating a second mput to
the first device;
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process the third data to determine a second command,;
determine that the second command 1s to be executed
as though the second command originated from the
first user account; and

perform, by the first device, a second action responsive
to the second command as though the second com-

mand originated from the first user account.
14. The system of claim 13, wherein the memory further
comprises instructions that, when executed by the at least

one processor, Iurther cause the system to:
associate, prior to recerving the first data, a first process
with the first user account;
receive the first data indicating association of the second
user account to the first device; and

associate the first process with the second user account.
15. The system of claim 13, wherein the memory further
comprises instructions that, when executed by the at least
one processor, further cause the system to:
associate a first process with the first user account;
associate a second process with a first user profile of the
first user account;
receive fourth data istructing the first device to switch
from the first user profile to a second user profile of the
first user account; and
associate the second process with the second user profile.
16. The system of claim 13, wherein the memory further
comprises instructions that, when executed by the at least
one processor, Iurther cause the system to:
associate, by the first device prior to receiving the first
data, a first plurality of resources with the first user
account,
in response to receiving the first data, associate, by the
first device, a second plurality of resources with the
second user account;
using the second plurality of resources, perform the first
action responsive to the first command as though the
first command originated from the second user account;
and
using the first plurality of resources, perform the second
action responsive to the second command as though the
second command originated from the first user account.
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17. The system of claim 13, wherein the memory further
comprises instructions that, when executed by the at least
one processor, further cause the system to:

associate, by the first device prior to receiving the first

data, a first plurality of resources with the first user
account,

associate, by the first device prior to receiving the first

data, a second plurality of resources with a first user

profile of the first user account;
in response to receiving the first data, associate, by the

first device, a third plurality of resources with the
second user account; and

in response to receiving the first data, associate, by the

first device, a fourth plurality of resources with a
second user profile of the second user account.

18. The system of claim 13, wherein the memory further
comprises nstructions that, when executed by the at least
one processor, further cause the system to:

recerve, from a remote device, activity data associated

with the second user account:

determine fourth data associated with the {first user

account; and

generate a user interface representing the activity data and

the fourth data.

19. The system of claim 13, wherein the memory further
comprises instructions that, when executed by the at least
one processor, Iurther cause the system to:

generate {irst audio data;

send the first audio data to a second device; and

send an 1ndication that the first device 1s 1n a first mode 1n

which the first device 1s associated with the first user
account and the second user account.

20. The system of claim 13, wherein the memory further
comprises instructions that, when executed by the at least
one processor, Iurther cause the system to:

determine a {irst 1identifier corresponding to a process;

identily a plurality of resources corresponding to the first

identifier:

select a first resource of the plurality of resources; and

determine fourth data associated with the first resource

and the first identifier.
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