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INTEGRATED PIXEL AND
THREE-TERMINAL NON-VOLATILE
MEMORY CELL AND AN ARRAY OF CELLS
FOR DEEP IN-SENSOR, IN-MEMORY
COMPUTING

BACKGROUND

Field of the Invention

The present mnvention relates to complex computing
applications (e.g., cognitive computing applications) and,
more particularly, to an integrated pixel and three-terminal
non-volatile memory (NVM) cell and an array of the cells
configured for deep in-sensor, in-memory computing.

Description of Related Art

More specifically, image and voice processing applica-
tions typically employ cognitive computing and, particu-
larly, neural networks (NNs) for recognition and classifica-
tion. Those skilled in the art will recognize that a NN 1s a
deep learning algorithm where approximately 90% of the
computations performed in the algorithm are multiply and
accumulate (MAC) operations. For example, in a NN {for
image processing, the various MAC operations are used to
compute the products of mputs (also referred to as activa-
tions ), which are identified intensity values of the pixels in
a receptive field, and weights 1n a filter matrix (also referred
to as a kernel) of the same size as the receptive field, and to
turther compute the sum of the products. These computa-
tions are referred to as dot product computations. Histori-
cally, software solutions were employed to compute NNs.
However, processors with hardware-implemented NN’s
have been developed to increase processing speed. One
disadvantage of processors with hardware-implemented
NNs 1s that they are discrete processing units. For example,
a processor with a hardware-implemented NN 1s typically
physically separated from the pixel array that captures the
iput data (1.e., the processor and the pixel array are in
different consumer electronic devices or diflerent chips
within the same device). As a result, the data from the pixel
array must be uploaded to the processor prior to performing
any cognitive computing.

SUMMARY

In view of the foregoing, disclosed herein embodiments
of an integrated pixel and three-terminal non-volatile
memory (NVM) cell and embodiments of integrated circuit
(IC) structure (1.e., a processing chip) that incorporates an
array ol such cells for performing deep in-sensor,
in-memory computing (e.g., of neural networks). Also dis-
closed herein are method embodiments for operating an
integrated pixel and three-terminal NVM cell and for oper-
ating an array of such cells (e.g., to perform deep 1n-sensor,
In-memory computing).

Specifically, disclosed herein are embodiments of an
integrate pixel and three-terminal NVM cell. The cell can
include at least a select transistor and a pixel. The plxel can
include a reset transistor, a photodiode connected in series
with the reset transistor, and a sense node at a junction
between the reset transistor and the photodiode. The pixel
can also 1include an amplifying transistor, which i1s connected
in series with the select transistor and which has a gate
connected to the sense node. The amplifying transistor can
specifically be a three-terminal NVM device configured so
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2

that the gate 1s a data storage node. For example, the
amplifving transistor can be a floating gate field ellect
transistor (FGFET), a charge trap (CT) field effect transistor
(CTFET) or a ferroelectric field effect transistor (FeFET).
Such a cell can be selectively operated 1n a write mode, a
read mode and a functional computing mode, as discussed
turther in the detailed description section.

Also disclosed herein are embodiments of integrated
circuit (IC) structure (1.e., a processing chip) that incorpo-
rates an array of integrated pixel and three-terminal NVM
cells. The cells can be arranged 1n columns and rows and the
IC structure can further include bitlines connected to the
columns of cells, respectively, and wordlines connected to
the rows of cells, respectively. Each cell 1n a given column
and row can be configured as described above. That 1s, the
cell can include at least include a select transistor and a
pixel. The select transistor can have a gate connected to a
wordline for the row. The pixel can include: a photodiode;
a reset transistor, which 1s connected 1n series between a first
adjustable voltage rail and the photodiode; and a sense node
at a junction between the reset transistor and the photodiode.
The pixel can also include an amplifying transistor, which
has a gate connected to the sense node. The amplifying
transistor and the select transistor can be connected 1n series
between a second adjustable voltage rail and a bitline for the
column. The amplifying transistor can specifically be a
three-terminal NVM device configured so that the gate
ellectively functions as a data storage node. For example, the
amplifving transistor can be a floating gate field ellect
transistor (FGFET), a charge trap field eflect transistor
(CTFET) or a ferroelectric field eflect transistor (FeFET).
The cells i the array can all be selectively operated 1n a
write mode, a read mode and a functional computing mode.

For example, during the write mode 1n a specific cell in a
specific row and a specific column, the reset transistor and
the select transistor of the specific cell can be turned on and
specific bias conditions can be applied to the first adjustable
voltage rail, to the second adjustable voltage rail and to a
specific bitline for the specific column containing the spe-
cific cell 1n order to selectively bias all three terminals of the
three-terminal NVM device. Specifically, the gate of the
three-terminal NVM device can be biased by the first
adjustable voltage rail through the reset transistor (which 1s
in the ON state). One source/drain region of the three-
terminal NVM device can be biased by the second adjust-
able voltage rail. The other source/drain region of the
three-terminal NVM device can be biased by the specific

bitline for the specific column through the select transistor
(which 1s also 1n the ON state). Difl

erent bias conditions can
be used to store a given one of multiple possible first data
values (e.g., a logic “1” or a logic “0”) 1n the data storage
node of that three-terminal NVM device (1.e., in the gate). It
should be noted that the specific bias conditions applied to
the different terminals will vary depending upon the desired
stored data value and also on the type and configuration of
the three-terminal NVM device (as discussed further in the
detailed description section).

During the read mode of 1n a specific cell 1n a specific row
and a specific column, the specific bitline for the specific
column can be connected to ground. Additionally, O volts
can be applied to the first adjustable voltage rail and a read
voltage (Vread), which 1s less than VDD, can be applied to
the second adjustable voltage rail. Then, the reset and select
transistors of the specific cell can be turned on any change
in a given electrical parameter (e.g., a read current (1read))
on the specific bitline for the specific column can be sensed
in order to read out the first data value.
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During the functional computing mode 1n a specific cell in
a specific row and a specific column, the first adjustable
voltage rail can be set to a high positive voltage level (e.g.,
to VDD). Then, the reset transistor can be turned on, while
the select transistor remains ofl, 1n order to pre-charge the
sense node 1n the specific cell (e.g., to VDD). Once the sense
node 1s pre-charged, the reset transistor can be turned off.
Additionally, a read voltage (Vread), which 1s less than
VDD, can be applied to the second adjustable voltage rail
and the specific bitline for the specific column can be
connected to ground. Then, a light sensing process can be
performed by the pixel. That 1s, the photodiode of the
specific cell can be exposed to light, resulting in a second
data value being on the sense node. The select transistor can
then be turned on and a given electrical parameter (e.g., a
bitline voltage or bitline current) on the specific bitline for
the specific column can be sensed. Any change 1n the given
clectrical parameter 1n response to the functional computing
process steps will be indicative of a product of the first data
value and the second data value 1n the specific cell. Further-
more, a total change 1n the given electrical parameter on the
specific bitline in response to multiple cells in the same
specific column concurrently operating in the functional
computing mode will be indicative of a result of a dot
product computation. Thus, the above-described IC can be
employed for deep in-sensor, in-memory computing of
applications that require the performance of dot product
computations (e.g., for deep in-sensor, I-memory comput-
ing of neural networks).

Also disclosed herein are associated method embodi-
ments. Specifically, a disclosed method can 1nclude provid-
ing an integrated circuit (IC) structure (1.e., a processing
chip), as described 1n detail above, that incorporates an array
of integrated pixel and three-terminal NVM cells. The
method can further include selectively operating the cells in
that array 1n a write mode, a read mode and a functional
computing mode.

Specifically, operating a specific cell 1n a specific row and
a specific column 1n a write mode can include applying
specific bias conditions to the first adjustable voltage rail, to
the second adjustable voltage rail, and to a specific bitline
for the specific column and then turning on the reset tran-
sistor and the select transistor of the specific cell 1n order to
selectively bias all three terminals of the three-terminal
NVM device. Specifically, the gate of the three-terminal
NVM device can be biased by the first adjustable voltage rail
through the reset transistor (which 1s 1n the ON state). One
source/drain region of the three-terminal NVM device can
be biased by the second adjustable voltage rail. The other
source/drain region of the three-terminal NVM device can
be biased by the specific bitline for the specific column
through the select transistor (which 1s also 1n the ON state).
Depending upon the specific bias conditions, one of multiple
possible first data values (e.g., a logic “1” or a logic “0”) can
be stored in the data storage node of that three-terminal
NVM device (1.e., 1n the gate). It should be noted that the
specific bias conditions will vary depending upon the
desired stored data value and also on the type and configu-
ration of the three-terminal NVM device (as discussed
turther in the detailed description section).

Operating a specific cell 1 a specific row and a specific
column 1n a read mode can include connecting a specific
bitline for the specific column to ground, applying 0 volts to
the first adjustable voltage rail, and applying a read voltage
(e.g., Vread), which 1s less than VDD) to the second adjust-
able voltage rail. Then, the reset and select transistors of the
specific cell can be turned on and any change in a given
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clectrical parameter (e.g., a read current (Iread)) on the
specific bitline for the specific column can be sensed 1n order
to read out the first data value.

Operating a specific cell 1n a specific row and a specific
column 1n a functional computing mode can include setting
the voltage level on the first adjustable voltage rail to a high
positive voltage level (e.g., VDD). The sense node of the
specific cell can be pre-charged by turming on the reset
transistor, while keeping the select transistor turned off.
Once the sense node 1s pre-charged, the reset transistor can
be turned off. Additionally, a read voltage (Vread), which 1s
less than VDD, can be applied to the second adjustable
voltage rail and the specific bitline for the specific column
can be connected to ground. Then, a light sensing process
can be performed by the pixel. The light sensing process can
include exposing the photodiode of the specific cell to light
resulting 1n a second data value being output on the sense
node, turning on the select transistor for the specific cell and
then sensing any change 1n a given electrical parameter (e.g.,
a bitline voltage or bitline current) on the specific bitline for
the specific column. Change in the given electrical param-
cter on the specific bitline 1n response the functional com-
puting process steps will be indicative of a product of the
first data value and the second data value 1n the specific cell.
Furthermore, a total change 1n the given electrical parameter
on the specific bitline 1n response to multiple cells 1n the
same specific column concurrently operating in the func-
tional computing mode will be 1indicative of a result of a dot
product computation. Thus, the method can be employed for
deep 1n-sensor, m-memory computing of applications that

require dot product computations (e.g., for deep 1n-sensor,
in-memory computing of neural networks).

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The present invention will be better understood from the
following detailed description with reference to the draw-
ings, which are not necessarily drawn to scale and 1n which:

FIG. 1 1s a schematic diagram 1llustrating an embodiment
of an integrated pixel and three-terminal NVM cell and an
embodiment of an integrated circuit (IC) structure that
includes an array of the cells;

FIGS. 2A and 2B are diagrams illustrating different states
of ferroelectric field eflect transistor (FeFET)-type three-
terminal NVM device;

FIGS. 3A and 3B are diagrams illustrating different states
of floating gate field efect transistor (FGFET)-type three-
terminal NVM device;

FIGS. 4A and 4B are diagrams 1illustrating different states
of a charge trap field eflect transistor (CTFET)-type three-
terminal NVM device;

FIGS. 5A and 5B are schematic diagrams illustrating
exemplary write “1” and write “0” operations, respectively,
in an integrated pixel and three-terminal NVM cell that
includes FeFET-type NVM device;

FIG. 6 1s a schematic diagram illustrating an exemplary
read operation an integrated pixel and three-terminal NVM
cell;

FIG. 7 1s a schematic diagram illustrating an exemplary
sense node pre-charge operation for a functional computing
operation 1n an integrated pixel and three-terminal NVM
cell;

FIG. 8 1s a schematic diagram illustrating an exemplary
functional computing operation 1n an integrated pixel and

three-terminal NVM cell;
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FIG. 9 1s a schematic diagram illustrating an array of
integrated pixel and three-terminal NVM cell and functional

computing operations being concurrently performed by mul-
tiple cells 1n each column;

FIGS. 10A-10F are schematic diagrams illustrating alter-
native embodiments, respectively, of an integrated pixel and
three-terminal NVM cell that could be incorporated into the
array of FIG. 1; and

FIG. 11 1s a flow diagram illustrating method embodi-
ments for operating an itegrated pixel and three-terminal
NVM cell and for operating an array of such cells (e.g., to
perform deep in-sensor, In-memory computing).

DETAILED DESCRIPTION

As mentioned above, image and voice processing appli-
cations typically employ cognitive computing and, particu-
larly, neural networks (NNs) for recognition and classifica-
tion. Those skilled in the art will recogmize that a NN 1s a
deep learning algorithm where approximately 90% of the
computations performed in the algorithm are multiply and
accumulate (MAC) operations. For example, in a NN {for
image processing, the various MAC operations are used to
compute the products of mputs (also referred to as activa-
tions), which are identified intensity values of the pixels in
a receptive field, and weights in a convolution filter matrix
(also referred to as a kernel) of the same size as the receptive
field, and to further compute the sum of the products.
Historically, software solutions were employed to compute
NNs. However, processors with hardware-implemented
NN’s have been developed to increase processing speed.
One disadvantage of processors with hardware-implemented
NN 1s that they are discrete processing units. For example,
a processor with a hardware-implemented NN 1s typically
physically separated from the pixel array that captures the
input data (1.e., the processor and the pixel array are in
different consumer electronic devices or diflerent chips
within the same device). As a result, the data from the pixel
array must be uploaded to the processor prior to performing
any cognitive computing.

In view of the foregoing, disclosed herein are embodi-
ments of an 1integrated pixel and three-terminal non-volatile
memory (NVM) cell and of an integrated circuit (IC)
structure that incorporates an array of such cells. The
disclosed cell can specifically incorporate a pixel, where the
amplifying transistor 1s a three-terminal NVM device (e.g.,
a floating gate field eflect transistor (FGFET), a charge trap
field eflect transistor (CTFET) or a ferroelectric field effect
transistor (FeFET)) (Given the configuration of the cell (as
described 1n greater detail below), 1t can be selectively
operated 1n write, read and functional computing modes. In
the write mode, a first data value (e.g., a binary weight
value) can be stored 1n the data storage node of the NVM
device (1.e., 1n the gate of the amplifying transistor). In the
read mode, the first data value can be read from the data
storage node. In the functional computing mode, the pixel
can capture a second data value (e.g., an analog mnput value)
and an electrical parameter (e.g., bitline voltage or bitline
current) on a bitline, which 1s connected to the cell, can be
sensed. Any change in the electrical parameter on the bitline
will be function of both the first data value and the second
data value. The disclosed IC structure can include an array
of such cells arranged 1n columns and rows. If multiple cells
in a given column are concurrently operated 1n the func-
tional computing mode, the total change 1n the electrical
parameter on the bitline for the column will be indicative of
a result of a dot product computation. Thus, the IC structure
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6

can be employed for deep in-sensor, in-memory computing
ol applications that require dot product computations (e.g.,
for deep in-sensor, in-memory computing of neural net-
works).

FIG. 1 1s a schematic diagram illustrating embodiments of
an integrated pixel and three-terminal non-volatile memory

(NVM) cell 101 and embodiments of an mntegrated circuit
(IC) structure 100 (1.e., a processing chip), which 1ncorpo-
rates an array 110 of the cells 101.

Specifically, the IC structure 100 can include an array 110
of integrated pixel and three-terminal NVM cells 101. The
cells 101 can be arranged in columns (e.g., see columns A,
B, ... m) and rows (e.g., see rows 1, 2, . . . n).

Wordlines 123 can be electrically connected to the cells
101 1n each row. Bitlines 121 can be electrically connected
to the cells 101 1n each column.

Each cell 101 1n a specific row and a specific column can
include: a select transistor 150 and a pixel 130.

In each cell 101, the select transistor 150 can be an N-type
field eflect transistor (NFET). The select transistor 150 can
have a gate electrically connected to the wordline 123 of the
specific row containing that cell. The select transistor 150
can further have a source region electrically connected to the
bitline 121 for the specific column contaiming that cell.

In each cell 101, the pixel 130 can include a photodiode
131 and a reset transistor 132. The photodiode 131 can be,
for example, a PIN photodiode. The reset transistor 132 can
be, for example, a p-type field efiect transistor (PFET) with
a gate controlled by a reset signal (RST) (e.g., from a
controller 195). The reset transistor 132 can be electrically
connected 1n series between a first adjustable voltage rail
138 and the photodiode 131. For purposes of this disclosure,
an adjustable voltage rail refers to a voltage rail wherein the
voltage level on the voltage rail can be selectively adjusted.
The pixel 130 can further include a sense node 135 at the
junction between the photodiode 131 and the reset transistor
132.

In each cell 101, the pixel 130 can further include an
amplifving transistor 133, which i1s electrically connected 1n
series between a second adjustable voltage rail 139 and the
select transistor 150. This amplifying transistor 133 can be
an n-type field etlect transistor (NFET) and a gate of the
amplifving transistor 133 can be electrically connected to
the sense node 135. Additionally, this amplifying transistor
133 can specifically be configured as a three-terminal non-
volatile memory (NVM) device where the gate 15 selectively
programmable for the purposes of adjusting the threshold
voltage (V1) of the amplifying transistor (e.g., for switching,
the Vt to any one of multiple stable Vt states). Thus, the gate
can ellectively function as a data storage node 140. For
example, 1n some embodiments, the three-terminal NVM
device could be configured with a gate that 1s selectively
programmable so that the amplifying transistor could have
either (a) a low threshold voltage (e.g., so that the amplitfy-
ing transistor 1s 1n an ON state) i order to store one logic
value (e.g., a logic “1”’) on the data storage node 140; or (b)
a high threshold voltage (e.g., so that the amplilying tran-
sistor 1s 1n an OFF state) 1n order to store a different logic
value (e.g., a logic “0”) on the data storage node 140. In
other embodiments, the NVM device could be configured
with a gate that i1s selectively programmable so that the
amplifying transistor could have any one of two or more
different threshold voltages and, thereby so that the data
store node can store any one two or more different data

values (e.g., 2-bit binary numbers such as 00, 01, 10, and
11).
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Exemplary three-terminal NVM devices that could be
employed for use as the amplifying transistor 133 in the
pixel 130 of the cells 101 include, but are not limited to, a
terroelectric field eflect transistor (FeFET) 133A (as shown
in FIGS. 2A-2B), a floating gate field effect transistor
(FGFET) 133B (as shown 1n FIGS. 3A-3B, or a charge trap
field effect transistor (CTFET) 133C (as shown in FIGS.
4A-4B).

Referring to FIGS. 2A-2B, those skilled 1in the art wall
recognize that an N-type FeFET 133A can include N+
source/drain regions 204a-204H (1.e., first and second ter-
minals 201-202) and a channel region 205 (e.g., a P-
channel region) positioned between the N+ source/drain
regions 204a-204b6. The FeFET 133 A can further include a
gate 140A (1.e., a third terminal 203) (also referred to herein
as a data storage node for the three-terminal NVM device)
adjacent to the channel region 205. This gate 140A can be a
multi-layered structure including, for example, a gate dielec-
tric layer 212 on the channel region 205, a ferroelectric layer
213 (e.g., a halnium oxide layer or some other suitable
terroelectric layer) on the gate dielectric layer 212, and a
control gate layer 211 (e.g., a metal gate layer) on the
terroelectric layer 213. The gate 140A can be selectively
programmed so that the FeFET 133A has either a low Vt
(c.g., so that the amplifying transistor 1s stable 1n an ON
state) to store one data value (e.g., a logic 1) or a high Vt
(e.g., so that the amplifying transistor 1s stable 1n an OFF
state) to store another data value (e.g., a logic “0”). For
example, to program the gate 140A so that the FeFET 133 A
has a low V, a positive voltage pulse (e.g., VDD) could be
applied to the gate 140A and 0 volts could be applied to the
N+ source/drain regions 204a-204H6 (e.g., the N+ source/
drain regions 204a-2045H could be discharged to ground).
This results 1n the direction of polarization vector of the
terroelectric layer 213 pointing toward the channel region
205 (1.e., 1t results 1n + poles of di-poles 1n the layer 213
being adjacent to the channel region 205 and - poles of the
dipoles being adjacent to the control gate layer 211) such
that electrons are attracted to the channel region 205, thereby
creating a conductive region i1n the channel region 2035
between the N+ source/drain regions 204a-204H (see FIG.
2A). Thus, one logic value (e.g., a logic “1”’) 1s considered
stored on the data storage node 140A. To program the gate
140A so that the FeFET 133 A has a high threshold voltage,
a negative voltage pulse can be applied to the gate 140A and
0 volts can be applied to the N+ source/drain regions
204a-204H (e.g., again discharging the N+ source/drain
regions 204a-204H to ground). This results 1 the direction
of polarization vector of the ferroelectric layer 213 pointing
toward the control gate layer 211 (1.e., 1t results 1n + poles
of di-poles 1n the layer 213 being adjacent to the control gate
layer 211 and - poles of the dipoles being adjacent to the
channel reglon 203) such that electrons are repelled from
channel region 205, thereby eliminating any conductive
region between the N+ source/drain regions 204a-2045H (see
FIG. 2B). Thus, a different logic value (e.g., a logic “07) 1s
considered stored on the data storage node 140A. Alterna-
tively, the gate 140A could be selectively programmed so
that the FeFE'T 133A has any one of more than two diflerent
threshold voltages to store any one of multiple diflerent
multi-bit binary numbers (e.g., 00, 01, 10, and 11).

Referring to FIGS. 3A-3B, those skllled in the art will
recognize that an N-type FGFET 133B can include N+
source/drain regions 304a-304H (1.e., first and second ter-
minals 301-302) and a channel region 305 (e.g., a P-
channel region) positioned between the N+ source/drain
regions 304a-3046. The FGFET 133B can further include a
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gate 140B (1.e., a third terminal 303) (also referred to herein
as a data storage node) adjacent to the channel region 305.
The gate 140B can be a multi-layered structure including,
for example, a gate dielectric layer 312 on the channel
region 305, a floating gate layer 314 (e.g., a polysilicon
layer) on the gate dielectric layer 312, another gate dielectric
layer 313 on the floating gate layer 314 and a control gate
layer 311 (e.g., a metal gate layer) on the gate dielectric layer
313. The gate 140B can be selectively programmed so that
the FGFET 133B has either a low Vt (e.g., so that the
amplifying transistor 1s stable 1n an ON state) to store one
data value (e.g., a logic “1”) or a high Vt (e.g., so that the
amplifving transistor i1s stable 1n an OFF state) to store
another data value (e.g., a logic “0”). For example, to
selectively program the gate 140B so that the amplifying
transistor 133B has a high threshold voltage, a positive
voltage pulse (e.g., VDD) can be applied to the gate 1408
and a negative voltage pulse can be applied to the N+
source/drain regions 304a-304bH. This results 1n electrons
moving into the floating gate layer 314 increasing the
threshold voltage of the device (see FIG. 3B). Thus, one
logic value (e.g., a logic “0”) 1s considered stored on the data
storage node 140B. To selectively program the gate 140B so
that the FGFET 133B has a low threshold voltage, a negative
voltage pulse can be applied to the gate 140B and a positive
voltage pulse (e.g., VDD) can be applied to the N+ source/
drain regions 304a-304bH. This results 1n electrons moving
out of the floating gate layer 314 decreasing the threshold
voltage of the device (see FIG. 3A). Thus, a diflerent logic
value (e.g., a logic “17) 1s considered stored on the data
storage node 140B. Alternatively, the gate 140B could be
selectively programmed so that the FGFET 133B has any
one of more than two different threshold voltages to store
any one ol multiple diflerent multi-bit binary numbers (e.g.,
00, 01, 10, and 11).

Referring to FIGS. 4A-4B, those skilled in the art waill
recognize that an N-type CTFET 133C can include N+
source/drain regions 404a-404H (1.e., first and second ter-
minals 401-402) and a channel region 405 (e.g., a P-
channel region) positioned between the N+ source/drain
regions 404a-4045. The CTFET 133C can further include a
gate 140C (1.e., a third terminal 403) (also referred to herein
as a data storage node) adjacent to the channel region 405.
The gate 140C can be a multi-layered structure including,
for example, a gate dielectric layer 412 on the channel
region 405, a charge trap layer 414 (e.g., a silicon nitride
layer) on the gate dielectric layer 412, another gate dielectric
layer 413 on the charge trap layer 414 and a control gate
layer 411 (e.g., a metal gate layer) on the gate dielectric layer
413. The gate 140C can be selectively programmed so that
the CTFET 133C has either a low Vt (e.g., so that the
amplifying transistor 1s stable 1n an ON state) to store one
data value (e.g., a logic “1”) or a high Vt (e.g., so that the
amplifving transistor i1s stable 1n an OFF state) to store
another data value (e.g., a logic “0”). For example, 1n order
to selectively program the gate 140C so that the CTFET
133C has a high threshold voltage, a positive voltage pulse
(e.g., VDD) can be applied to the gate 140C and a negative
voltage pulse can be applied to the N+ source/drain regions
404a-404b. This results in electrons moving into the charge
trap layer 414, thereby increasing the threshold voltage of
the device (see FIG. 4B) Thus, one logic value (e.g., a logic
“07) 1s considered stored on the data storage node 140C. In
order to selectively program the gate 140C so that the
CTFET 133C has a low threshold voltage, a negative voltage
pulse can be applied to the gate 140C and a positive voltage
pulse (e.g., VDD) can be applied to the N+ source/drain




US 11,069,402 Bl

9

regions 404a-404b. This results 1n electrons moving out of
the charge trap layer 414, thereby decreasing the threshold
voltage of the device (see FIG. 4A). Thus, a different logic
value (e.g., a logic “1”) 1s considered stored on the data
storage node 140C. Alternatively, the gate 140C could be
selectively programmed so that the CTFET 133C has any
one of more than two different threshold voltages to store
any one ol multiple diflerent multi-bit binary numbers (e.g.,
00, 01, 10, and 11).

The IC structure 100 can further be configured so that any
of the cells 101 1n the array 110 are individually or concur-
rently selectively operable in a write mode, 1n a read mode
and a functional computing mode. Specifically, the IC
structure 100 can further include a sense circuit configured
to sense changes 1n the voltage levels on (or current flowing
through) the bitlines 121 of the columns in the IC structure
100. For example, the sense circuit can include transimped-
ance amplifiers (TTAs) 180 for each of the columns, respec-
tively. The TIAs 180 can detect and output (i.e., can be
adapted to detect and output, can be configured to detect and
output, etc.) the analog voltage levels on the bitlines 121 for
cach column, respectively. Specifically, each TIA 180 can
have a first input, which 1s electrically connected to ground,
and a second mnput, which 1s electrically connected to a
bitline 121 for a column 1n order to receive a current (Iin)
from that bitline 121. Each TIA 180 can further convert (i.e.,
can be adapted to convert, can be configured an output, etc.)
the received current (Iin) into an analog output voltage
(Vout). The analog output voltage 181 of the TIA 180 (1.e.,
Vout) can further be electrically connected via a feedback
resistor to the bitline 121 for the column (1.e., to the second
input). In any case, various different TIA configurations are
well known 1n the art. Thus, the details of the TIAs have
been omitted from this specification 1n order to allow the
reader to focus on the salient aspects of the disclosed
embodiments.

Optionally, the IC structure 100 can further include ana-
log-to-digital converters (ADCs) 185 for each of the col-
umns, respectively. The ADCs 1835 can receive the analog
output voltages 181 from the TIA’s 180, respectively, and
can convert (1.e., can be adapted to convert, can be config-
ured to convert, etc.) those analog output voltages 181 into
digital outputs 186, respectively. ADCs capable of convert-
ing analog output voltages to digital values are well known
in the art. Thus, the details of the ADCs have been omitted
from this specification 1n order to allow the reader to focus
on the salient aspects of the disclosed embodiments.

The IC structure 100 can further include a controller 195
and peripheral circuitry 191-192. In response to control
signals from the controller 195, the peripheral circuitry
191-192 can enable the cells 101 to be mdividually or
concurrently selectively operated in a write mode, a read
mode or a functional computing mode, as discussed below.
Peripheral circuitry 191 connected to the rows (at one end or
at a combination of both ends) can include, for example,
address decode logic and wordline drivers for activating
selected wordlines (1.e., for switching selected wordlines
from low to high voltage levels) during the write, read and
functional computing operations. Peripheral circuitry 192
connected to the columns (at one end or at a combination of
both ends) can include column address decode logic and
bitline drivers for approprniately biasing selected bitlines
during the write, read and functional computing operations.
Additional peripheral circuitry (not shown) can also supply
the reset signals to gates of the reset transistors of the pixels
in the cells and can switch the voltage levels on first and
second adjustable voltage rails 138-139 (as discussed 1n
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greater detail below). Controllers and peripheral circuitry
used to enable pixel array and memory array operations are
well known 1n the art. Thus, the details thereof have been
omitted from this specification 1n order to allow the reader
to Tocus on the salient aspects of the disclosed embodiments.

As mentioned above, each cell 101 1n the array 110 of the
IC structure 100 of FIG. 1 1s selectively operable in the
following modes: (a) a write mode, wherein a first data value
1s written to the data storage node 140 of the three-terminal
NVM device (1.e., to the gate of the amplifying transistor
133); (b) a read mode, wherein the first data value 1s read the
cell 101; and (c) a functional computing mode.

For a write operation in a specific cell 1n a specific column
and a specific row, a first data value can be written to the data
storage node 140. To perform the write operation, the RST
signal applied to the gate of the reset transistor 132 (which
1s a PFET) can be switched to a low voltage level (e.g., 0
volts), thereby turning on the reset transistor 132 and allow-
ing the gate of the amplifying transistor 133 to be pulled up
to VDD by the first adjustable voltage rail 138. Additionally,
the specific wordline 123 for the specific row containing the
specific cell 101 can be switched to the high voltage level
(e.g., to VDD), thereby turning on the select transistor 150
for the specific cell 101. Thus, the three terminals of the
three-terminal NVM device (1.e., the gate and two source/
drain regions of the amplifying transistor 133) can be
selectively biased. That 1s, different bias conditions can be
applied to these terminals via the first adjustable voltage rail
138, the second adjustable voltage rail 139 and the specific
bitline 121 1n order to write a desired first data value (e.g.,
a logic “1” or a logic “0”) into the data storage node 140.

As discussed above with regard to the different types of
three-terminal NVM devices that could be imncorporated nto
the pixel 130 as the amplifying transistor 133, the specific
bias conditions used to write data values to the data storage
node 140 depend upon the desired stored data value and on
the type and configuration of the three-terminal NVM
device. Furthermore, the first data value written to a cell
could be one of two different single-bit binary data values
(e.g., 17 or ©“07). Alternatively, the first data value could be
one of multiple multi-bit data values (e.g., 00, 01, 10, 11).

For purposes of illustration, the write operation 1s
described below with respect to storage of one of two
different single bit binary data values in the data storage
node of an amplilying transistor configured as a FeFET (e.g.,
as shown 1n FIGS. 2A and 2B). Specifically, consider an
exemplary integrated pixel and three-terminal NVM cell 101
where the amplifying transistor 133 of the pixel 130 1s a
FeFET 133 A. For a write operation to write a first data value
into this cell, both the reset transistor 132 and the select
transistor 150 are turned on by switching the RST signal
(which 1s applied to the gate of the reset transistor 132) to the
low voltage level (e.g., 0 volts) and by switching the
wordline 123 (which 1s connected to the gate of the select
transistor 150) to the high voltage level (e.g., to VDD).
Writing one logic value (e.g., a logic “1””) can be performed
by setting the voltage level on the first adjustable voltage rail
138 to a positive voltage level (e.g., to VDD) and by setting
the voltage levels on the second adjustable voltage rail 139
and on the specific bitline 121 to O volts (1.e., by discharging
the second adjustable voltage rail 139 and the specific bitline
121 to ground). Since the reset transistor 132 and the select
transistor 150 are both turned on, the positive voltage 1s
applied by the first adjustable voltage rail 138 through the
reset transistor 132 to the gate 140A of the FeFET 133A, 0
volts are applied by the second adjustable voltage rail 139
directly to one N+ source/drain region, and 0 volts are
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applied by the specific bitline 121 through the select tran-
sistor 150 to the other N+ source/drain region. As a result,
a conductive region 1s created by electron build up 1n the
channel region between the N+ source/drain regions and,
thus, one logic value (e.g., a logic “1”) 1s considered stored
on the data storage node 140A (see FIGS. 2A and 5A).
Writing a different logic value (e.g., a logic “0”) could be
performed by setting the voltage level on the first adjustable
voltage rail 138 to a negative voltage level and by again
setting the voltage levels on the second adjustable voltage
rail 139 and the specific bitline 121 to 0 volts. Since the reset
transistor 132 and the select transistor 150 are turned on, the
negative voltage 1s applied by the first adjustable voltage rail
138 through the reset transistor 132 to the gate 140A, 0 volts
are applied by the second adjustable voltage rail 139 directly
to one N+ source/drain region, and O volts are applied by the
specific bitline 121 through the select transistor 150 to the
other N+ source/drain region. As result, electrons are
repelled from the channel region and any conductive region
between the N+ source/drain regions 1s eliminated and, thus,

a different logic value (e.g., a logic “0”") 1s considered stored
on the data storage node 140A (see FIGS. 2B and 5B).

It should be understood that if the amplifying transistor 1s
a different type of three-terminal NVM device, write opera-
tions can similarly be performed by turning on the reset
transistor 132 and the select transistor 150 and by applying
specific bias conditions to the gate of the amplifying tran-
sistor 133 via the first adjustable voltage rail 138, to one
source/drain region of the amplifying transistor via the
second adjustable voltage rail 139 and to the other source/
drain region of the amplilying transistor via the bitline 121
for the specific column. See the detailed discussions above

regarding the specific biasing conditions needed to program
the gate 140B of the FGFET 133B 1n FIGS. 3A-3B or the

gate 140C of the CTFET 133C i FIGS. 4A-4B.

In any case, for a read operation 1 a specific cell 1n a
specific column and a specific row (see FIG. 6), a previously
stored first data value can be read from the data storage node
140. To perform the read operation, the specific bitline 121
for the specific column can be connected to ground (e.g.,
through a low resistance path), the voltage level on the first
adjustable voltage rail 138 can be set at O volts and the
voltage level on the second adjustable voltage rail 139 can
be set at a read voltage (Vread) level. Vread can be lower
than VDD (e.g., by 30-70%) and the optimal level for Vread
can be predetermined depending upon the type of NVM 1n
the cell. The RST signal applied to the gate of the reset
transistor 132 (which 1s a PFET) can be switched to the low
voltage level (e.g., 0 volts), thereby turning on the reset
transistor 132. Additionally, the specific wordline 123 con-
nected to the gate of the select transistor 150 (which 1s an
NFET) can be switched to the high voltage level (e.g., to
VDD), thereby turning on the select transistor 150. As a
result, O volts are applied to the gate of the amplifying
transistor 133 (which 1s an NFET) through the reset tran-
sistor 132 so that flow of a read current (Tread) through the
amplifving transistor 133 between the second adjustable
voltage rail 139 and the bitline 121 i1s only enabled 11 the
amplifying transistor 133 1s already in the ON-state (e.g.,
storing a logic “17, as discussed above) and so that flow of
Tread 1s blocked 1f the amplifying transistor 133 1s 1n the
OFF-state (e.g., storing a logic “07). Thus, 1f only the
specific wordline 123 for the row containing the cell 1s
activated during the read operation (1.e., 1f no other word-
lines connected to the cells 1 the specific column are
activated), then Iread on the specific bitline 121 for the
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column and applied as the mput (Iin) to the TIA 180 will
indicate whether the first data value 1s a logic “1” or a logic
“0”.

For a functional computing operation, the sense node 135
can be pre-charged to the high voltage level (e.g., VDD) (see
FIG. 7). To accomplish this, the voltage level on the first
adjustable voltage rail 138 can be set at a high positive
voltage level (e.g., VDD) and the reset signal (RST) applied
to the gate of the reset transistor 132 can be switch from the
high voltage level (e.g., VDD) to the low voltage level (e.g.,
to 0 volts) in order to turn on the reset transistor 132 and pull
up the voltage level on the sense node 135. During this
pre-charge operation, the specific wordline 123 connected to
the gate of the select transistor 150 of the cell can be
maintained at the low voltage level (e.g., at 0 volts) such that
the select transistor 150 1s ofl. Once the sense node 135 1s
pre-charged, RST can be switched back to the high voltage
level so as to turn off the reset transistor 132 and a light
sensing operation can be performed by the pixel 130.
Specifically, the specific bitline 121 for the specific column
can connected to ground (e.g., through a low resistance path)
and the voltage level on the second adjustable voltage rail
139 can again be set at a read voltage (Vread) level. As
mentioned above, Vread can be lower than VDD (e.g., by
30-70%) and the optimal level for Vread can be predeter-
mined depending upon the type of NVM 1n the cell. The
photodiode 131 can then be exposed to light resulting in a
second data value being output on the sense node 135 (see
FIG. 8). Specifically, an analog light intensity value sensed
by the photodiode 131 is represented by a voltage signal that
1s output on the sense node 135 and, thereby applied to the
gate of the amplifying transistor 133. The second adjustable
voltage rail 139 can be set at the high voltage level (e.g.,
VDD). Next, the specific wordline 123 for the specific row
connected to the cell can be activated (1.e., switched from the
low voltage level to the high voltage level), thereby turning
on the select transistor 150 of the specific cell 101, and a
given electrical parameter (e.g., a bitline voltage or bitline
current) on a specific bitline 121 for the specific column can
be sensed (e.g., using the TIA 180 connected to that specific
bitline). In this case, flow of current between the second
adjustable voltage rail 139 and the bitline 121 through the
amplifving transistor 133 will be a function of both the first
data value X, which 1s stored in the data storage node 140
(1.e., the gate of the amplilying transistor 133), and the
second data value W, which was output on the sense node
135 and applied to the gate of the amplifying transistor 133.
Thus, any change 1n the electrical parameter (as sensed by
the TIA) due to current flow through the amplifying tran-
sistor 133 will be indicative of the product of the first data
value and the second data value.

Optionally, multiple cells 1n multiple columns and rows
can be concurrently operated in the functional compute
mode for a cognitive computing operation (e.g., during
computation of a cognitive neural network (NN). In this
case, all of the cells 1n all of the columns and rows could be
concurrently operated in the functional compute mode or
some lesser number of cells 1n the columns or rows could be
concurrently operated 1n the functional compute mode. For
illustration purposes, FIG. 9 shows concurrent operation of
four cells 1n the functional compute mode and, specifically,
two per column and two per row. To perform such a
cognitive computing operation, binary weight values for the
cognitive computing operation can be stored (as the first data
values) 1n the data storage nodes 140. The first data values
stored 1n the data storage nodes 140 of the cells 101 in the
first column are represented by X1 and X2, respectively. The
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first data values stored 1n the data storage nodes 140 1n the
cells 101 1n the second column are represented by Z1 and
72, respectively. The sense nodes 135 of the pixels 130 1n
the cells 101 can be concurrently pre-charged. That 1s, the
RST signal applied to the gates of the reset transistors 132
in the multiple cells 101 can be switched to the low voltage
level thereby turning on those reset transistors 132 (while
the select transistors 150 remain 1n an OFF state) and pulling,
up the sense nodes 135 1n the cells to the high voltage level.
Once the sense nodes 135 are pre-charged, the RST signal
can be switched back to the high voltage level, turning off
the reset transistors 132. Next, light sensing processes can be
performed using the pixels 130 1n the cells 101. Specifically,
the bitlines for columns can connected to ground (e.g.,
through low resistance paths) and the voltage level on each
second adjustable voltage rail 139 can again be set at the
read voltage (Vread) level. The photodiodes 131 of the
pixels 130 in the cells 101 can then be exposed to light,
which result 1n second data values being output on the sense
nodes 135 of the cells. Specifically, analog light intensity
values sensed by the photodiodes 131 are represented by
voltage signals (1.e., the second data values) that are output
on the sense nodes 135 and, thereby applied to the gates of
the amplifying transistors 133. The second data values on
the sense nodes 135 of the pixels 130 of the cells 101 1n the
first column are represented by W1 and W2, respectively.
The second data values on the sense nodes 135 of the pixels
130 of the cells 101 1n the second column are represented by
Y1 and Y2, respectively. These second data values can be
the activation values for the cognitive computing operation.
Additionally, the wordlines 123 for the rows can be activated
(1.e., switched from the low voltage level to the high voltage
level), thereby turning on the select transistors 150 of the
cells 101, and changes 1n a given electrical parameter (e.g.,
a bitline voltage or bitline current) on each of the bitlines can
be sensed (e.g., using the TIAs 180 connected to the
bitlines). In this case, flow of current through each cell 101
between the second adjustable voltage raill 139 and the
bitline for the column that contains the cell will be a function
of both the first data value and the second data value. Thus,
any changes 1n the given electrical parameter on each bitline
121 for each column (as indicated by the output of the TIA
180 for the column) will be based on the first and second
data values 1n each cell of that column. Specifically, for
cognitive computing operations, when multiple cells 1n the
same speciiic column are concurrently selectively operated
in the functional computing mode and, optionally, when
parallel processing 1s performed i multiple columns, the
total change i1n the given electrical parameter on each
specific bitline for each specific column in response to the
cells 1n that specific column concurrently being operated 1n
the functional computing mode will be indicative of the
result of a dot product computation (i.e., will be indicative
of the sum of the products of the first data value and the
second data value from each selected cell 1n the specific
column). For example, as illustrated in FIG. 9, the total
change 1n the given electrical parameter on the bitline of the
first column when the two cells therein are 1n the functional
computing mode will be approximately equal to (W1*X1)+
(W2*X2), whereas the total change in the given electrical
parameter on the bitline of the second column when the two
cells therein are 1n the functional computing mode will be
approximately equal to (Y1*Z1)+(Y2*72).

It should be understood that the integrated pixel and
three-terminal NVM cell 101 shown 1n FIG. 1 1s offered for
illustration purposes and 1s not intended to be limiting.
FIGS. 10A-10F are schematic drawings 1llustrating alterna-
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tive embodiments for an integrated pixel and three-terminal
NVM cell 101 A-101F, respectively. Any of these alternative
embodiments could replace the cells 101 shown in FIG. 1.

Each mtegrated pixel and three-terminal NVM cell 101 A-
101F can include a select transistor 150 and pixel 130, as
discussed above. However, 1n some embodiments, the inte-
grated pixel and three-terminal NVM cell could include one

or more additional transistors to enhance performance. See
FIG. 10A and the integrated pixel and three-terminal NVM

cell 101 A, which includes a switch 136 (e.g., an additional
NFET, also referred to as an 1solation FET) between the
sense node 135 and the gate of the amplifying transistor 133.
Such a switch 36 can be used to control current flow to the
gate of the amplifying transistor until the sensing process by
the photodiode 1s complete. See also FIG. 10B and the
integrated pixel and three-terminal NVM cell 101B that
includes the switch 136 (as described above) and another
additional NFET 151 provided for improved performance.
This additional NFET 151 has both a drain region and a gate
clectrically connected to the junction between the amplify-
ing transistor 133 and the select transistor 150 and further
has a source region connected to ground.

In some embodiments, the integrated pixel and three-
terminal NVM cell could also include an additional ampli-
tying transistor configured as a three-terminal NVM and an
additional select transistor. See FIG. 10C and the integrated
pixel and dual-NVM cell 101C. The ntegrated pixel and
dual-NVM cell 101C can include the pixel 130 (as described
above) plus an additional amplifying transistor 133" and an
additional select transistor 150'. The additional amplifying
transistor 133' can be another three-terminal NVM device
and 1t’s gate (1.e., 1t’s data storage node 140') can also be
clectrically connected to the sense node 135. The additional
amplifying transistor 133' and the additional select transistor
150" can be clectrically connected in series between an
additional adjustable voltage rail 139' and an additional
bitline 121' for the column. The additional select transistor
150" can have a gate that 1s electrically connected to an
additional wordline 123' for the row. In this case, an addi-
tional first data value can be stored in the additional data
storage node 140" (1n the same manner as described above
with respect to the data storage node 140). Thus, the
integrated pixel and dual-NVM cell 101C can similarly be
employed for functional computing operations. However, 1n
this case, any change 1n the bitline voltage on one bitline 121
for the column (as indicated by a TIA connected to that
bitline) 1s a function of both the second data value output
from the photodiode 131 onto the sense node 135 and the
first data value stored on the data storage node 140 and any
change in the bitline voltage on the additional bitline 121" for
the column (as indicated by an additional TIA (not shown)
which 1s connected to that bitline 121') 1s a function of both
the second data value output from the photodiode 131 onto
the sense node 135 and the additional first data value stored
on the additional data storage node 140'. It should be noted
that the integrated pixel and dual-NVM cell 101C of FIG.
10C 1s not intended to be limiting. Other integrated pixel and
dual-NVM cells could also be incorporated into an array. For
example, see the integrated pixel and dual-NVM cell 101D
of FIG. 10D, which 1s configured essentially the same as the
integrated pixel and dual-NVM cell 101C of FIG. 10C

except that the same wordline 1s connected to both of the
select transistors 150 and 150'. Thus, 1n the cell 101C of FIG.
10C, write, read and functional computing operations using,
the diflerent data storage nodes 140 and 140' can be per-
formed concurrently or separately because of the two word-

lines 123 and 123'. In the cell 101D of FIG. 10D, space 1s
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saved by not including the additional wordline 123" but as a
result write, read and functional computing operations using,
the different data storage nodes 140 and 140' can only be
performed concurrently.

In some embodiments, the integrated pixel and three- 5
terminal NVM cell could include additional transistor in
order to enable a pixel-only read operation. See FIG. 10E
and the integrated pixel and three-terminal NVM cell 101E.
This integrated pixel and three-terminal NVM cell 101E can
include an additional amplifying transistor 133', which 1s a 10
conventional NFET as opposed to being configured as an
NVM device and which has a gate connected to the sense
node 135. This integrated pixel and three-terminal NVM cell
101E can also include additional select transistor 150" (an-
other NFET). The additional amplifying transistor 133' and 15
the additional select transistor 150" can be electrically con-
nected 1n series between an additional voltage rail 139" and
an additional bitline 121" for the column. The additional
select transistor 150' can have a gate, which 1s connected to
an additional wordline 123' for the row (as shown). In this 20
case, a read operation of the stored first data value or a
functional computing operation based on both the stored first
data value and the sensed second data value could be
performed at the same time or at a different time than a read
operation of the sensed second data value only. Alterna- 25
tively, the gates of the select transistor 150 and the additional
select transistor 150" could be connected to the same word-
line (not shown). In this case, space 1s saved by not including
the additional wordline 123' but as a result reading of the
sensed second data value only can only be performed 30
concurrent with other cell operations.

In some embodiments, the conductivity type of one or
more of the transistors in the cell may be different as
compared to in the embodiments described above. For
example, 1n each of the above-described embodiments, the 35
reset transistor 132 of the pixel 130 1s a PFET; however,
alternatively, this reset transistor 132 could be an NFET (see
FIG. 10F and the integrated pixel and three-terminal NVM
cell 101F). It should be understood that an NFET reset
transistor 132 would be turned off by applying OV to its gate. 40
The advantage of using such an NFET reset transistor is
saving of the gate activation energy, since for the majority of
time the reset transistor 1s 1n the OFF state.

Referring to the tlow diagram of FIG. 11, also disclosed
herein are associated method embodiments. Specifically, a 45
disclosed method can include providing an integrated circuit
(IC) structure 100 (1.e., a processing chip), as described 1n
detail above and 1llustrated in FIG. 1, that incorporates an
array 110 of integrated pixel and three-terminal non-volatile
memory (NVM) cells 101 and a sensing circuit connected to 50
the array 110 (see process step 1102).

The method can further include selectively operating the
cells in that array in a write mode, a read mode and a
functional computing mode (see process steps 1104-1106).

Specifically, referring to FIG. 1 1n combination with FIG. 55
11, operating a specific cell 101 1n a specific row and a
specific column 1n a write mode at process step 1104 can
include turning on the reset transistor 132 and the select
transistor 150 of the specific cell 101 and applying specific
bias conditions to the first adjustable voltage rail 138, the 60
second adjustable voltage rail 139 and a specific bitline 121
tor the specific column 1n order to store a first data value 1n
the data storage node 140 of the three-terminal NVM device
(1.e., 1 the gate of the amplifying transistor 133) of the
specific cell 101. Specifically, the gate of the three-terminal 65
NVM device can be biased by the first adjustable voltage rail
through the reset transistor (which 1s 1n the ON state). One
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source/drain region of the three-terminal NVM device can
be biased by the second adjustable voltage rail. The other
source/drain region of the three-terminal NVM device can
be biased by the specific bitline for the specific column
through the select transistor (which 1s also 1n the ON state).
It should be understood that the specific bias conditions will
vary depending upon the desired stored data value and on the
type and configuration of the two-terminal non-volatile
memory device. For example, see the detailed discussions of
FIGS. 2A-2B, 3A-3B, 4A-4B and 5A-5B above

Operating a specific cell 101 1n a specific row and a
specific column 1n the read mode at process step 1106 can
include connecting the specific bitline 121 for the specific
column containing the specific cell to ground (e.g., through
a low resistance path), setting the first adjustable voltage rail
138 to 0 volts and applying a read voltage (Vread) to the
second adjustable voltage rail 139 (i.e., setting the second
adjustable voltage rail 139 to a Vread level). Vread can be
lower than VDD (e.g., by 30-70%) and the optimal level for
Vread can be predetermined depending upon the type of
NVM 1n the cell. The reset transistor 132 and the select
transistor 150 of the specific cell 101 can then be turned on
and any change in a given electrical parameter (e.g., bitline
voltage or bitline current) on the specific bitline 121 for the
specific column can be sensed (e.g., using the TIA 180
connected to the specific bitline) 1n order to determine the
first data value stored i the data storage node 140. For
example, see the detailed discussion of FIG. 6 above.

Operating a specific cell 101 1n a specific column and a
specific row 1n the functional computing mode at process
step 1108 can include 1mtially pre-charging the sense node
135 of the specific cell 101. The sense node 135 can be
pre-charged by setting the first adjustable voltage rail 138 to

a high positive voltage (e.g., VDD) and turning on the reset
transistor 132, while keeping the select transistor 150 turned
ofl, so as to pull up the voltage level on the sense node. For
example, see the detailled discussion of FIG. 7 above.
Operating the specific cell 101 in the functional computing
mode at process step 1108 can further include: following
pre-charging of the sense node 135, turning ofl the reset
transistor 132, connecting a specific bitline 121 for the
specific column to ground (e.g., through a low resistance
path), applying the read voltage (Vread) to the second
adjustable voltage rail 139 and performing a light sensing
process using the pixel 130. Performing the light sensing
process can include: exposing the photodiode 131 of the
specific cell 101 to light resulting in a second data value
being output on the sense node 135; turning on the select
transistor 150 for the specific cell 101; and then sensing any
change 1n a given electrical parameter (e.g., bitline voltage
or bitline current) on the specific bitline 121 (e.g., using the
TIA 180 connected to the specific bitline). See the detailed
discussion of FIG. 8 above. Any change in the given
clectrical parameter on the specific bitline 121 1n response to
the above-described functional computing process steps will
be indicative of a product of the first data value stored 1n the
data storage node 140 and the second data value captured by
the photodiode 131 and output on the sense node 135.
Furthermore, the total change in the given electrical param-
cter on the specific bitline 1n response to multiple cells 1n the
same specific column concurrent operating the functional
computing mode will be indicative of a result of a dot
product computation. See the detailed discussion of FIG. 9
above. Thus, the method can be employed for deep 1n-
sensor, in-memory computing of applications that require
dot product computations (e.g., for deep in-sensor,
in-memory computing of neural networks).
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It should be understood that the terminology used herein
1s for the purpose of describing the disclosed structures and
methods and 1s not intended to be limiting. For example, as
used herein, the singular forms “a”, “an” and *“the” are
intended to include the plural forms as well, unless the
context clearly indicates otherwise. Additionally, as used
herein, the terms “comprises” “comprising”’, “includes™ and/
or “including” specily the presence of stated features, inte-
gers, steps, operations, elements, and/or components, but do
not preclude the presence or addition of one or more other
features, 1ntegers, steps, operations, elements, components,
and/or groups thereof. Furthermore, as used herein, terms
such as “right”, “left”, “vertical”, “horizontal”, “top™, “bot-
tom”, “upper”’, “lower”, “under”, “below™, “underlying”,
“over”, “overlying”, “parallel”, “perpendicular”, etc., are
intended to describe relative locations as they are oriented
and 1llustrated 1n the drawings (unless otherwise indicated)
and terms such as “touching”, “in direct contact”, “abut-
ting”, “directly adjacent to”, “1immediately adjacent to”, etc.,
are intended to indicate that at least one element physically
contacts another element (without other elements separating
the described elements). The term “laterally” 1s used herein
to describe the relative locations of elements and, more
particularly, to indicate that an element 1s positioned to the
side of another element as opposed to above or below the
other element, as those elements are oriented and 1llustrated
in the drawings. For example, an element that 1s positioned
laterally adjacent to another element will be beside the other
clement, an element that 1s positioned laterally immediately
adjacent to another element will be directly beside the other
clement, and an element that laterally surrounds another
clement will be adjacent to and border the outer sidewalls of
the other element. The corresponding structures, materials,
acts, and equivalents of all means or step plus function
clements 1n the claims below are intended to include any
structure, material, or act for performing the function in
combination with other claimed elements as specifically
claimed.

The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill in the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments
disclosed herein.

What 1s claimed 1s:

1. An 1ntegrated pixel and memory cell comprising:

a select transistor; and

a pixel comprising:

a reset transistor;

a photodiode connected 1n series with the reset tran-
sistor:;

a sense node at a junction between the reset transistor
and the photodiode; and

an amplifying transistor connected 1n series with the
select transistor, wherein the amplifying transistor
has a gate connected to the sense node and wherein
the amplifying transistor comprises a three-terminal
non-volatile memory device with the gate being a
data storage node.

2. The integrated pixel and memory cell of claim 1,

wherein the amplifying transistor comprises any of a floating,
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gate field eflect transistor, a charge trap field eflect transistor
and a ferroelectric field effect transistor.

3. The mtegrated pixel and memory cell of claim 1,

wherein the cell 1s operable 1n a write mode, a read mode

and a functional computing mode,

wherein, during the write mode, a first data value 1s stored

in the data storage node,

wherein, during the read mode, the first data value 1s read

from the cell, and
wherein, during the functional computing mode, the pho-
todiode performs a light sensing process resulting 1n a
second data value on the sense node and an output read
from the cell 1s dependent on the first data value and the
second data value.
4. The itegrated pixel and memory cell of claim 1,
further comprising a switch connected to the gate of the
amplifying transistor and to the sense node.
5. The integrated pixel and memory cell of claim 1,
further comprising an additional transistor connected to a
junction between the amplifying transistor and the select
transistor.
6. The integrated pixel and memory cell of claim 1,
wherein the reset transistor 1s connected in series between
a first adjustable voltage rail and the photodiode,

wherein the amplifying transistor and the select transistor
are connected in series between a second adjustable
voltage rail and a bitline for a column 1n an array of
integrated pixel and memory cells, and

wherein a gate of the select transistor 1s connected to a

wordline for a row 1n the array.

7. The integrated pixel and memory cell of claim 6,
further comprising an additional amplifying transistor and
an additional select transistor connected 1n series between an
additional adjustable voltage rail and an additional bitline
for the column, wherein the additional amplifying transistor
comprises an additional three-terminal non-volatile memory
device, wherein a gate of the additional amplifying transistor
1s connected to the sense node and wherein a gate of the
additional select transistor 1s connected to an additional
wordline for the row.

8. The mtegrated pixel and memory cell of claim 6,
further comprising an additional amplifying transistor and
an additional select transistor connected in series between an
additional adjustable voltage rail and an additional bitline
for the column, wherein the additional amplifying transistor
comprises an additional three-terminal non-volatile memory
cell, wherein a gate of the additional amplifying transistor 1s
connected to the sense node and wherein a gate of the
additional select transistor 1s connected to the wordline for
the row.

9. The integrated pixel and memory cell of claim 6,
further comprising an additional amplifying transistor and
an additional select transistor connected in series between an
additional adjustable voltage rail and an additional bitline
for the column, wherein the additional amplitying transistor
comprises a conventional field effect transistor, wherein a
gate of the additional amplifying transistor 1s connected to
the sense node and wherein a gate of the additional select
transistor 1s connected a wordline for the row.

10. An integrated circuit structure comprising;:

an array of integrated pixel and memory cells;

bitlines connected to columns of the cells 1n the array; and

wordlines connected to rows of cells 1 the array,

wherein each cell comprises:
a select transistor having a gate connected to a wordline
for a row; and
a pixel comprising:
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a reset transistor:;
a photodiode, wherein the reset transistor 1s con-
nected 1n series between a {irst adjustable voltage
rail and the photodiode;
a sense node at a junction between the reset transistor
and the photodiode; and
an amplifying transistor, wherein the amplifying tran-
sistor and the select transistor are connected 1n series
between a second adjustable voltage rail and a bitline
for a column, wherein the amplifying transistor has
a gate connected to the sense node and wherein the
amplifying transistor comprises a three-terminal
non-volatile memory device with the gate being a
data storage node.

11. The integrated circuit structure of claim 10, wherein
the amplifying transistor comprises any of a floating gate
field eflect transistor, a charge trap field effect transistor and
a ferroelectric field eflect transistor.

12. The integrated circuit structure of claim 10, further
comprising a sensing circuit comprising transimpedance
amplifiers for the columns, respectively, wherein each spe-
cific transtmpedance amplifier for each specific column has
a first input electrically connected to ground, a second 1nput
clectrically connected to a specific bitline for the specific
column and an output electrically connected to the specific
bitline for the specific column.

13. The integrated circuit structure of claim 12, the
sensing circuit further comprising analog-to-digital convert-
ers for the columns, respectively, wherein each specific
analog-to-digital converter for each specific column 1s elec-
trically connected to the output of the specific transimped-
ance amplifier.

14. The integrated circuit structure of claim 10, wherein
cach one of the cells 1s operable 1n a write mode, a read mode
and a functional computing mode.

15. The integrated circuit structure of claim 14, wherein,
during the write mode 1n a specific cell 1n a specific row and
a specific column, the reset transistor and the select transis-
tor of the specific cell are turned on and specific bias
conditions are applied to the first adjustable voltage rail, the
second adjustable voltage rail and a specific bitline for the
specific column 1n order to store a first data value in the data
storage node of the three-terminal non-volatile memory
device, wherein the specific bias conditions vary depending
upon a desired stored data value and on a type and configu-
ration of the three-terminal non-volatile memory device.

16. The integrated circuit structure of claim 15, wherein,
during the functional computing mode 1n the specific cell,

the first adjustable voltage rail 1s set at a high positive

voltage level and the reset transistor 1s turned on, while
the select transistor 1s turned off, 1n order to pre-charge
the sense node, and

tollowing pre-charging of the sense node, the reset tran-

sistor 1s turned ofl, the second adjustable voltage rail 1s
set at a read voltage level, a specific bitline for the
specific column 1s connected to ground and the pixel
performs a light sensing operation, wherein, during the
light sensing operation, the photodiode 1s exposed to
light resulting in a second data value on the sense node,
the select transistor 1s turned on, and an electrical
parameter on a specific bitline for the specific column
1S sensed.,

wherein any change 1n the electrical parameter on the

specific bitline 1s indicative of a product of the first data
value and the second data value 1n the specific cell, and
wherein a total change in the electrical parameter on the
specific bitline 1n response to multiple cells 1n the
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specific column concurrently operating i the func-

tional computing mode 1s indicative of a result of a dot

product computation.

17. A method comprising:

providing an integrated circuit structure comprising: an
array ol integrated pixel and memory cells; bitlines
connected to columns of the cells 1n the array; and
wordlines connected to rows of cells 1 the array,
wherein each cell comprises:

a select transistor having a gate connected to a wordline

for a row; and

a pixel comprising:

a reset transistor;

a photodiode, wherein the reset transistor is con-
nected 1n series between a first adjustable voltage
rail and the photodiode;

a sense node at a junction between the reset transistor
and the photodiode; and

an amplifying transistor, wherein the amplilying
transistor and the select transistor are connected 1n
series between a second adjustable voltage rail and
a bitline for a column, wherein the amplifying
transistor has a gate connected to the sense node
and wherein the amplifying transistor comprises a

three-terminal non-volatile memory device with
the gate being a data storage node; and
operating any of the cells 1n the array 1n any of a write
mode, a read mode, and a functional computing
mode.

18. The method of claim 17, wherein the amplifying
transistor comprises any ol a floating gate field effect tran-
sistor, a charge trap field eflect transistor and a ferroelectric
field eflect transistor.

19. The method of claim 18, wherein operating a specific
cell 1n a specific row and a specific column 1n the write mode
COmprises:

turning on the reset transistor and the select transistor of

the specific cell; and

applying specific bias conditions to the first adjustable

voltage rail, the second adjustable voltage rail and a

specific bitline for the specific column 1n order to store

a first data value in the data storage node of the

three-terminal non-volatile memory device of the spe-

cific cell, wherein the specific bias conditions vary

depending upon a desired stored data value and on a

type and configuration of the three-terminal non-vola-

tile memory device.

20. The method of claim 19, wherein operating a specific
cell 1n a specific row and a specific column 1n the functional
computing mode comprises:

pre-charging the sense node by applying a high positive

voltage to the first adjustable voltage rail and turning on

the reset transistor when the select transistor 1s turned
off; and
following pre-charging of the sense node, turning ofl the
reset transistor, applying a read voltage (Vread) to the
second adjustable voltage rail, connecting a specific
bitline for the specific column to ground and perform-
ing a light sensing process using the pixel, wherein the
light sensing processes comprises exposing the photo-
diode to light resulting in a second data value on the
sense node, turning on the select transistor, and sensing,
an electrical parameter on the specific bitline for the
specific column,
wherein any change in the electrical parameter on the
specific bitline 1s indicative of a product of the first data
value and the second data value 1n the specific cell, and
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wherein a total change 1n the electrical parameter on the
specific bitline 1n response multiple cells 1n the specific
column concurrently operating in the functional com-
puting mode 1s indicative of a result of a dot product

computation. 5
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