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TRANSFER LEARNING TECHNIQUES FOR
DISPARATE LABEL SE'TS

BACKGROUND

Natural language understanding (NLU) 1s the ability of a
computer program to understand human speech and to
extract the meaning of spoken or typed mput. NLU systems
have been used 1n conjunction with a variety of domains
(e.g., places, weather, communication, reminders). Typi-
cally, the NLU 1n these domains 1s based on statistical
machine learned models which require a significant amount
of domain-specific annotated training data. For such reasons,
building a new domain requires a substantial resource
investment. Although various technologies and approaches
in domain adaptation have evolved to address these con-
cerns, these solutions assume the use of invariant label
spaces. As a result, a straightforward application of these
solutions 1s not currently possible.

It 1s with respect to these and other general considerations
that the aspects disclosed herein have been made. Also,
although relatively specific problems may be discussed, 1t
should be understood that the examples should not be
limited to solving the specific problems identified 1n the
background or elsewhere in this disclosure.

SUMMARY

This summary 1s provided to introduce a selection of
concepts 1 a simplified form that are further described
below 1n the Detail Description section. This summary 1s not
intended to 1dentily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used as an aid
in determining the scope of the claimed subject matter.

Examples of the present disclosure describe systems and
methods of transier learning techniques for disparate label
sets. In aspects, a data set may be accessed on a server
device. The data set may comprise labels and word sets
associated with the labels. The server device may induce
label embedding within the data set. The embedded labels
may be represented by multi-dimensional vectors that cor-
respond to particular labels. The vectors may be used to
construct label mappings for the data set. The label map-
pings may be used to tramn a model to perform domain
adaptation or transier learning techniques. The model may
be used to provide results to a statement/query or to train a
different model.

This Summary 1s provided to mftroduce a selection of
concepts 1 a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to identily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limait
the scope of the claimed subject matter. Additional aspects,
teatures, and/or advantages of examples will be set forth 1n
part 1n the description which follows and, 1 part, will be

apparent from the description, or may be learned by practice
of the disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

Non-limiting and non-exhaustive examples are described
with reference to the following figures.

FIG. 1 1llustrates an overview of an example system for
implementing transfer learning techniques for disparate
label sets as described herein.
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FIG. 2 illustrates an overview of an example input pro-
cessing unit for implementing transfer learning techniques

for disparate label sets as described herein.

FIG. 3 1llustrates an example method of transfer learning
techniques for disparate label sets as described herein.

FIG. 4 illustrates an example method of performing
transfer learning techniques for disparate label sets using
received input as described herein.

FIG. 5 1s a block diagram illustrating an example of a
computing device with which aspects of the present disclo-
sure may be practiced.

FIGS. 6A and 6B are simplified block diagrams of a
mobile computing device with which aspects of the present
disclosure may be practiced.

FIG. 7 1s a simplified block diagram of a distributed
computing system 1n which aspects of the present disclosure
may be practiced.

FIG. 8 1s an exemplary diagram of bijective mapping in
exemplary domains.

DETAILED DESCRIPTION

Various aspects of the disclosure are described more fully
below with reference to the accompanying drawings, which
form a part hereof, and which show specific exemplary
aspects. However, diflerent aspects of the disclosure may be
implemented 1n many different forms and should not be
construed as limited to the aspects set forth herein; rather,
these aspects are provided so that this disclosure will be
thorough and complete, and will fully convey the scope of
the aspects to those skilled in the art. Aspects may be
practiced as methods, systems or devices. Accordingly,
aspects may take the form of a hardware implementation, an
entirely software implementation or an implementation
combining solitware and hardware aspects. The following
detailed description 1s, therefore, not to be taken 1n a limiting
sense.

The present disclosure provides systems and methods of
transier learning techniques for disparate label sets. Transter
learning, as used herein, may refer to the application of
knowledge ascertained while solving a first problem to a
different, but related, second problem. In examples, a pro-
cessing device may use generated label mappings to train a
model such as a language model. The trained model may
perform domain adaptation or exemplary transfer learming
techniques described herein to significantly decrease the
amount ol resources that must be invested 1nto creating
annotations specific to new applications or domains.

In examples, a data set may be accessed on a server
device. One skilled 1n the art will recognize that any type of
processing device may be utilized with examples of the
present disclosure. An example data set may comprise data
for a natural language understanding (NLU) system. How-
ever, one skilled 1n the art will recognize that examples of
the present disclosure may be applied to any 1nput under-
standing processing including input that 1s processed 1n a
form such as voice/utterance, text, handwritten 1nput, and
touch, among other examples. In one example, an NLU, as
used herein, may refer to the ability of a computer program
to understand human speech and to facilitate the extraction
of the meaning of spoken, typed and/or otherwise received
input. The NLU data may be associated with one or more
domains and may comprise labels and word sets that are
associated with the labels. A domain, as used herein, may
refer to a container and/or a boundary that isolates or defines
an application, software functionality, or a set of data. For
example, an “events” domain may be used to search and
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purchase event-related items; whereas a “places” domain
may be used to search for places and directions to the places.

The processing device (e.g., server device) may derive
dense, low-dimensional representations of the data within
the data set using, for example, canonical correlation analy-
s1s (CCA). CCA, as used herein, may refer to a statistical
technique that describes a method of determining relation-
ships between a plurality of multidimensional sets of vari-
ables (vectors) that are measured on the same entity. The
determined relationships may indicate which of the vanables
are maximally correlated. A dense, low-dimensional repre-
sentation may include information from a maximally corre-
lated variables. In some aspects, CCA may be used to induce
label embedding within the data set. The embedded labels
may be represented by multi-dimensional vectors that cor-
respond to particular labels and the words associated with
the labels. The vectors may be used to construct label
mappings for the data set. In some examples, the labels
within the vectors may be grouped and mapped to a coarse
label set (cluster). A course label set, as used herein, may
refer to a set of labels that has been abstracted or generalized
from a more refined label set. For instance, the coarse label
“time” may be abstracted from the fine labels “‘start_time”
and “end_time.” In other examples, the labels within the
vectors may be used to bijectively map labels within a
disparate data set. For instance, the label “duration™ in the
domain “events” may be mapped to the label “travel_time”
in the domain “places.”

A processing device may use the label mappings to train
a model to perform domain adaptation or transfer learning
techniques. Training a model, as used herein, may refer to
using a set of training data to fit a statistical machine learned
model that can be used to predict a response value from one
or more predictors. Domain adaptation, as used herein, may
refer to mapping the data, label sets and schemas of diflerent
domains and/or applications into the same semantic space.
In some examples, the model may be trained to perform
coarse-to-fine label prediction using the label mappings. For
instance, the model may be trained on the source domain and
predicted labels may be used to train a model on the target
domain. In other examples, the model may be trained using
the union of the source domain data and the target domain
data such that the data from each domain 1s conjoined with
a domain 1ndicator. One skilled 1n the art will recognize that
examples described 1n the present disclosure can be appli-
cable to any application domains or services.

Accordingly, the present disclosure provides a plurality of
technical benefits including but not limited to: improved
training of language models, reduction in error rate in input
processing, 1mproved mapping of label sets for diflerent
domains, data-driven techniques to construct mappings
between label sets 1n different domains; data-driven tech-
niques to find shared labels across domains; reducing train-
ing data, time and resource cost required to annotate a
domain; increasing third party extensibility; and improved
elliciency and quality for applications/services utilizing
examples of the present disclosure, among other examples.

FIG. 1 illustrates an overview of an example system for
implementing transfer learning techniques for disparate
label sets as described herein. Exemplary system 100 pre-
sented 1s a combination of interdependent components that
interact to form an itegrated whole for improving recoms-
mendations from implicit feedback. Components of the
systems may be hardware components or soltware imple-
mented on and/or executed by hardware components of the
systems. In examples, system 100 may include any of
hardware components (e.g., used to execute/run operating,
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system (OS)), and software components (e.g., applications,
application programming interfaces, modules, virtual
machines, runtime libraries, etc.) running on hardware. In
one example, an exemplary system 100 may provide an
environment for software components to run, obey con-
straints set for operating, and makes use of resources or
facilities of the system 100, where components may be
soltware (e.g., application, program, module, etc.) running
on one or more processing devices. For instance, software
(e.g., applications, operational instructions, modules, etc.)
may be run on a processing device such as a computer,
mobile device (e.g., smartphone/phone, tablet) and/or any
other electronic devices. As an example of a processing
device operating environment, refer to the exemplary oper-
ating environments depicted 1 FIGS. 5-7. In other
examples, the components of systems disclosed herein may
be spread across multiple devices. For mstance, input may
be entered on a client device (e.g., processing device) and
information may be processed or accessed from other
devices 1n a network such as one or more server devices.

As one example, the system 100 comprises client device
102A, client device 102B, client device 102C, distributed
network 104, and a distributed server environment compris-
ing one or more servers such as server device 106A, server
device 106B and server device 106C. One of skill 1n the art
will appreciate that the scale of systems such as system 100
may vary and may include more or fewer components than
those described 1n FIG. 1. In some examples, interfacing
between components of the system 100 may occur remotely,
for example where components of system 100 may be
spread across one or more devices of a distributed network.

The client computing devices 102A, for example, may be
configured to receive input associated with a statement or
query via a user interface component or other input means.
Examples of input may include voice, visual, touch and text
input. Client computing device 102A may further be con-
figured to process, store and/or transmit the recerved input to
one or more of servers 106A, 106B and 106C via network
104. Server computing device 106 A, for example, may be
configured to receive, process and store the input. In aspects,
processing the mput may comprise identifying one or more
domains, labels and word sets within the input and 1denti-
tying associations between the domains, labels and word
sets. The i1dentified domains, labels and word sets and/or
their associations may be stored within a data store. Server
computing device 106 A may also be configured to transform
the mput within the data store into vector representations.
The vector representations may be used to construct label
mappings for the mput. Examples of label mappings tech-
niques mclude coarse label set mappings and bijective label
set mapping, among other examples. Domain adaptation
techniques may be used with the label mappings for dispa-
rate sets of data. Examples of domain adaptation techniques
include coarse-to-fine prediction and feature duplication,
among other examples. Server computing device 106 A may
provide access to the disparate sets of data.

FIG. 2 illustrates an overview of an example input pro-
cessing umt 200 for implementing transifer learning tech-
niques for disparate label sets as described herein. The
learning techniques implemented by iput processing unit
200 may comprise the learning techniques and 1nput
described 1n FIG. 1. In alternative examples, a single system
(comprising one or more components such as processor
and/or memory) may perform processing described 1n sys-
tems 100 and 200, respectively. Further, input processing
umt 200 may comprise a user interface component as
described in the description of FIG. 1.
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Exemplary mput processing unit 200 may comprise user
intertace (UI) component 202, data store 204, vectorization
component 206, label mapping component 208 and domain
adaptation component 210, each having one or more addi-
tional components. The Ul component 202 may be config-
ured to receive query data from a client device. In a
particular example, Ul component 202 may be configured to
receive query data directly from a user. The query data may
be associated with one or more domains and/or one or
schemas may be used to annotate data within the domain. A
schema, as used herein, may refer to framework for speci-
tying the label type or name for a one or more portions of
the data. The query data may comprise a query, a statement,
a string of words, one or more labels, and/or data associated
with one or more intents and/or slots. An intent, as used
herein, may refer to the goal or intention of user’s utterance
or other entered input. A slot, as used herein, may refer to the
actionable content within the user’s utterance or other
entered mput. The Ul component 202 may be further con-
figured to process the received query data. For example, Ul
component 202 may parse query data into one or more
domains, labels and/or word sets. Associations within the
domains, labels and/or word sets may be identified and/or
established such that a plurality of word sets may be
associated with a label, and a plurality of labels may be
associated with a domain. Ul component 202 may transmuit
the processed query data to data store 204.

The data store 204 may be configured to receive, store and
provide access to various types of data. In aspects, data store
204 may provide storage for data associated with the
received query data. The data within the data store may be
organized and stored according to criteria, such as domain.
In some examples, a storage management service may be
running on the input processing unit 200. The storage
management service may work in conjunction with data
store 204 to facilitate the access to data within data store
204. The storage management service and the data store may
be located on 1nput processing unit 200. Alternately, one or
more of the storage management service and the data store
204 may be located on a separate computing device that 1s
accessible by mput processing unit 200.

The vectorization component 206 may be configured to
transform the query data within data store 204 into low-
dimensional vector representations. In aspects, vectorization
component 206 may access labels within the query data 1n
order to transform one or more labels or label types and
associated data into corresponding vector representations
(label embedding). Vectorization component 206 may use an
algorithm, such as a CCA algorithm, to perform the trans-

formations. For example, the following exemplary algo-
rithm may be used:

CCA-ILabel

Input: labeled sequences {(x¥,y'?)}” =1, dimension k
Output: label vector v € R * for each label type
1. For each label type | € {1 ...d} and word type w €{1 ...d} present
in the sequences, calculate
* count(l) = number of times label | occurs
* count(w) = number of times word w occurs

* count(l,w) = number of times word w occurs under label |
2. Define a matrix Q € R where:

count(l, w)

Q.‘,’,w —
vV count(l)count(w)
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-continued

CCA-Label

3. Perform rank-k SVD on £2. Let U c R 9 be a matrix where

the i1-th column is the left singular vector of € corresponding
to the i1-th largest singular value,

. For each label 1, set the 1-th normalized row of U 1o be its vector

representation,

where n 1s the number of 1nstances of labels 1n the entire data
set, X, . . . X, 1s the original representation of the labels,
y, . . .y 1s the oniginal representation of the word sets
associated with the labels, d 1s the number of distinct labels,
d' is the number of distinct word, x,R “ is a zero vector in
which the entry corresponding to the label of the 1-th
instance is set to 1, and y,£R % is a zero vector in which the

entries corresponding to words spanned by the label are set
to 1.

The label mapping component 208 may be configured to
construct label mappings using the vector representations. In
some aspects, label mapping component 208 may use the
vector representations to map the labels within the vector
representations to a coarse label set. For example, given a
domain and the labels that occur in that domain, label
mapping component 208 may reduce the number of labels
by clustering the vector representations. The clusters may
represent abstracted or generalized labels and may be gen-
erated using calculations or algorithms, such as the k-means
clustering, spectral clustering, atlinity propagation, mean-
shift, Ward hierarchical clustering, agglomerative clustering,
DBSCAN, Gaussian mixtures, and Birch clustering. In
examples, k-means clustering, as used herein, may refer to
an operation of vector quantization that 1s used 1n cluster
analysis to partition n observations mto k clusters 1n which
cach observation belongs to the cluster with the nearest
mean.

In other aspects, label mapping component 208 may use
the vector representations to map the labels within the vector
representations to a disparate data set. For example, given a
pair of domains and the labels that occur in each domain
respectively, label mapping component 208 may create a
byjective label mapping between the labels within the pair of
domains. Bijective mapping, as used herein, may refer to a
function between the elements of a plurality of sets, where
cach element of a particular set 1s paired with an element of
another particular set. The bijective label mapping may be
such that labels are mapped to a “nearest neighbor” and may
be generated using calculations or algorithms such as the
k-nearest neighbors algorithm. In examples, k-nearest
neighbors, as used herein, may refer to a non-parametric
method of classification that 1s used to assign an object to the
class most common among 1ts k nearest neighbors.

The domain adaptation component 210 may be configured
to apply domain adaptation techniques using label map-
pings. In some aspects, domain adaptation component 210
may use coarse-to-fine predictive analysis to adapt data
within a source domain to a target domain. Coarse-to-fine
prediction, as used herein, may refer to transforming a group
of objects/observations 1nto a larger related group of objects/
observations. For example, domain adaptation component
210 may comprise or have access to a statistical data model.
Domain adaptation component 210 may train the model (or
cause the model to be trained) using label mappings asso-
ciated with a source domain. The model may then be used
to make predictions on labels within a target domain. The
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predictions may comprise label correlations derived during
label mapping, data regarding synonymous label names
and/or types, historical mapping data, intent/slot analysis,
among others. The predicted labels may be provided to the
model as additional training features/content and used to
train the model on the source domain. Alternately, the
predicted labels may be provided to a separate model that 1s
trained on the target domain.

In other aspects, domain adaptation component 210 may
use feature duplication techniques to adapt data within a
source domain to a target domain. Feature duplication, as
used herein, may refer to the duplication of vector repre-
sentations, intent/slot pairs, or other data associated with a
data set. For example, domain adaptation component 210
may duplicate each vector within a data set comprising at
least a source domain and a target domain. The duplicated
vector may be conjoined with a domain indicator that
specifies the domain with which the vector 1s associated.
Domain adaptation component 210 may then train a statis-
tical data model (or cause the model to be trained) on the
target domain using the union of the duplicated source data
and the duplicated target data. In aspects, the model trained
on the target domain may be used to provide results to
statements and/or queries on the target domain or to train a
different model to use the same (or a similar) semantic space.

FIG. 3-4 illustrate various process tlows associated with
transfer learming techmiques for disparate label sets as
described heremn. In aspects, methods 300-400 may be
executed by an exemplary system such as system 100 of
FIG. 1. In examples, methods 300-400 may be executed on
a device comprising at least one processor configured to
store and execute operations, programs or instructions.
However, methods 300-400 are not limited to such
examples. In other examples, methods 300-400 may be
performed on an application or service for providing rec-
ommendations. In at least one example, methods 300-400
may be executed (e.g., computer-implemented operations)
by one or more components of a distributed network, for
instance, web service/distributed network service (e.g. cloud
service) to leverage transfer learning techniques for dispa-
rate label sets.

FIG. 3 illustrates an example method 300 of transier
learning techniques for disparate label sets as described
herein. Exemplary method 300 begins at operation 302
where a data set may be accessed by an imput processing
unit. In aspects, the data set may be 1n a data store located
within the mput processing unit or located on a separate
computing device that 1s accessible by input processing unit.
The data set may be accessible via a user interface or
application programming interface (API) on the processing
unit or on a separate computing device. The data set may
comprise annotated data from one or more applications
and/or domains. Fach of the one or more domains may be
associated with a respective schema. A schema may facili-
tate the annotation of a data set by specilying the intent, slots
and/or other information within a received query/statement.
Labels may be applied to the intent, slots and/or other
information. In some aspects, a domain schema may specity
information that 1s similar or the same as another domain
schema. However, the meaning of the words 1n the received
input may be different in each domain. For example, the
word “sunny” may be a weather condition 1n a weather
domain, but may be a song title in a weather domain. The
data within the data set may be associated according to
domain such that a plurality of slots may be associated with
an 1tent, and a plurality of intents may be associated with
a domain.
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At operation 304, the data within the data set may be
transformed 1nto low-dimensional vector representations. In
aspects, CCA may be used to transform labels or label types

within the data set into corresponding vector representations
of the data, as described above 1n FIG. 2. Generally, the
motivation for using CCA and the resulting definitions (e.g.,

xR “ is a zero vector in which the entry corresponding to
the label of the 1-th instance is set to 1, and y,€R “ is a zero
vector in which the entries corresponding to words spanned
by the label are set to 1) 1s that similar labels and label types
may be associated with the same (or similar) words. For
example, a domain may comprise the label “start-time”
(designating the start time of a calendar event) and “end-
time” (designating the end time of a calendar event). Both
labels are frequently associated with phrases about time. The
phrases “9 pm,” “7,” and “8 am” may be labeled as “start-
time,” and the phrases “9 am”™ and *7 pm™ may be labeled
as “end-time.” In such examples, both labels share the words
“am,” “pm,” ©9,” and ““/.”” Accordingly, CCA may be used
to transform each label into a k-dimensional vector (vector
representation) corresponding to the CCA projection of the
encoding of the respective label. In some aspects, using the
CCA algorithm may produce an indication that the k-dimen-
sional vectors are closely associated.

At operation 306, the vector representations may be used
to construct label mappings to disparate label sets. In some
aspects, the vector representations may be used to map a
coarse label set. A coarse label set may be created using
k-means clustering (described above) to group (cluster)
vector representations that are closely associated into
abstracted or generalized labels. For example, a domain may
comprise a vector for a “start-time” label and a vector for an
“end-time” label. The “start-time” and “‘end-time” vectors
may be 1dentified as commonalities (closely related) and/or
may comprise an indicator of the commonalities. Because of
the commonalities, at least in part, the “start-time” and
“end-time” vectors may be group into a single label, such as
“Time.” Additional examples of clustering are illustrated 1n
the below table:

Cluster Labels Cluster Labels
Time start_ time Person contact__info
end_ fime artist
original _start_ time from_ contact_ name
travel time relationship_ name
Loc absolute_ loc Loc_ ATTR prefer route
leaving _loc public__trans__route
from_ loc nearby
position__ ref distance

In other aspects, the vector representations may be used to
perform bijective mapping. Bijective mapping may be per-
formed using k-nearest neighbors algorithm on the label sets
ol one or more domains to determine the nearest neighbor of
cach label. For example, a “Reminder” domain may com-
prise a “move-earlier-time” label, an “Alarm™ domain may
comprise a “duration” label, and a “Places” domain may
comprise a “travel-time” label. The vectors representing the
three labels may be identified as sharing commonalities
and/or may comprise an indicator of the commonalities. The
query “move the dentist’s appointment up by 30 minutes”
may be received in the Reminder domain. The label move-
carlier-time may be assigned to the phrase “30 minutes.”
Because of the commonalities, at least 1n part, the “move-
carlier-time™ label may be mapped to the “duration” and
“travel-time” labels instead of the more (facially) semanti-



US 11,062,228 B2

9

cally-aligned labels “time” in the *“Places” domain and
“start-date” 1 the “Alarms” domain. This particular
example of bijective mapping in the above exemplary
domains (e.g., Places, Reminder, and Target) 1s 1llustrated 1n
FIG. 8.

At operation 308, domain adaptation techniques may be
used to mmplement annotations in domains with different
labels. In some aspects, coarse-to-fine predictive analysis
may be used 1n conjunction with the label mappings to adapt
data within a source domain to a target domain. For
example, a data set may comprise data from a source domain
and a target domain. A statistical data model may be trained
using label mappings associated with the source domain. In
one particular example, a model may be trained using a
coarse or clustered label set from a source domain. In such
an example, the model may determine a correlation between
fine label names and a coarse label names or between word
sets and fine and/or coarse label names. This correlation may
allow the model to predict correlations between the coarse or
clustered label set and the labels from the target domain, or
to predict labels within the target domain. The predicted
correlations and/or labels may be used to retrain the model
on the target domain or to train a second model on the target
domain. In some aspects, the second model may be used to
predict fine labels for the target domain, such as “start-time”
and “end-time,” or may be used to train a third model.

In other aspects, feature duplication may be used in
conjunction with the label mappings to adapt data within a
source domain to a target domain. For example, a data set
may comprise data from a source domain and a target
domain. The labels, the data associated with the labels,
and/or vector representations within the data set may be
duplicated. The duplicated data may be conjoined with a
domain indicator. In a particular example, a data set may
comprise a “Weather” domain and a “Music” domain, both
of which comprise a “sunny” label. In the “Weather”
domain, “sunny” may be a weather condition, whereas
“sunny” may be a song title 1 the “Music” domain. Using
feature duplication, the label designators/teatures w(0)
=sunny and (w(0)=sunny) (domain=Weather) may be gen-
crated for the “Weather” domain, and the label designators/
features w(l)=sunny and (w(1)=sunny) (domain=Music)
may be generated for the “Music” domain.

A statistical data model may then be trained using the
teature-duplicated data set, which comprises a union of the
source domain data and the target domain data. The trained
model may then be used to provide results to statements
and/or queries on the source and/or target domains. In
aspects, the duplication and conjoining preprocessing steps
provide the model with access to all of the data within the
data set through common label designators/features. The
common label designators/features may be useful when
there 1s label ambiguity in the data set (e.g., “sunny” label
in multiple domains). In such aspects, the preprocessing
steps may also provide the model with access to data within
specific domains through the domain-specific label desig-
nators/features. The domain-specific label designators/fea-
tures may be useful to avoid excessive data processing and
to reduce result times when labels with the data set are
unambiguous.

FIG. 4 illustrates an example method 400 of performing
transier learming techniques for disparate label sets using
received mput as described herein. Exemplary method 400
begins at operation 402 where query input may be recerved
by an mput processing unmit. The query input may comprise
a query, a statement, a string of words, one or more labels,
and/or data associated with one or more intents and/or slots.
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In aspects, the input processing unit may receive the query
input from a user via a user 1mterface component or from a
separate input processing unit via an API. For example, the
query “I want to see Avengers tonight” may be received by
the mput processing unit via an API accessed by a client
device.

At operation 404, the received query input may be pro-
cessed and stored. In aspects, the mput processing unit may
analyze the query input to i1dentily domains, intents, slots,
and/or other information associated with the query input.
The 1dentified data may be parsed into labels and word sets
associated with one or more domains. For example, the
query “I want to see Avengers tonight” may be received by
a 1put processing unit comprising a “Movies” domain. The
query may be analyzed and the input processing unit may
identify the domain “Movies”, the mtent “Find Movie”, and
the slots “avengers” and “tonmight.” The labels “movie-
name” and “movie-start-time” may be applied to the slots
“avengers” and “tomight”, respectively, and the labels may
be associated with the identified domain and/or intent. In
some aspects, the processed data (movie data set) may be
stored 1n a data store. The data store may be located on the
input processing unit or on a remote computing device
accessible by the mput processing unit.

At operation 406, a new domain and/or application may
be created, installed or made accessible to the mput pro-
cessing unit. The new domain may be associated with a
statistical data model, but the mput processing unit may
possess msuilicient labeled data to train the data on the new
domain. Accordingly, the input processing unit may access
the movie data set data within the data store. For example,
a new “Calendar” domain may be installed on the mput
processing umt as part ol a calendaring application. The
calendar application may comprise no data (e.g., appoint-
ments, contacts, etc.) and no “Calendar” domain labels may
be assigned.

At operation 408, the data set within the data store may be
transformed 1nto low-dimensional vector representations. In
aspects, CCA may be used to transform labels or label types
within the data set into corresponding vector representa-
tions, as described above with respect to FIG. 2. For
example, the movie data set may comprise 100 instances of
labels/word set pairs of which six labels are unique. The
input processing unit may transform the six labels into
k-dimensional vector representations corresponding to the
CCA projection of the encoding of the respective labels.

At operation 410, the vector representations may be used
to construct label mappings to disparate label sets. In some
aspects, the vector representations may be used to map a
coarse label set. For example, the movie data set may
comprise six unique labels: “movie-name,” “movie-start-
time,” “movie-end-time,” “movie-location,” “movie-dis-
tance,” and “move-rating.” The data within the vector rep-
resentations of these labels may be such that the vector
representations may be mapped to a coarse label set (clus-
ter). In a particular example, “movie-start-time” and
“movie-end-time” may be generalized (clustered) to the
label “Time,” “movie-location” and “movie-distance” may
be generalized to the label “Location,” and “movie-name”
and “move-rating” may generalized to the label “Details.”

At operation 412, domain adaptation techniques may be
used to mmplement annotations in domains with different
labels. In some aspects, coarse-to-fine predictive analysis
may be used 1n conjunction with the label mappings to adapt
data within a source domain to a target domain. For
example, the imput processing unit may use a coarse label set
(e.g., “Time,” “Location,” and “Details”) generated from
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labels within the “Movies” domain to train a model on the
“Movies” domain. The trained model may be used to predict
correlations between the coarse label set and the labels from
the “Calendar” domain, or to predict labels within the
“Calendar” domain. In a particular example, the “Calendar
“domain may comprise the labels: “meeting-time,” “meet-
ing-duration,” “meeting-sponsor,” “meeting-location,” and
“meeting-subject.” The model tramned on the “Movies”
domain may use the coarse label ““Time” to determine words
synonymous with or relating to time (e.g., “minute,” “hour,”
“duration,” “now,” “earlier,” etc.). The determined words
may be used to retrain the model or to train a new model on
time-related (e.g., semantically-related) labels 1 the “Cal-
endar”’ domain, such that the model recognizes “meeting-
time” and “meeting-duration” as time-based labels.

At operation 414, the model trained on the target domain
may be used to provide results to a statement or query. In
some aspects, the mput processing umt may use the trained
model to extract the meaning of received queries, retrieve
results sets, and/or train a different model on domain or data
set. For example, the query “I want to see Avengers tonight”
may be recerved by an input processing unit comprising a
“Movies” domain, a “Calendar’” domain and a model trained
on both domains. After processing the query, the input
processing umt may be able to determine that the query
implicates both domains. In a particular example, the slot
“tonight” may be associated with the label “movie-start-
time” 1n the “Movie” domain and the label “meeting-time”
in the “Calendar” domain. The trained model may return
movie times and locations for the Avengers movie, but the
model may also return a message indicating a time contlict
with one or movie times and a scheduled meeting.

FIGS. 5-7 and the associated descriptions provide a
discussion of a variety of operating environments in which
examples of the invention may be practiced. However, the
devices and systems 1llustrated and discussed with respect to
FIGS. 5-7 are for purposes of example and 1llustration and
are not limiting of a vast number of computing device
configurations that may be utilized for practicing examples
of the invention, described herein.

FIG. 5 1s a block diagram illustrating physical compo-
nents of a computing device 502, for example a component
of a system with which examples of the present disclosure
may be practiced. The computing device components
described below may be suitable for the computing devices
described above. In a basic configuration, the computing
device 502 may include at least one processing unit 504 and
a system memory 506. Depending on the configuration and
type of computing device, the system memory 506 may
comprise, but 1s not limited to, volatile storage (e.g., random
access memory), non-volatile storage (e.g., read-only
memory), flash memory, or any combination of such memo-
ries. The system memory 306 may include an operating
system 507 and one or more program modules 508 suitable
for runming software applications 520 such as application
528, 10 manager 524, and other utility 526. As examples,
system memory 506 may store instructions for execution.
Other examples of system memory 506 may be components
such as a knowledge resource or learned program pool, as
examples. The operating system 507, for example, may be
suitable for controlling the operation of the computing
device 502. Furthermore, examples of the invention may be
practiced 1n conjunction with a graphics library, other oper-
ating systems, or any other application program and is not
limited to any particular application or system. This basic
configuration 1s illustrated 1n FIG. § by those components
within a dashed line 522. The computing device 502 may
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have additional features or functionality. For example, the
computing device 502 may also include additional data
storage devices (removable and/or non-removable) such as,
for example, magnetic disks, optical disks, or tape. Such
additional storage is illustrated 1n FIG. 5 by a removable
storage device 509 and a non-removable storage device 510.

As stated above, a number of program modules and data
files may be stored in the system memory 3506. While
executing on the processing unit 504, the program modules
508 (e.g., application 528, Input/Output (I/O) manager 524,
and other utility 526) may perform processes including, but
not limited to, one or more of the stages of the operational
method 400 illustrated mm FIG. 4, for example. Other pro-
gram modules that may be used 1n accordance with
examples of the present invention may include electronic
mail and contacts applications, word processing applica-
tions, spreadsheet applications, database applications, slide
presentation applications, mput recognition applications,
drawing or computer-aided application programs, etc.

Furthermore, examples of the mvention may be practiced
in an electrical circuit comprising discrete electronic ele-
ments, packaged or itegrated electronic chips containing
logic gates, a circuit utilizing a microprocessor, or on a
single chip containing electronic elements or microproces-
sors. For example, examples of the invention may be prac-
ticed via a system-on-a-chip (SOC) where each or many of
the components 1llustrated 1n FIG. 5 may be integrated onto
a single integrated circuit. Such an SOC device may include
one or more processing units, graphics units, communica-
tions units, system virtualization units and various applica-
tion functionality all of which are integrated (or “burned™)
onto the chip substrate as a single itegrated circuit. When
operating via an SOC, the functionality described herein
may be operated via application-specific logic integrated
with other components of the computing device 502 on the
single mtegrated circuit (chip). Examples of the present
disclosure may also be practiced using other technologies
capable of performing logical operations such as, for
example, AND, OR, and NOT, including but not limited to
mechanical, optical, fluidic, and quantum technologies. In
addition, examples of the invention may be practiced within
a general purpose computer or 1n any other circuits or
systems.

The computing device 502 may also have one or more
iput device(s) 512 such as a keyboard, a mouse, a pen, a
sound 1mput device, a device for voice mput/recognition, a
touch mput device, etc. The output device(s) 514 such as a
display, speakers, a printer, etc. may also be included. The
alorementioned devices are examples and others may be
used. The computing device 504 may include one or more
communication connections 516 allowing communications
with other computing devices 518. Examples of suitable
communication connections 516 include, but are not limited
to, RF transmitter, receiver, and/or transceiver circuitry;
umversal serial bus (USB), parallel, and/or serial ports.

The term computer readable media as used herein may
include computer storage media. Computer storage media
may 1nclude volatile and nonvolatile, removable and non-
removable media implemented 1n any method or technology
for storage of information, such as computer readable
instructions, data structures, or program modules. The sys-
tem memory 306, the removable storage device 509, and the
non-removable storage device 510 are all computer storage
media examples (1.e., memory storage.) Computer storage
media may include RAM, ROM, electrically erasable read-
only memory (EEPROM), flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other
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optical storage, magnetic cassettes, magnetic tape, magnetic
disk storage or other magnetic storage devices, or any other
article of manufacture which can be used to store informa-
tion and which can be accessed by the computing device
502. Any such computer storage media may be part of the
computing device 502. Computer storage media does not
include a carrier wave or other propagated or modulated data
signal.

Communication media may be embodied by computer
readable instructions, data structures, program modules, or
other data 1n a modulated data signal, such as a carrier wave
or other transport mechanism, and includes any information
delivery media. The term “modulated data signal” may
describe a signal that has one or more characteristics set or
changed 1n such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media may include wired media such as a wired
network or direct-wired connection, and wireless media
such as acoustic, radio frequency (RF), infrared, and other
wireless media.

FIGS. 6 A and 6B illustrate a mobile computing device
600, for example, a mobile telephone, a smart phone, a
personal data assistant, a tablet personal computer, a laptop
computer, and the like, with which examples of the mnven-
tion may be practiced. For example, mobile computing
device 600 may be implemented as system 100, components
of systems 100 may be configured to execute processing
methods as described 1n FIG. 4, among other examples. With
reference to FIG. 6A, one example of a mobile computing
device 600 for implementing the examples 1s illustrated. In
a basic configuration, the mobile computing device 600 1s a
handheld computer having both 1mput elements and output
clements. The mobile computing device 600 typically
includes a display 605 and one or more input buttons 610
that allow the user to enter information into the mobile
computing device 600. The display 605 of the mobile
computing device 600 may also function as an 1mput device
(e.g., a touch screen display). If included, an optional side
input element 6135 allows further user mput. The side mput
clement 6135 may be a rotary switch, a button, or any other
type of manual mput element. In alternative examples,
mobile computing device 600 may incorporate more or less
input elements. For example, the display 605 may not be a
touch screen 1n some examples. In yet another alternative
example, the mobile computing device 600 1s a portable
phone system, such as a cellular phone. The mobile com-
puting device 600 may also include an optional keypad 635.
Optional keypad 635 may be a physical keypad or a “soft”
keypad generated on the touch screen display. In various
examples, the output elements include the display 605 for
showing a graphical user interface (GUI), a visual indicator
620 (e.g., a light emitting diode), and/or an audio transducer
625 (e.g., a speaker). In some examples, the mobile com-
puting device 600 incorporates a vibration transducer for
providing the user with tactile feedback. In yet another
example, the mobile computing device 600 incorporates
input and/or output ports, such as an audio input (e.g., a
microphone jack), an audio output (e.g., a headphone jack),
and a video output (e.g., a HDMI port) for sending signals
to or receiving signals from an external device.

FIG. 6B i1s a block diagram 1llustrating the architecture of
one example ol a mobile computing device. That 1s, the
mobile computing device 600 can incorporate a system (1.€.,
an architecture) 602 to implement some examples. In
examples, the system 602 1s implemented as a “smart
phone™ capable of running one or more applications (e.g.,
browser, e-mail, input processing, calendaring, contact man-
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agers, messaging clients, games, and media clients/players).
In some examples, the system 602 1s integrated as a com-
puting device, such as an integrated personal digital assistant
(PDA) and wireless phone.

One or more application programs 666 may be loaded 1nto
the memory 662 and run on or in association with the
operating system 664. Examples of the application programs
include phone dialer programs, e-mail programs, personal
information management (PIM) programs, word processing
programs, spreadsheet programs, Internet browser pro-
grams, messaging programs, and so forth. The system 602
also includes a non-volatile storage arca 668 within the
memory 662. The non-volatile storage area 668 may be used
to store persistent information that should not be lost if the
system 602 1s powered down. The application programs 666
may use and store information in the non-volatile storage
area 668, such as e-mail or other messages used by an e-mail
application, and the like. A synchronization application (not
shown) also resides on the system 602 and i1s programmed
to interact with a corresponding synchronization application
resident on a host computer to keep the mformation stored
in the non-volatile storage area 668 synchronized with
corresponding 1information stored at the host computer. As
should be appreciated, other applications may be loaded 1nto
the memory 662 and run on the mobile computing device
600, including application 528, 10 manager 524, and other
utility 526 described herein.

The system 602 has a power supply 670, which may be
implemented as one or more batteries. The power supply
670 might further include an external power source, such as
an AC adapter or a powered docking cradle that supplements
or recharges the batteries.

The system 602 may include peripheral device port 678
that performs the function of facilitating connectivity
between system 602 and one or more peripheral devices.
Transmissions to and from the peripheral device port 672 are
conducted under control of the operating system 664. In
other words, communications received by the peripheral
device port 678 may be disseminated to the application
programs 666 via the operating system 664, and vice versa.

The system 602 may also include a radio 672 that per-
forms the function of transmitting and receiving radio ire-
quency communications. The radio 672 facilitates wireless
connectivity between the system 602 and the “outside
world,” via a communications carrier or service provider.
Transmissions to and from the radio 672 are conducted
under control of the operating system 664. In other words,
communications received by the radio 672 may be dissemi-
nated to the application programs 666 via the operating
system 664, and vice versa.

The visual indicator 620 may be used to provide visual
notifications, and/or an audio interface 674 may be used for
producing audible notifications via the audio transducer 625.
In the 1llustrated example, the visual indicator 620 1s a light
emitting diode (LED) and the audio transducer 625 1s a
speaker. These devices may be directly coupled to the power
supply 670 so that when activated, they remain on for a
duration dictated by the notification mechanism even though
the processor 660 and other components might shut down
for conserving battery power. The LED may be programmed
to remain on indefinitely until the user takes action to
indicate the powered-on status of the device. The audio
interface 674 1s used to provide audible signals to and
receive audible signals from the user. For example, in
addition to being coupled to the audio transducer 6235, the
audio interface 674 may also be coupled to a microphone to
receive audible iput, such as to facilitate a telephone
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conversation. In accordance with examples of the present
invention, the microphone may also serve as an audio sensor
to facilitate control of notifications, as will be described
below. The system 602 may turther include a video intertace
676 that enables an operation of an on-board camera 630 to
record still images, video stream, and the like.

A mobile computing device 600 implementing the system
602 may have additional features or functionality. For
example, the mobile computing device 600 may also include
additional data storage devices (removable and/or non-
removable) such as, magnetic disks, optical disks, or tape.
Such additional storage is illustrated 1n FIG. 6B by the
non-volatile storage arca 668.

Data/information generated or captured by the mobile
computing device 600 and stored via the system 602 may be
stored locally on the mobile computing device 600, as
described above, or the data may be stored on any number
of storage media that may be accessed by the device via the
radio 672 or via a wired connection between the mobile
computing device 600 and a separate computing device
associated with the mobile computing device 600, for
example, a server computer 1n a distributed computing
network, such as the Internet. As should be appreciated such
data/information may be accessed via the mobile computing
device 600 via the radio 672 or via a distributed computing
network. Similarly, such data/information may be readily
transterred between computing devices for storage and use
according to well-known data/information transier and stor-
age means, including electronic mail and collaborative data/
information sharing systems.

FIG. 7 illustrates one example of the architecture of a
system for providing an application that reliably accesses
target data on a storage system and handles communication
failures to one or more client devices, as described above.
Target data accessed, interacted with, or edited 1n association
with application 528, 10 manager 524, other utility 526, and
storage may be stored 1n different communication channels
or other storage types. For example, various documents may
be stored using a directory service 722, a web portal 724, a
mailbox service 726, an instant messaging store 728, or a
social networking site 730, application 528, 10 manager

524, other utility 526, and storage systems may use any of

these types of systems or the like for enabling data utiliza-
tion, as described herein. A server 720 may provide storage
system for use by a client operating on general computing
device 502 and mobile device(s) 600 through network 715.
By way of example, network 715 may comprise the Internet
or any other type of local or wide area network, and client
nodes may be implemented as a computing device 502
embodied 1n a personal computer, a tablet computing device,
and/or by a mobile computing device 600 (e.g., a smart
phone). Any of these examples of the client computing
device 502 or 600 may obtain content from the store 716.

Reference has been made throughout this specification to
“one example” or “an example,” meaning that a particular
described feature, structure, or characteristic 1s included 1n at
least one example. Thus, usage of such phrases may refer to
more than just one example. Furthermore, the described
features, structures, or characteristics may be combined 1n
any suitable manner 1n one or more examples.

One skilled 1n the relevant art may recognize, however,

the specific details, or with other methods, resources, mate-
rials, etc. In other instances, well known structures,
resources, or operations have not been shown or described
in detaill merely to observe obscuring aspects of the
examples.

that the examples may be practiced without one or more of
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While sample examples and applications have been 1llus-
trated and described, it 1s to be understood that the examples
are not limited to the precise configuration and resources
described above. Various modifications, changes, and varia-
tions apparent to those skilled 1n the art may be made 1n the
arrangement, operation, and details of the methods and
systems disclosed herein without departing from the scope
of the claimed examples.

What 1s claimed 1s:

1. A system comprising:

at least one processor; and

memory coupled to the at least one processor, the memory

comprising computer executable instructions that,

when executed by the at least one processor, performs

a method comprising:

accessing a first set of labeled data associated with at
least a first domain, wherein the first set of labeled
data comprises one or more labels and corresponding,
data values;

transforming the first set of labeled data into a set of
vectors, wherein the set of vectors includes at least a
first vector comprising a first label and a second
vector comprising a second label;

using one or more clustering techniques to i1dentify a
commonality between the first label and the second
label, wherein the commonality indicates the first
label and the second label belong to a shared cluster
category;

based at least on the identified commonality between
the first label and the second label, generating a
coarse label set comprising a third label representing
the shared cluster category, wherein the third label
represents an abstraction of the first label and the
second label:;

using the coarse label set, training a model for a second
domain to perform transier learning techniques asso-
ciated with natural language understanding, wherein
the transfer learning techniques comprise adapting
data 1n the first domain to the second domain and
training the model using a union of data from the first
domain and the second domain, wherein the second
domain 1s different from the first domain; and

using the trained model, mapping a first coarse label
associated with the coarse label set to a fine label
associated with the second domain.

2. The system of claim 1, further comprising: receiving
the labeled data from a received 1nput, wherein the labeled
data comprises query data associated with the received
input.

3. The system of claim 2, further comprising: using the
model to provide a result set of a query to the user.

4. The system of claim 1, wherein transforming the first
set of labeled data comprises applying canonical correlation
analysis (CCA) to the first set of labeled data.

5. The system of claim 1, wherein generating the coarse
label set comprises aggregating at least the first vector and
the second vector using at least one techmque selected from
the group consisting ol k-means clustering, spectral cluster-
ing, atlinity propagation, mean-shitt, Ward hierarchical clus-
tering, agglomerative clustering, DB SCAN, Gaussian mix-
tures, and Birch clustering.

6. The system of claim 1, wherein the coarse label set 1s
generalized from the at least two vectors.

7. The system of claim 1, wherein training the model
comprises 1dentifying one or more labels that are semanti-
cally related to the coarse label set.
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8. The system of claim 6, further comprising predicting
labels for a target domain using the identified one or more
labels.

9. The system of claim 1, wherein the second label shares
the commonality of at least the first vector and the second
vector.

10. A system for mapping disparate label sets, the system
comprising;

at least one processor; and

memory coupled to the at least one processor, the memory

comprising computer executable instructions that,

when executed by the at least one processor, performs

a method comprising:

accessing a set of labeled data, wherein the set of
labeled data comprises data from a first domain and
data from a second domain;

transforming the set of labeled data into a set of vectors,
wherein each of the set of vectors 1s associated with
one or more labels;

identifying, in the set of vectors, a first vector com-
prising labeled data from the first domain and a
second vector comprising labeled data from the
second domain, wherein a first label of the first
vector shares a commonality with a second label of
the second vector, wherein the commonality indi-
cates the first label and the second label belong to a
shared cluster category;

constructing label mappings to map the first vector to
the second vector based on the commonality; and

using at least the second vector, training a model to
perform transier learning techniques associated with
natural language understanding, wherein the transfer
learning techniques comprise adapting data in the
first domain to the second domain and training the
model using a umion of data from the first domain
and the second domain, the second domain being
different from the first domain, and wherein training
the model comprises duplicating the set of vectors
and conjoining vectors 1n the duplicated set of vec-
tors with a domain indicator.

11. The system of claim 10, further comprising: receiving
the labeled data from a user, wherein the labeled data
comprises query data associated with the user.

12. The system of claim 10, wherein transforming the first
set of labeled data comprises applying canonical correlation
analysis (CCA) to the first set of labeled data.

13. The system of claim 10, wherein the commonality
represents that the first vector 1s a nearest match in the data
from the first domain to the second vector, wherein the
nearest match 1s determined using a k-nearest neighbor
algorithm.

14. The system of claim 10, wherein mapping comprises
generating a biyjective mapping between the first vector and
the second vector.
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15. The system of claim 10, further comprising: using the
model to generate a result set.

16. A computer-implemented method for mapping dispa-
rate label sets, the method comprising:

accessing, on a device, a first set of labeled data associated
with at least a first domain, wherein the first set of
labeled data comprises one or more labels and corre-
sponding data values;

transforming the first set of labeled data into a set of
vectors,

identifying a commonality between a first label 1n a first
vector from the set of vectors and a second label 1n a
second vector from the set of vectors, wherein the
commonality indicates the first label and the second
label belong to a shared cluster category;

based on the i1dentified commonality, generating a coarse
label set using at least the first vector and the second

vector, wherein the coarse label set represents an
abstraction of the first label and the second label;

using the coarse label set to train a model for a second
domain to perform transier learming techniques asso-
ciated with natural language understanding, wherein
the transier learning techniques comprise adapting data
in the first domain to the second domain and training
the model using a union of data from the first domain
and the second domain, wherein the second domain 1s
different from the first domain; and

using the trained model, mapping the one or more labels
in the coarse label set to a third label associated with a
second set of labeled data.

17. The computer-implemented method of claim 16, fur-
ther comprising:
recerving the labeled data from a user, wherein the labeled
data comprises query data associated with the user;

using the model to generate a result set from the query
data; and

providing the result set to the user.

18. The computer-implemented method of claim 16,
wherein transforming the first set of labeled data comprises
applying canonical correlation analysis (CCA) to the first set

of labeled data.

19. The system of claim 1, wherein the first domain 1s
associated with a schema specitying at least one of an intent,
a slot, or metadata within the set of labeled data.

20. The system of claim 1, wherein the trained model 1s
used to make predictions on labels within the second
domain, wherein the predictions comprise at least one of:

label correlations derived during label mapping, data
regarding synonymous label names, historical mapping
data, or slot analysis.
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