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FIG. 2C
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VIDEO ENCODING METHOD AND
APPARATUS THEREFOR, AND VIDEO
DECODING METHOD AND APPARATUS
THEREFOR

TECHNICAL FIELD

The present disclosure relates to a video encoding method
and apparatus therefor, and a video decoding method and
apparatus therefor, 1n which a bit-depth and a sampling rate
are considered.

BACKGROUND ART

As hardware for reproducing and storing high resolution
or high quality video content 1s being developed and sup-
plied, a need for a video codec for eflectively encoding or
decoding the high resolution or high quality video content 1s
increasing. According to a conventional video codec, a video
1s coded according to a limited coding method based on a
coding unit having a predetermined size.

Image data of a spatial region 1s transformed into coet-
ficients of a frequency region via frequency transformation
According to a video codec, an 1mage 1s split into blocks
having a predetermined size, discrete cosine transformation
(DCT) 1s performed on each block, and frequency coefli-
cients are encoded in block units, for rapid calculation of
frequency transiormation. Compared with image data of a
spatial region, coetlicients of a frequency region are easily
compressed. In particular, since an image pixel value of a
spatial region 1s expressed according to a prediction error via
inter prediction or intra prediction of a video codec, when
frequency transformation i1s performed on the prediction
error, a large amount of data may be transtormed to O.
According to a video codec, an amount of data may be
reduced by replacing data that 1s consecutively and repeat-
edly generated with small-sized data.

In particular, when a video decoding apparatus receives
and decodes a bitstream 1ncluding a residue of a bit-depth or
a sampling rate which 1s higher than a bit-depth or a
sampling rate which can be processed based on a processing
capability of the video decoding apparatus, an 1image quality
significantly deteriorates compared to a case in which the
bitstream 1s decoded by a video decoding apparatus capable
of performing a process at the bit-depth or the sampling rate
of the residue included 1n the bitstream.

DETAILED DESCRIPTION OF TH.
INVENTION

L1

Technical Solution

According to an aspect of the present disclosure, there 1s
provided a video decoding method including obtaining a
residue of a first bit-depth regarding a current block by
decoding a bitstream; when the current block 1s intra pre-
dicted, generating a prediction block of the current block by
using a block that 1s previously decoded at the first bit-depth
and then 1s stored 1n a bufler; and generating a reconstruction
block of the first bit-depth by using the prediction block and
the residue of the first bit-depth.

According to another aspect of the present disclosure,
there 1s provided a video decoding method including obtain-
ing a residue of a first sampling rate with regarding a current
block by decoding a bitstream; when the current block 1s
intra predicted, generating a prediction block of the current
block by using a block that 1s previously decoded at the first

10

15

20

25

30

35

40

45

50

55

60

65

2

sampling rate and then 1s stored in a bufler; and generating,
a reconstruction block of the first sampling rate by using the
prediction block and the residue of the first sampling rate.

Tects of the Invention

Advantageous E

Deterioration 1n an 1mage quality can be minimized by
encoding and decoding a video in consideration of a bait-
depth and a sampling rate.

DESCRIPTION OF THE DRAWINGS

FIG. 1A 1s a block diagram of a video encoding apparatus,
according to an embodiment.

FIG. 1B 1s a flowchart of a video encoding method,
according to an embodiment.

FIG. 1C 1s a block diagram of a video decoding apparatus,
according to an embodiment.

FIG. 1D 1s a flowchart of a video decoding method,
according to an embodiment.

FIG. 2A 1s a block diagram of a video encoding apparatus,
according to another embodiment.

FIG. 2B 1s a flowchart of a video encoding method,
according to another embodiment.

FIG. 2C 1s a block diagram of a video decoding apparatus,
according to an embodiment.

FIG. 2D 1s a flowchart of a video decoding method,
according to an embodiment.

FIG. 3 1s a block diagram for describing an operation of
a video decoding apparatus that decodes a high bit-depth
bitstream, according to an embodiment.

FIG. 4 1s a block diagram for describing an operation of
a video decoding apparatus that decodes a high bit-depth
bitstream, according to another embodiment.

FIG. 5 1s a block diagram for describing an operation of
a video decoding apparatus that decodes a high sampling
rate bitstream, according to another embodiment.

FIGS. 6A through 6E are diagrams for describing a
process 1n which a video decoding apparatus decodes a high
sampling rate bitstream while varying an intra prediction
scheme according to a type of a pixel to be currently
predicted, according to another embodiment.

FIG. 7 illustrates a block diagram of a video encoding
apparatus based on coding units of a tree structure, accord-
ing to various embodiments.

FIG. 8 illustrates a block diagram of a video decoding
apparatus based on coding units of a tree structure, accord-
ing to various embodiments.

FIG. 9 illustrates a concept of coding units, according to
various embodiments.

FIG. 10 15 a block diagram of an 1image encoder based on
coding units, according to various embodiments.

FIG. 11 1s a block diagram of an image decoder based on
coding units, according to various embodiments.

FIG. 12 illustrates deeper coding umts according to
depths, and partitions, according to various embodiments.

FIG. 13 1llustrates a relationship between a coding unit
and transformation units, according to various embodi-
ments.

FIG. 14 illustrates a plurality of pieces of encoding
information according to depths, according to various
embodiments.

FIG. 15 illustrates deeper coding units according to
depths, according to various embodiments.

FIGS. 16, 17, and 18 illustrate a relationship between
coding units, prediction units, and transformation units,
according to various embodiments.
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FIG. 19 illustrates a relationship between a coding unit, a
prediction unit, and a transformation unit, according to

encoding mode information of Table 1.

FI1G. 20 1llustrates a physical structure of a disc in which
a program 1s stored, according to various embodiments.

FIG. 21 illustrates a disc drive for recording and reading
a program by using the disc.

FIG. 22 1llustrates an overall structure of a content supply
system for providing a content distribution service.

FIGS. 23 and 24 1llustrate external and internal structures
ol a mobile phone to which a video encoding method and a
video decoding method are applied, according to various
embodiments.

FI1G. 25 1llustrates a digital broadcasting system employ-
Ing a communication system.

FIG. 26 1llustrates a network structure of a cloud com-
puting system using the video encoding apparatus and the
video decoding apparatus, according to various embodi-
ments.

BEST MOD.

(Ll

According to an aspect of the present disclosure, there 1s
provided a video decoding method including obtaining a
residue of a first bit-depth regarding a current block by
decoding a bitstream; when the current block 1s intra pre-
dicted, generating a prediction block of the current block by
using a block that 1s previously decoded at the first bit-depth
and then 1s stored 1n a butiler; and generating a reconstruction
block of the first bit-depth by using the prediction block and
the residue of the first bit-depth.

When the current block i1s inter predicted, a prediction
block of a second bit-depth may be generated by using an
image previously decoded at the second bit-depth, the pre-
diction block of the current block may be generated by
changing the generated prediction block of the second
bit-depth to the first bit-depth, and the first bit-depth may be
higher than the second bit-depth.

The video decoding method may further include storing
the reconstruction block of the first bit-depth 1n the bufler.

When a block, to be decoded after the current block, 1s
intra predicted, the video decoding method may further
include generating a prediction block of the block to be
decoded after the current block by using the reconstruction
block of the first bit-depth.

The first bit-depth may indicate 10 bits, and the second
bit-depth may indicate 8 bits.

The obtaining of the residue of the first bit-depth with
respect to the current block by decoding the bitstream may
include generating a transform coeflicient of the first bit-
depth by mverse-quantizing the bitstream; and obtaining the
residue of the first bit-depth by inverse-transforming the
generated transform coeflicient of the first bit-depth.

The reconstruction block may be clipped 1n a clipping
range corresponding to a range of values that can be
expressed with respect to the first bit-depth.

According to another aspect of the present disclosure,
there 1s provided a video decoding method including obtain-
ing a residue of a first sampling rate regarding a current
block by decoding a bitstream; when the current block 1s
intra predicted, generating a prediction block of the current
block by using a block that 1s previously decoded at the first
sampling rate and then stored in a bufler; and generating a
reconstruction block of the first sampling rate by using the
prediction block and the residue of the first sampling rate.

When the current block is inter predicted, a prediction
block of a second sampling rate may be generated by using,
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an 1mage previously decoded at the second sampling rate,
the prediction block of the current block may be generated
by changing the generated prediction block of the second
sampling rate to the first sampling rate, and the first sam-
pling rate may be higher than the second sampling rate.

The video decoding method may further include storing
the reconstruction block of the first sampling rate in the
bufler.

When a block to be decoded after the current block 1s 1ntra
predicted, the video decoding method may further include
generating a prediction block of the block to be decoded
after the current block by using the reconstruction block of
the first sampling rate.

In the generating, when the current block 1s intra pre-
dicted, of the prediction block of the current block by using
the block that 1s previously decoded at the first sampling rate
and then 1s stored 1n the bufler, a reference pixel, which 1s
from among pixels included 1n the current block and 1s to be
used in intra predicting a block to be decoded after the
current block, may be predicted by using the block that 1s
previously decoded at the first sampling rate and then 1s
stored 1 the bufler, other pixels excluding the reference
pixel which are included in the current block may be
predicted by using a block of the second sampling rate which
1s previously decoded and then 1s stored 1n the bufler, and the
block of the second sampling rate may be generated by
changing the block that 1s previously decoded at the first
sampling rate to the second sampling rate.

According to another aspect of the present disclosure,
there 1s provided a video decoding apparatus including a
bufler configured to store a block to be used in intra
prediction; and a decoder configured to obtain a residue of
a first bit-depth regarding a current block by decoding a
bitstream, when the current block is intra predicted, to
generate a prediction block of the current block by using the
block that 1s previously decoded at the first bit-depth and
then 1s stored in the bufler, and to generate a reconstruction
block of the first bit-depth by using the prediction block and
the residue of the first bit-depth.

When the current block 1s inter predicted, a prediction
block of a second bit-depth may be generated by using an
image previously decoded at the second bit-depth, the pre-
diction block of the current block may be generated by
changing the generated prediction block of the second
bit-depth to the first bit-depth, and the first bit-depth may be
higher than the second bit-depth.

According to another aspect of the present disclosure,
there 1s provided a video decoding apparatus including a
bufler configured to store a block to be used in intra
prediction; and a decoder configured to obtain a residue of
a first sampling rate regarding a current block by decoding
a bitstream, when the current block 1s intra predicted, to
generate a prediction block of the current block by using the
block that 1s previously decoded at the first sampling rate
and then 1s stored 1n the bufler, to generate a reconstruction
block of the first sampling rate by using the prediction block
and the residue of the first sampling rate.

When the current block 1s inter predicted, a prediction
block of a second sampling rate may be generated by using
an 1mage previously decoded at the second sampling rate,
the prediction block of the current block 1s generated by
changing the generated prediction block of the second
sampling rate to the first sampling rate, and the first sam-
pling rate may be higher than the second sampling rate.

According to another aspect of the present disclosure,
there 1s provided a video encoding method including, when
a current block 1s intra predicted, generating a prediction
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block of the current block by using a block that 1s previously
decoded at a first bit-depth and then 1s stored 1n a bufler; and
determining a residue of the first bit-depth by using the
generated prediction block, and generating a bitstream
including the determined residue of the first bit-depth.

When the current block is inter predicted, a prediction
block of a second bit-depth may be generated by using an
image previously decoded at the second bit-depth, the pre-
diction block of the current block may be generated by
changing the generated prediction block of the second
bit-depth to the first bit-depth, the first bit-depth may be
higher than the second bit-depth.

According to another aspect of the present disclosure,
there 1s provided a video encoding method including, when
a current block 1s intra predicted, generating a prediction
block of the current block by using a block that 1s previously
decoded at a first sampling rate and then 1s stored 1n a bufler;
and determining a residue of the first sampling rate by using
the generated prediction block, and generating a bitstream
including the determined residue of the first sampling rate.

When the current block is inter predicted, a prediction
block of a second sampling rate may be generated by using
an 1mage previously decoded at the second sampling rate,
the prediction block of the current block may be generated
by changing the generated prediction block of the second
sampling rate to the first sampling rate, and the first sam-
pling rate may be higher than the second sampling rate.

According to another aspect of the present disclosure,
there 1s provided a video encoding apparatus including a
bufler configured to store a block to be used 1n intra
prediction; and an encoder configured to, when intra pre-
dicting a current block, generate a prediction block of the
current block by using the block that 1s previously decoded
at a first bit-depth and then 1s stored in the bufler, to
determine a residue of the first bit-depth by using the
prediction block, to determine the residue of the first bit-
depth, and to generate a bitstream including the determined
residue of the first bit-depth.

When the current block is inter predicted, a prediction
block of a second bit-depth may be generated by using an
image previously decoded at the second bit-depth, the pre-
diction block of the current block may be generated by
changing the generated prediction block of the second
bit-depth to the first bit-depth, and the first bit-depth may be
higher than the second bit-depth.

According to another aspect of the present disclosure,
there 1s provided a video encoding apparatus including a
bufler configured to store a block to be used 1n intra
prediction; and an encoder configured to, when intra pre-
dicting a current block, generate a prediction block of the
current block by using the block that 1s previously decoded
at a first sampling rate and then 1s stored i the builer, to
determine a residue of the first sampling rate by using the
prediction block, and to generate a bitstream including the
determined residue of the first sampling rate.

When the current block 1s inter predicted, a prediction
block of a second sampling rate may be generated by using,
an 1mage previously decoded at the second sampling rate,
the prediction block of the current block may be generated
by changing the generated prediction block of the second

sampling rate to the first sampling rate, and the {first sam-

pling rate may be higher than the second sampling rate.
According to another aspect of the present disclosure,

there 1s provided a computer-readable recording medium
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having recorded thereon a program for executing the video
encoding and decoding methods.

MODE OF THE INVENTION
Terms such as * umt”, ¢ . . . module”, or the like
described in the present specification indicate a unit for
processing at least one function or operation, wherein the
unit and the module may be embodied as hardware or
soltware or embodied by combiming hardware and software.

In the present specification, “an embodiment” or
“embodiment” means unique characteristic, structure, fea-
ture, and the like which are described with an embodiment
included 1n one or more embodiments. Thus, the expression
“in an embodiment” or “in embodiment” which 1s included
in throughout the present specification does not necessarily
indicate the same embodiment.

With reference to FIGS. 1 through 6F, a video encoding
method and a video decoding method performed 1n consid-

cration of a bit-depth or a sampling rate according to various
embodiments will now be described.

Furthermore, with reference to FIGS. 7 through 26, a
video encoding method and a video decoding method based
on coding units of a tree structure according to various
embodiments will be provided. Heremafter, an ‘image’ may
indicate a still image of a video or a moving picture, 1.e., the
video 1tsellf.

First, with reference to FIGS. 1 through 6E, a video
encoding method and a video decoding method performed 1n
consideration of a bit-depth or a sampling rate will now be
provided.

When a video decoding apparatus decodes a residue of a
bit-depth (hereinaiter, referred to as a high bit-depth) or a
sampling rate (hereinafter, referred to as a high sampling
rate), wherein the bit-depth 1s higher than a processible
bit-depth and the sampling rate 1s higher than a processible
sampling rate based on a processing capability of the video
decoding apparatus, the video decoding apparatus performs
a process ol changing the residue of the high bit-depth or the
high sampling rate to a residue of a bit-depth or a sampling
rate which 1s processible based on the processing capability
of the wvideo decoding apparatus, and then performs a
process ol reconstructing an 1image by using the residue of
the bit-depth or the sampling rate which 1s processible based
on the processing capability of the video decoding appara-
tus. However, when the video decoding apparatus changes
the residue of the high bit-depth or the high sampling rate to
the residue of the bit-depth or the sampling rate which 1s
processible based on the processing capability of the video
decoding apparatus, a loss of information occurs, and due to
the loss of mformation, a quality of a reconstructed 1mage
deteriorates.

Video encoding apparatuses 10 and 30 and video decod-
ing apparatuses 20 and 40 according to various embodi-
ments changelessly use a residue of a high bit-depth or a
high sampling rate without changing the residue of the high
bit-depth or the high sampling rate in some of encoding and
decoding processes, thereby minimizing 1mage-quality dete-
rioration that occurs in reconstruction ol an image of a
bit-depth or a sampling rate which exceeds processing
capabilities of video encoding and decoding apparatuses.

In more detail, the video encoding apparatuses 10 and 30
and the video decoding apparatuses 20 and 40 changelessly
use a residue of a hugh bit-depth or a high sampling rate in
a process of performing intra prediction, thereby minimizing
image-quality deterioration that occurs in reconstruction of
an 1mage ol a bit-depth or a sampling rate which exceeds
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processing capabilities of video encoding and decoding
apparatuses. The video encoding apparatuses 10 and 30 and
the video decoding apparatuses 20 and 40 may have bullers
to store the residue of the high bit-depth or the high sampling
rate, and when the video encoding apparatuses 10 and 30
and the video decoding apparatuses 20 and 40 perform the
intra prediction, the video encoding apparatuses 10 and 30
and the video decoding apparatuses 20 and 40 may change-
lessly use the residue of the high bit-depth or the high
sampling rate stored 1n the builers, thereby mimimizing an
image-quality deterioration phenomenon that occurs 1n
reconstruction of the image of the bit-depth or the sampling,
rate which exceeds processing capabilities of video encod-
ing and decoding apparatuses.

Hereinafter, with reference to FIGS. 1A and 1B, and 2A
and 2B, operations of the video encoding apparatuses 10 and
30 according to various embodiments will now be described
in detail, and with reference to FIGS. 1C and 1D, and 2C and
2D, operations of the video decoding apparatuses 20 and 40
according to various embodiments will now be described 1n
detaul.

FIG. 1A 1s a block diagram of a video encoding apparatus,
according to an embodiment.

Referring to FIG. 1A, a video encoding apparatus 10
according to an embodiment includes an encoder 11, a first
bufler 18, and a second bufler 19.

The video encoding apparatus 10 according to an embodi-
ment recerves an put of 1images such as slices of a video,
partitions each of the images into blocks, and encodes each
of the blocks. A type of a block may be a square or a
rectangle, or may be an arbitrary geometrical shape. The
block 1s not limited to a data umit having a uniform size. The
block according to an embodiment may be a largest coding,
unit (LCU), a coding unmit (CU), a prediction unit, a trans-
form unit, or the like from among coding units of a tree
structure. Video encoding and decoding methods based on
the coding units of the tree structure will be described below
with reference to FIGS. 7 through 26. The encoder 11 may
include a predictor 12, a residue generator/transformer/
quantizer 15, a bitstream generator 16, and an inverse-
quantizer/inverse-transformer/residue synthesizer 17.

The predictor 12 may generate a prediction block of a
current block by using an image that 1s decoded before a
current 1mage. In addition, the predictor 12 may generate
may generate the prediction block of the current block by
using a block that 1s included in the current 1image and 1s
from among blocks decoded before the current block.

In order to minimize an amount of data to be encoded, the
predictor 12 may perform prediction on the current block by
using by using a reconstruction block that 1s spatially
adjacent to the current block or a reconstruction image that
1s temporally adjacent thereto.

The predictor 12 may include an intra predictor 13 and an
inter predictor 14.

The 1ntra predictor 13 may generate a prediction block of
a current block by using neighboring blocks that are located
adjacent to the current block and are from among previ-
ously-decoded blocks.

For example, the intra predictor 13 may determine at least
one relference pixel to be referenced from among pixels
adjacent to the left of the current block and pixels adjacent
to the top of the current block, and may generate the
prediction block of the current block by using the deter-
mined reference pixel.

In more detail, the intra predictor 13 may determine a
reference pixel from among neighboring pixels according to
reference directions. That 1s, the intra predictor 13 may
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determine, from among various reference directions, an
optimal reference direction 1 which a correlation with
respect to the current block 1s high in consideration of a
Rate-Distortion Cost (RD cost), and may accordingly deter-
mine the reference pixel from among the neighboring pixels.

When the intra predictor 13 intra predicts the current
block, the intra predictor 13 may generate a prediction block
of the current block by using a block that 1s previously
decoded at a first bit-depth and then 1s stored i1n the first
bufler 18. In this regard, a bit-depth means a number of bits
used 1n expressing a sample value of one pixel. Also, the first
bit-depth may mean a bit-depth of a residue included 1n a
bitstream.

For example, the intra predictor 13 may generate the
prediction block of the current block by using a block that
1s previously decoded at a bit-depth of 10 and then 1s stored
in the first bufler 18. In this regard, a bit-depth of the
generated prediction block may be the first bit-depth equal
to the bit-depth of the block that 1s previously decoded and
stored 1n the first butler 18.

The inter predictor 14 may generate a prediction block of
the current block by using an 1mage that 1s decoded before
a current 1image. For example, the inter predictor 14 may
determine a reference image from among images decoded
before the current image, and may determine a reference
block of the reference image, the reference block having a
high correlation with the current block.

The inter predictor 14 determines the reference block
having a high correlation with the current block, thereby
determining motion information such as a motion vector, a
reference picture index, picture list information, or the like.

In this regard, the picture list information means infor-
mation indicating a picture list including an 1image to be used
in a reference from among one or more picture lists. The
inter predictor 14 may determine the picture list information
indicating at least one picture list that 1s to be used 1n
prediction and 1s from among a LO list and a L1 list.

The reference picture index means mformation mdicating,
a picture that 1s to be used 1n a reference and 1s from among
a plurality of pictures in a predetermined picture list. The
inter predictor 14 may determine the reference picture index
indicating the picture that 1s to be used 1n a reference and 1s
from among the plurality of pictures 1n the predetermined
picture list.

The motion vector means a vector indicating displace-
ment between the current block and a block having a high
correlation with the current block. The inter predictor 14
may determine the motion vector indicating the reference
block that 1s to be used 1n inter prediction and 1s from among
blocks included in the reference picture.

The inter predictor 14 may generate the prediction block
of the current block by using the reference block included 1n
a previously-decoded image.

In order to reduce a size of the motion mformation to be
transmitted, the inter predictor 14 may use a correlation of
motion information with respect to the current block and a
neighboring block of the current block.

For example, the inter predictor 14 may compose a list
including neighboring blocks for deriving motion iforma-
tion of the current block, and may transmit only information
indicating a predetermined neighboring block in the list,
thereby reducing the size of the motion information.

When the current block is inter predicted, the inter pre-
dictor 14 may generate a prediction block of a second
bit-depth by using an image that 1s previously decoded at the
second bit-depth. In this regard, the second bit-depth 1ndi-
cates a bit-depth different from the first bit-depth that 1s a
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bit-depth of a residue to be encoded. The second bit-depth
may be the bit-depth lower than the first bit-depth.

The inter predictor 14 may generate the prediction block
of the first bit-depth by changing the prediction block of the
second bit-depth to the first bit-depth. For example, the inter
predictor 14 performs a left shift operation on the prediction
block of the second bit-depth. That 1s, the inter predictor 14
shifts bits to the left by a predetermined bit, the baits
expressing a sample value of a pixel included 1n the predic-
tion block of the second bit-depth, and allocates 0 to an
empty space created due to the shift operation. Thus, the
inter predictor 14 may change the prediction block of the
second bit-depth to the first bit-depth that 1s higher than the
second bit-depth. For example, when the current block 1s
inter predicted, the inter predictor 14 may generate a pre-
diction block of bit-depth of 8 by using an image that is
previously decoded at a bit-depth of 8. Afterward, the inter
predictor 14 may change the prediction block of the bit-
depth of 8 to a prediction block of a bit-depth of 10.

The residue generator/transformer/quantizer 15 deter-
mines a residue indicating a difference between an original
image and the prediction block of the current block which 1s
generated by the predictor 12.

The residue generator/transformer/quantizer 15 deter-
mines the residue indicating the difference between the
original image and the prediction block of the first bit-depth
which 1s generated by the predictor 12. The determined
residue may be a residue of the first bit-depth.

The residue generator/transformer/quantizer 15 trans-
torms the residue of the first bit-depth from a spatial domain
to a transform domain such as a Hamadard domain. The
residue generator/transformer/quantizer 15 quantizes the
transiformed residue by using a predetermined quantization
parameter.

The bitstream generator 16 generates a bitstream 1nclud-
ing the residue quantized by the residue generator/trans-
former/quantizer 15. For example, the bitstream generator
16 may generate the bitstream including the quantized
residue of the first bit-depth.

The bitstream generator 16 may generate the bitstream
including the residue along with an encoding parameter and
the motion information determined in an 1mage encoding
process.

The 1nverse-quantizer/inverse-transformer/residue syn-
thesizer 17 may 1nverse-quantize the residue quantized by
the residue generator/transformer/quantizer 15. The mnverse-
quantizer/inverse-transformer/residue synthesizer 17 may
transiform the mverse-quantized residue from the transform
domain to the spatial domain. The nverse-quantizer/in-
verse-transformer/residue synthesizer 17 may generate a
reconstruction block of the current block by using the
transformed residue of the first bit-depth and the prediction
block generated by the predictor 12.

The 1nverse-quantizer/inverse-transformer/residue syn-
thesizer 17 may generate the reconstruction block of the
current block of the first bit-depth by using the prediction
block of the first bit-depth and the inverse-transformed
residue of the first bit-depth.

For example, the iverse-quantizer/inverse-transformer/
residue synthesizer 17 may generate a reconstruction block
of a bit-depth of 10 by using a prediction block of a bit-depth
of 10 and an mverse-transformed residue of a bit-depth of
10.

Also, the 1nverse-quantizer/inverse-transiormer/residue
synthesizer 17 may generate a reconstruction 1mage 1nclud-
ing reconstruction blocks. For example, the inverse-quan-
tizer/inverse-transformer/residue synthesizer 17 may change
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the reconstruction block of the first bit-depth to a recon-
struction block of a second bit-depth, and may generate a

reconstruction 1image including the changed reconstruction

block of the second bit-depth.

The first bufler 18 may store the reconstruction block of
the first bit-depth which 1s to be used in intra prediction. For
example, the first builer 18 may store neighboring pixels that
are adjacent to the current block and are from among pixels
reconstructed before the current block.

The second bufler 19 may store the reconstruction 1mage
of the second bit-depth which 1s to be used 1n inter predic-
tion.

The reconstruction block stored 1n the first bufler 18 may
be used 1n 1ntra predicting a block to be encoded after the
current block. The reconstruction 1mage stored 1n the second
bufler 19 may be used in inter predicting an 1mage to be
encoded after the current image. For example, the intra
predictor 13 may generate a prediction block of a block to

be encoded after the current block, by using the reconstruc-
tion block of the first bit-depth stored in the first builer 18.

The inter predictor 14 may generate a prediction block of
an 1mage to be encoded after the current image by using the
reconstruction 1mage of the second bit-depth stored in the
second bufler 19. The video encoding apparatus 10 accord
ing to an embodiment may include a central processor (not
shown) to generally control the predictor 12, the residue
generator/transformer/quantizer 15, the bitstream generator
16, the inverse-quantizer/inverse-transformer/residue syn-
thesizer 17, the first bufter 18, and the second bufier 19.
Alternatively, the predictor 12, the residue generator/trans-
former/quantizer 15, the bitstream generator 16, the mnverse-
quantizer/inverse-transformer/residue synthesizer 17, the
first bufler 18, and the second bufler 19 operate due to
respective dedicated-processors (not shown), and the pro-
cessors (not shown) systemically operate with each other so
that the entire video encoding apparatus 10 may operate.
Alternatively, the predictor 12, the residue generator/trans-
former/quantizer 15, the bitstream generator 16, the mnverse-
quantizer/inverse-transformer/residue synthesizer 17, the
first builer 18, and the second butler 19 may be controlled
by the control of an external processor (not shown) of the
video encoding apparatus 10 according to an embodiment.

The video encoding apparatus 10 according to an embodi-
ment may include one or more data storages (not shown) in
which mput and output data of the predictor 12, the residue
generator/transformer/quantizer 15, the bitstream generator
16, the iverse-quantizer/inverse-transiormer/residue syn-
thesizer 17, the first bufler 18, and the second buffer 19 are
stored. The video encoding apparatus 10 may include a
memory controller (not shown) to manage data input and
output of the data storages (not shown).

In order to output a video encoding result, the video
encoding apparatus 10 according to an embodiment may
operate 1n cooperation with an internal video encoding
processor installed therein or an external video encoding
processor so as to perform video encoding operations
including transformation.

The internal video encoding processor of the video encod-
ing apparatus 10 according to an embodiment may perform,
as a separate processor, the video encoding operation. Also,
basic video encoding operations may be realized as the
video encoding apparatus 10, a central processing apparatus,
or a graphic processing apparatus includes a video encoding
processing module.

FIG. 1B 1s a flowchart of a video encoding method,
according to an embodiment.
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In operation 1, when the video encoding apparatus 10
intra predicts a current block, the video encoding apparatus
10 may generate a prediction block of a current block by
using a block that 1s previously decoded at a first bit-depth
and 1s stored 1n a bufler. In this regard, a bit-depth of the
prediction block may be the first bit-depth.

In operation 3, the video encoding apparatus 10 may
determine a residue of the first bit-depth by using the
prediction block of the current block. The video encoding
apparatus 10 may determine the residue of the first bit-depth
which indicates a diflerence between the prediction block of
the first bit-depth and an original 1image.

In operation 5, the video encoding apparatus 10 may
generate a bitstream including the residue of the first bit-
depth. When the video encoding apparatus 10 inter predicts
the current block, the video encoding apparatus 10 may
generate the prediction block of the current block by using
an 1mage that 1s previously decoded at a second bit-depth. In
this regard, the second bit-depth indicates a bit-depth dii-
ferent from the first bit-depth. For example, the first bit-
depth may be higher than the second bit-depth.

After the video encoding apparatus 10 generates the
prediction block of the current block of which bit depth 1s
the second bit-depth by using the 1mage that 1s previously
decoded at the second bit-depth, the video encoding appa-
ratus 10 may generate a prediction block of which bit-depth
1s the first bit-depth by using the prediction block of the
second bit-depth. That 1s, the video encoding apparatus 10
may change the prediction block of the second bit-depth to
the first bit-depth, thereby generating the prediction block of
the first bit-depth.

FIG. 1C 1s a block diagram of a video decoding apparatus,
according to an embodiment.

Referring to FIG. 1C, a video decoding apparatus 20
according to an embodiment includes a decoder 21, a first
bufler 27, and a second bufler 28. The decoder 21 may
include a bitstream obtamner 22, a predictor 23, and a
reconstructor 26.

The bitstream obtainer 22 obtains a bitstream 1ncluding a
residue, an encoding parameter, and motion information.

The predictor 23 may generate a prediction block of a
current block by using an image that 1s decoded before a
current image. Alternatively, the predictor 23 may generate
the prediction block of the current block by using a block
that 1s from among blocks decoded before the current block
and 1s included 1n the current image.

The predictor 23 may include an intra predictor 24 and an
inter predictor 235.

The intra predictor 24 may generate the prediction block
of the current block by using neighboring blocks that are
located adjacent to the current block and are from among the
blocks decoded before the current block. For example, the
intra predictor 24 may determine at least one reference pixel
to be referenced from among pixels adjacent to the left of the
current block and pixels adjacent to the top of the current
block, and may generate the prediction block of the current
block by using the determined reference pixel. For example,
the intra predictor 24 may obtain a reference direction from
the bitstream. Afterward, the intra predictor 24 may deter-
mine the reference pixel from among the neighboring blocks
by using the obtained reference direction, and may generate
the prediction block of the current block by using the
determined reference pixel.

When the intra predictor 24 intra predicts the current
block, the intra predictor 24 may generate a prediction block
of the current block by using a block that 1s previously
decoded at a first bit-depth and then is stored in the first
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bufler 27. For example, the intra predictor 24 may generate
the prediction block of the current block by using a block
that 1s previously decoded at a bit-depth of 10 and then 1s
stored 1n the first bufler 27. In this regard, a bit-depth of the
generated prediction block may be the first bit-depth equal
to the bit-depth of the block that 1s previously decoded and
stored 1n the first bufler 27.

The 1nter predictor 25 may generate a prediction block of
a current block by using an image that 1s decoded before the
current image and then 1s stored in the second bufler 28. For
example, the mter predictor 25 may obtain motion informa-
tion ncluding a motion vector, a reference picture index, and
picture list information from the bitstream. The inter pre-
dictor 25 may determine, by using the motion information,
a picture list from among picture lists including i1mages
decoded before the current 1mage, may determine a refer-
ence 1mage from among 1mages included in the determined
picture list, and may determine a reference block of the
reference 1mage which 1s to be used 1n predicting the current
block. The iter predictor 25 may determine the prediction
block of the current block by using the reference block.

The nter predictor 25 determines a list including neigh-
boring blocks for dertving the motion information, and
obtains, from the bitstream, information indicating a neigh-
boring block from among the neighboring blocks included in
the list.

The inter predictor 25 may determine the neighboring
block by using the information indicating the neighboring
block from among the neighboring blocks included in the
list, and may determine motion the information of the
current block by using motion information of the determined
neighboring block. That 1s, the inter predictor 25 may
determine the motion vector, the reference picture index, and
the picture list information of the current block.

When the imter predictor 25 inter predicts the current
block, the inter predictor 25 may generate a prediction block
ol a second bit-depth by using the image that 1s previously
decoded at the second bit-depth and then 1s stored in the
second bufler 28. In this regard, the second bit-depth 1ndi-
cates a bit-depth different from the first bit-depth. For
example, the first bit-depth may be higher than the second
bit-depth.

The inter predictor 25 may generate the prediction block
of the first bit-depth by changing the prediction block of the
second bit-depth to the first bit-depth. When the inter
predictor 25 changes the prediction block of the second
bit-depth to the first bit-depth, the inter predictor 25 per-
forms a left shift operation on the prediction block of the
second bit-depth. That 1s, the inter predictor 235 shifts bits to
the lett by a predetermined bat, the bits expressing a sample
value of a pixel included in the prediction block of the
second bit-depth, and allocates 0 to an empty space at the
right which 1s created due to the shift operation, thereby
changing the prediction block of the second bit-depth to the
first bit-depth that 1s higher than the second bit-depth.

For example, when the inter predictor 25 inter predicts the
current block, the inter predictor 25 may generate a predic-
tion block of a bit-depth of 8 by using an image that 1s
previously decoded at the bit-depth of 8.

The inter predictor 25 may change the prediction block of
the bit-depth of 8 to a prediction block of a bit-depth of 10.

The reconstructor 26 may 1inverse-quantize the residue of
the first bit-depth which 1s obtained from the bitstream
obtainer 22. The reconstructor 26 may inverse-transform the
inverse-quantized residue from a transform domain to a
spatial domain, thereby obtaining the residue of the first

bit-depth.
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The reconstructor 26 may generate a reconstruction block
of the current block by using the prediction block of the
current block which 1s generated by the predictor 23 and the
residue of the first bit-depth. In this regard, a bit-depth of the
prediction block may be the first bit-depth. In addition, a
bit-depth of the reconstruction block may be the first bit-
depth.

The reconstructor 26 may generate a reconstruction image
including reconstruction blocks. When the reconstructor 26
generates the reconstruction image, the reconstructor 26
may change the reconstruction blocks of the first bit-depth to
the second bit-depth, and may generate a reconstruction
image ol the second bit-depth, the reconstruction image
including the reconstruction blocks of the changed second
bit-depth.

The first builer 27 may store the reconstruction block
generated by the reconstructor 26. For example, the first
bufler 27 may store the reconstruction block of the first
bit-depth.

The second bufler 28 may store the reconstruction 1image
including the reconstruction blocks of the second bit-depth.

The reconstruction block stored in the first bufler 27 may
be used 1n 1ntra predicting a block to be encoded after the
current block.

The reconstruction image stored in the second bufler 28
may be used 1n inter predicting a block included 1n an 1image
to be encoded after the current 1mage.

For example, the intra predictor 24 may generate a
prediction block of a block to be encoded after the current
block, by using the reconstruction block of the first bit-depth
stored 1 the first bufler 27. The nter predictor 25 may
generate a prediction block of an 1image to be encoded after
the current block, by using the reconstruction image of the
second bit-depth stored in the second builer 28.

The video decoding apparatus 20 according to an embodi-
ment may 1clude a central processor (not shown) to gen-
erally control the bitstream obtainer 22, the predictor 23, the
reconstructor 26, the first buflfer 27, and the second bufler 28.
Alternatively, the bitstream obtainer 22, the predictor 23, the
reconstructor 26, the first buflfer 27, and the second bufler 28
operate due to respective dedicated-processors (not shown),
and the processors (not shown) systemically operate with
cach other so that the entire video decoding apparatus 20
may operate. Alternatively, the bitstream obtainer 22, the
predictor 23, the reconstructor 26, the first bufler 27, and the
second bufler 28 may be controlled by the control of an
external processor (not shown) of the video decoding appa-
ratus 20 according to an embodiment.

The video decoding apparatus 20 according to an embodi-
ment may include one or more data storages (not shown) in
which mput and output data of the bitstream obtainer 22, the
predictor 23, the reconstructor 26, the first butler 27, and the
second bufler 28 are stored. The video decoding apparatus
20 may include a memory controller (not shown) to manage
data mput and output of the data storages (not shown).

In order to reconstruct a video through video decoding,
the video decoding apparatus 20 according to an embodi-
ment may operate in cooperation with an internal video
decoding processor installed therein or an external video
decoding processor so as to perform video decoding opera-
tions. The internal video decoding processor of the video
decoding apparatus 20 according to an embodiment may
perform, as a separate processor, basic video decoding
operations. Also, the basic video encoding operations may
be realized as the video decoding apparatus 20, a central
processing apparatus, or a graphic processing apparatus
includes a video decoding processing module.
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FIG. 1D 1s a flowchart of a video decoding method,
according to an embodiment.

In operation 2, the video decoding apparatus 20 obtains a
residue of a first bit-depth regarding a current block by
decoding a bitstream. The bitstream includes the residue of
the first bit-depth.

In operation 4, when the video decoding apparatus 20
predicts the current block, the video decoding apparatus 20
generates a prediction block of the current block by using a
block that 1s previously decoded at the first bit-depth and
then 1s stored 1n a butler. In this regard, the prediction block
may be a prediction block of the first bit-depth.

In operation 6, the video decoding apparatus 20 may
generate a reconstruction block of the first bit-depth by using
the prediction block and the residue of the first bit-depth.

When the video decoding apparatus 20 inter predicts the
current block, the video decoding apparatus 20 may generate
the prediction block of the current block by using a block
that 1s previously decoded at a second bit-depth. In this
regard, the second bit-depth indicates a bit-depth different
from the first bit-depth. For example, the first bit-depth may
be higher than the second bit-depth.

In more detail, after the video decoding apparatus 20
generates the prediction block of the current block of which
bit depth 1s the second bit-depth by using an 1mage that 1s
previously decoded at the second bit-depth, the video decod-
ing apparatus 20 may generate a prediction block of which
bit-depth 1s the first bit-depth by using the prediction block
of the second bit-depth. That 1s, the video decoding appa-
ratus 20 may change the prediction block of the second
bit-depth to the first bit-depth, thereby generating the pre-
diction block of the first bit-depth.

When the video decoding apparatus 20 according to an
embodiment intra predicts the current block, the video
decoding apparatus 20 generates the prediction block of the
first bit-depth by using a block that 1s previously decoded at
the first bit-depth higher than the second bit-depth that 1s
processible based on a processing capability of the video
decoding apparatus 20. Thus, the video decoding apparatus
20 obtains the bitstream including the residue of the first
bit-depth higher than the second bit-depth that 1s processible
based on the processing capability of the video decoding
apparatus 20, so that an image-quality deterioration phe-
nomenon that may occur 1n reconstruction of an image may
be minimized.

A bit-depth that 1s supported in inter prediction 1s pro-
portional to power consumption of the video decoding
apparatus. When the video decoding apparatus 20 performs
inter prediction, the video decoding apparatus 20 generates
the prediction block of the second bit-depth by using an
image that 1s previously decoded at the second bit-depth.
Because the video decoding apparatus 20 uses the second
bit-depth that 1s lower than the first bit-depth, when the
video decoding apparatus 20 performs inter prediction,
power consumption may be sharply reduced compared to a
case of using the first bit-depth.

FIG. 2A 15 a block diagram of a video encoding apparatus,
according to another embodiment.

Referring to FIG. 2A, a video encoding apparatus 30
according to an embodiment includes an encoder 31, a first
bufler 38, and a second bufler 39.

The encoder 31 may include a predictor 32, a residue
generator/transformer/quantizer 35, a bitstream generator
36, an inverse-quantizer/inverse-transformer/residue synthe-
sizer 37, the first bufler 38, and the second bufter 39. The
predictor 32 may generate a prediction block of a current
block by using an image that 1s decoded before a current
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image. Alternatively, the predictor 32 may generate a pre-
diction block of the current image by using a block that 1s
included 1n the current image and 1s from among blocks
decoded before the current block.

In order to minimize an amount of data to be encoded, the
predictor 32 may perform prediction on the current block by
using a reconstruction block that 1s spatially adjacent to the
current block or using a reconstruction 1mage that 1s tem-
porally adjacent to the current block.

The predictor 32 may include an intra predictor 33 and an
inter predictor 34.

The intra predictor 33 may generate the prediction block
of the current block by using neighboring blocks that are
located adjacent to the current block and are from among
previously-decoded blocks. For example, the intra predictor
33 may determine a reference pixel to be referenced from
among pixels adjacent to the left of the current block and
pixels adjacent to the top of the current block.

For example, the intra predictor 33 may determine the
reference pixel from among the neighboring pixels accord-
ing to reference directions. That 1s, the intra predictor 33
may determine, from among various reference directions, an
optimal reference direction 1 which a correlation with
respect to the current block 1s high in consideration of a
Rate-Distortion Cost (RD cost), and may accordingly deter-
mine the reference pixel from among the neighboring pixels.

When the intra predictor 33 intra predicts the current

block, the intra predictor 33 may generate the prediction
block of the current block by using a block that 1s previously
decoded at a first sampling rate and then 1s stored in the first
bufler 38. For example, the intra predictor 33 may generate
the prediction block of the current block by using the block
that 1s previously decoded at a luma-chroma sampling ratio
of 4:2:2 and then 1s stored in the first bufler 38. In this
regard, a sampling rate of the generated prediction block
may be the same sampling rate as the sampling rate of the
block that 1s previously decoded and then 1s stored 1n the first
butler 38.
In order to reduce chroma sample mnformation compared
to luma sample information, a chroma component may be
sampled at a sampling rate lower than a luma component. A
scheme of sampling the chroma component at the sampling
rate lower than the luma component so as to reduce the
chroma sample mnformation compared to the luma sample
information 1s called chroma sub-sampling. When the
chroma sub-sampling 1s performed, the chroma sub-sam-
pling may be performed based on a luma-chroma sampling,
ratio.

The luma-chroma sampling ratio indicates a ratio of a
sampling rate of the luma component to a sampling rate of
the chroma component.

Examples of the luma-chroma sampling ratio are 4:2:2,
4:2:0, and 4:4:4. In this regard, 4:4:4 means that the luma
component 1s sampled at the same sampling rate as the
chroma component, and 4:2:2 means that the chroma com-
ponent 1s sampled at a half of a sampling rate of the luma
component. In this regard, a sampling rate ol horizontal
chroma 1s halved. 4:2:0 means that the chroma component
1s sampled at a quarter of the sampling rate of the luma
component. In this regard, each of horizontal chroma sam-
pling rate and vertical chroma sampling rate i1s halved.

The inter predictor 34 may generate the prediction block
of the current block by using the image that 1s decoded
betfore the current image. For example, the inter predictor 34
may determine a reference i1mage from among images
decoded belfore the current image, and may determine a
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reference block of the reference 1mage, the reference block
having a high correlation with the current block.

The inter predictor 34 determines the reference block
having a high correlation with the current block, thereby
determining motion information such as a motion vector, a
reference picture index, picture list information, or the like.

In order to reduce a size of the motion information to be
transmitted, the inter predictor 34 may use a correlation of
motion information with respect to the current block and a
neighboring block of the current block.

For example, the inter predictor 34 may compose a list
including neighboring blocks for deriving motion informa-
tion of the current block, and may transmit only information
indicating a predetermined neighboring block in the list,
thereby reducing the size of the motion information used in
the current block.

When the imter predictor 34 inter predicts the current
block, the inter predictor 34 may generate a prediction block
ol a second sampling rate by using an image that 1s previ-
ously decoded at the second sampling rate. In this regard, the
second sampling rate indicates a sampling rate different
from the first sampling rate. The first sampling rate may be
higher than the second sampling rate.

The iter predictor 34 may generate the prediction block
of the first sampling rate by changing the prediction block of
the second sampling rate to the first sampling rate.

For example when the inter predictor 34 inter predicts the
current block, the inter predictor 34 may generate a predic-
tion block of a luma-chroma sampling ratio o1 4:2:0 by using
an 1mage that i1s previously decoded at the luma-chroma
sampling ratio of 4:2:0. The inter predictor 34 may change
the prediction block of the luma-chroma sampling ratio of
4:2:0 to a prediction block of a luma-chroma sampling ratio
of 4:2:2.

A process of changing data of a second sampling rate to
a first sampling rate 1s called upsampling. For example,
when upsampling 1s performed 1n a manner that a ratio of
luma-chroma sampling 1s increased, the inter predictor 34
generates a sample value of a sampling position based on a
first sampling rate by using a sample value of a sampling
position based on a second sampling rate, thereby generating
a sample of the first sampling rate. The sampling position
based on the first sampling rate may include the sampling
position and a sub-position based on the second sampling
rate. For example, the inter predictor 34 may generate the
sample value of the sampling position based on the first
sampling rate by using a sample average value at the
sampling position based on the second sampling rate.

The residue generator/transformer/quantizer 35 deter-
mines a residue indicating a difference between an original
image and the prediction block of the current block which 1s
generated by the predictor 32. The residue generator/trans-
former/quantizer 35 determines the residue indicating the
difference between the original image and the prediction
block of the first sampling rate. In this regard, the residue
may be a residue of the first sampling rate.

The residue generator/transformer/quantizer 35 trans-
forms the residue of the first sampling rate from a spatial
domain to a transform domain. The residue generator/
transiformer/quantizer 35 may quantize the transformed resi-
due of the first sampling rate by using a predetermined
quantization parameter. The bitstream generator 36 gener-
ates a bitstream 1including the residue quantized by the
generator/transformer/quantizer 35. For example, the bait-
stream generator 36 may generate the bitstream including
the residue of the first sampling rate.
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The bitstream generator 36 may generate the bitstream
including the residue along with an encoding parameter and
the motion information determined 1n an 1mage encoding
process.

The 1nverse-quantizer/inverse-transformer/residue syn-
thesizer 37 inverse-quantizes the quantized residue. The
inverse-quantizer/inverse-transiormer/residue  synthesizer
37 may 1nverse-transform the inverse-quantized residue
from the transform domain to the spatial domain. The
inverse-quantizer/inverse-transiormer/residue  synthesizer
37 may generate a reconstruction block by using the mnverse-
quantized residue and the prediction block generated by the
predictor 32.

For example, the inverse-quantizer/inverse-transformer/
residue synthesizer 37 may generate a reconstruction block
of a luma-chroma sampling ratio of 4:2:2 by using the
prediction block of the luma-chroma sampling ratio of 4:2:2
and the residue of the luma-chroma sampling ratio of 4:2:2.

The 1nverse-quantizer/inverse-transformer/residue syn-
thesizer 37 may generate a reconstruction image including
reconstruction blocks. For example, the iverse-quantizer/
inverse-transformer/residue synthesizer 37 may change the
reconstruction block of the first sampling rate to the recon-
struction block of the second sampling rate, and may gen-
erate a reconstruction image of the second sampling rate
which includes the reconstruction block of the second sam-
pling rate.

The first bufler 38 may store the reconstruction block of
the first sampling rate. The second bufiler 39 may store the
reconstruction image of the second sampling rate.

The reconstruction block of the current block which 1s
stored 1n the first butler 38 may be used 1n predicting a block
to be encoded after the current block. The reconstruction
image including the current block which 1s stored in the
second bufler 39 may be used 1n predicting an 1mage to be
encoded after the current 1image.

For example, the intra predictor 33 may generate a
prediction block of the block to be encoded after the current
block, by using the reconstruction block of the first sampling,
rate which 1s stored 1n the first bufler 38. The inter predictor
34 may generate a prediction block of the image to be
encoded aiter the current image, by using the reconstruction
image of the second sampling rate which 1s stored in the
second bufler 39.

The video encoding apparatus 30 according to an embodi-
ment may 1nclude a central processor (not shown) to gen-
erally control the predictor 32, the residue generator/trans-
former/quantizer 35, the bitstream generator 36, the mnverse-
quantizer/inverse-transformer/residue synthesizer 37, the
first buller 38, and the second bufler 39. Alternatively, the
predictor 32, the residue generator/transformer/quantizer 33,
the bitstream generator 36, the inverse-quantizer/inverse-
transformer/residue synthesizer 37, the first bufler 38, and
the second buller 39 operate due to respective dedicated-
processors (not shown), and the processors (not shown)
systemically operate with each other so that the entire video
encoding apparatus 30 may operate. Alternatively, the pre-
dictor 12, the residue generator/transiormer/quantizer 15,
the bitstream generator 16, the inverse-quantizer/iverse-
transformer/residue synthesizer 17, the first bufler 18, and
the second bufler 19 may be controlled by the control of an
external processor (not shown) of the video encoding appa-
ratus 10 according to an embodiment.

Alternatively, the predictor 32, the residue generator/
transformer/quantizer 35, the bitstream generator 36, the
inverse-quantizer/inverse-transiformer/residue  synthesizer
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controlled by the control of an external processor (not
shown) of the video encoding apparatus 30 according to an
embodiment.

The video encoding apparatus 30 according to an embodi-
ment may include one or more data storages (not shown) in
which mput and output data of the predictor 32, the residue
generator/transformer/quantizer 35, the bitstream generator
36, the nverse-quantizer/inverse-transformer/residue syn-
thesizer 37, the first bufler 38, and the second buffer 39 are
stored. The video encoding apparatus 30 may include a
memory controller (not shown) to manage data input and
output of the data storages (not shown).

In order to output a video encoding result, the video
encoding apparatus 30 according to an embodiment may
operate 1n cooperation with an internal video encoding
processor 1nstalled therein or an external video encoding
processor so as to perform video encoding operations
including transformation.

The internal video encoding processor of the video encod-
ing apparatus 30 according to an embodiment may perform,
as a separate processor, the video encoding operation. Also,
basic video encoding operations may be realized as the
video encoding apparatus 30, a central processing apparatus,
or a graphic processing apparatus includes a video encoding
processing module.

FIG. 2B 1s a tlowchart of a video encoding method,
according to another embodiment.

In operation 2000, when the video encoding apparatus 30
intra predicts a current block, the video encoding apparatus
30 may generate a prediction block of the current block by
using a block that 1s previously decoded at a first sampling
rate and then 1s stored in a builer.

In operation 2200, when the video encoding apparatus 30
intra predicts the current block, the video encoding appara-
tus 30 determines a residue of the first sampling rate.

In operation 2400, the video encoding apparatus 30 gen-
crate a bitstream including the residue of the first sampling
rate.

When the video encoding apparatus 30 inter predicts the
current block, the video encoding apparatus 30 may generate
a prediction block of the current block by using an 1mage
that 1s previously decoded at a second sampling rate. In this
regard, the second sampling rate indicates a sampling rate
different from the first sampling rate. For example, the first
sampling rate may be higher than the second sampling rate.
In more detail, the first sampling rate may be a sampling rate
based on a luma-chroma sampling ratio of 4:2:2, and the
second sampling rate may be a sampling rate based on a
luma-chroma sampling ratio of 4:2:0.

After the video encoding apparatus 30 generates the
prediction block of the current block of which sampling rate
1s the second sampling rate by using the image that is
previously decoded at the second sampling rate, the video
encoding apparatus 30 may generate the prediction block of
which sampling rate 1s the first sampling rate by using the
prediction block of the second sampling rate.

That 1s, the video encoding apparatus 30 may change the
prediction block of the second sampling rate to the first
sampling rate, thereby generating the prediction block of the
first sampling rate.

FIG. 2C 1s a block diagram of a video decoding apparatus,
according to an embodiment.

A video decoding apparatus 40 according to an embodi-
ment 1ncludes a decoder 41, a first bufter 47, and a second
builer 48.

The decoder 41 may include a bitstream obtainer 42, a
predictor 43, and a reconstructor 46.
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The bitstream obtainer 42 obtains a bitstream including a
residue, an encoding parameter, and motion information.

The predictor 43 may generate a prediction block of a
current block by using an 1mage that 1s decoded before a
current 1image. Alternatively, the predictor 43 may generate
the prediction block of the current block by using a block
that 1s from among blocks decoded before the current block
and 1s included 1n the current image.

The predictor 43 may include an intra predictor 44 and an
inter predictor 435.

The intra predictor 44 may generate the prediction block
of the current block by using a neighboring block that is
located adjacent to the current block and 1s from among the
blocks decoded betfore the current block. For example, the
intra predictor 44 may determine at least one reference pixel
to be referenced from among pixels adjacent to the left of the
current block and pixels adjacent to the top of the current
block, and may generate the prediction block of the current
block by using the determined reference pixel.

For example, the 1ntra predictor 44 may obtain a reference
direction from the bitstream. Afterward, the intra predictor
44 may determine the reference pixel from among the
neighboring blocks by using the obtained reference direc-
tion, and may generate the prediction block of the current
block by using the determined reference pixel.

When the intra predictor 44 intra predicts the current
block, the intra predictor 44 may generate a prediction block
of the current block by using a block that 1s previously
decoded at a first sampling rate and then 1s stored 1n the first
butler 47. For example, the intra predictor 44 may generate
the prediction block of the current block by using a block
that 1s previously decoded at a luma-chroma sampling ratio
of 4:2:2 and then 1s stored in the first bufler 47. In this
regard, a luma-chroma sampling ratio of the generated
prediction block may be the luma-chroma sampling ratio
equal to the luma-chroma sampling ratio of the block that is
previously decoded and stored in the first builer 47.

The inter predictor 45 may generate a prediction block of
a current block by using an image that 1s decoded betore the
current 1image. For example, the inter predictor 45 may
obtain motion information including a motion vector, a
reference picture index, and picture list information from the
bitstream.

The 1nter predictor 45 may determine, by using the motion
information, a picture list from among picture lists including
images decoded before the current image, may determine a
reference 1image from among 1mages included in the deter-
mined picture list, and may determine a reference block of
the reference 1mage which 1s to be used 1n predicting the
current block. The inter predictor 45 may determine the
prediction block of the current block by using the reference
block.

The inter predictor 45 determines a list including neigh-
boring blocks for deriving the motion information, and
obtains, from the bitstream, information indicating a neigh-
boring block from among the neighboring blocks included in
the list. The inter predictor 45 may determine the neighbor-
ing block by using the information indicating the neighbor-
ing block from among the neighboring blocks included 1n
the list, and may determine motion the information of the
current block by using motion information of the determined
neighboring block. That 1s, the inter predictor 45 may
determine the motion vector, the reference picture index, and
the picture list information of the current block.

When the inter predictor 435 inter predicts the current
block, the inter predictor 45 may generate a prediction block
of a second sampling rate by using the image that is
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previously decoded at the second sampling rate. The inter
predictor 45 may change the prediction block of the second
sampling rate to a first sampling rate, thereby generating a
prediction block of the first sampling rate. For example,
when the inter predictor 45 inter predicts the current block,
the inter predictor 45 may generate a prediction block of a
luma-chroma sampling ratio of 4:2:0 by using an image that
1s previously decoded at the luma-chroma sampling ratio of
4:2:0. The inter predictor 45 may change the prediction
block of the luma-chroma sampling ratio of 4:2:0, thereby
generating a prediction block of a luma-chroma sampling
ratio of 4:2:2. When the inter predictor 45 changes the
second sampling rate to the first sampling rate, the inter
predictor 45 may perform upsampling. For example, when
upsampling 1s performed in a manner that a ratio of luma-
chroma sampling 1s increased, the inter predictor 44 gener-
ates a sample value of a sampling position based on the first
sampling rate by using a sample value of a sampling position
based on the second sampling rate, thereby generating a
sample of the first sampling rate. The sampling position
based on the first sampling rate may include the sampling
position and a sub-position based on the second sampling
rate. For example, the inter predictor 44 may generate the
sample value of the sampling position based on the first
sampling rate by using a sample average value at the
sampling position based on the second sampling rate which
1s adjacent to the sampling position based on the first
sampling rate.

The reconstructor 46 may obtain the residue of the first
sampling rate from the obtained bitstream. In more detail,
the reconstructor 46 may inverse-quantize the bitstream,
thereby obtaining the inverse-quantized residue of the first
sampling rate, and may inverse-transform the mverse-quan-
tized residue of the first sampling rate from a transform
domain to a spatial domain, thereby obtaining the inverse-
transformed residue of the first sampling rate.

The reconstructor 46 may generate a reconstruction block
of the current block by using the residue of the first sampling
rate and the prediction block of the current block which 1s
generated by the predictor 43.

In this regard, a sampling rate of the prediction block may
be the first sampling rate. Also, a sampling rate of the
reconstruction block may be the first sampling rate.

The reconstructor 46 may generate a reconstruction 1mage
including reconstruction blocks.

For example, when the reconstructor 46 generates the
reconstruction image, the reconstructor 46 may change
reconstruction blocks of the first sampling rate to recon-
struction blocks of the second sampling rate, and may
generate the reconstruction image of the second sampling
rate, the reconstruction image including the reconstruction
blocks that are changed to the second sampling rate.

The first bufler 47 may store the reconstruction block
generated by the reconstructor 46. The second buller 48 may
store the reconstruction 1image of the second sampling rate.
The reconstruction block stored 1n the first butler 47 may be

used 1n 1ntra predicting a block to be encoded after the
current block.

The reconstruction 1mage stored 1n the second bufler 48
may be used in 1nter predicting a block included 1n an 1image
to be encoded after the current 1mage.

For example, the intra predictor 44 may generate a
prediction block of a block to be encoded after the current
block, by using the reconstruction block of the first sampling
rate stored 1n the first buller 47. The inter predictor 45 may
generate a prediction block of an image to be encoded after
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the current block, by using the reconstruction 1image of the
second sampling rate stored in the second buller 48.

The video decoding apparatus 40 according to an embodi-
ment may include a central processor (not shown) to gen-
erally control the bitstream obtainer 42, the predictor 43, the
reconstructor 46, the first bufter 47, and the second bufler 48.

Alternatively, the bitstream obtainer 42, the predictor 43, the
reconstructor 46, the first bufler 47, and the second bufller 48
operate due to respective dedicated-processors (not shown),
and the processors (not shown) systemically operate with
cach other so that the entire video decoding apparatus 40
may operate. Alternatively, the bitstream obtainer 42, the
predictor 43, the reconstructor 46, the first butler 47, and the
second bufler 48 may be controlled by the control of an
external processor (not shown) of the video decoding appa-
ratus 40 according to an embodiment.

The video decoding apparatus 40 according to an embodi-
ment may include one or more data storages (not shown) in
which input and output data of the bitstream obtainer 42, the
predictor 43, the reconstructor 46, the first bufler 47, and the
second bufler 48 are stored. The video decoding apparatus
40 may include a memory controller (not shown) to manage
data input and output of the data storages (not shown).

In order to reconstruct a video through video decoding,
the video decoding apparatus 40 according to an embodi-
ment may operate in cooperation with an internal video
decoding processor installed therein or an external video
decoding processor so as to perform video decoding opera-
tions. The internal video decoding processor of the video
decoding apparatus 40 according to an embodiment may
perform, as a separate processor, basic video decoding
operations. Also, the basic video encoding operations may
be realized as the video decoding apparatus 40, a central
processing apparatus, or a graphic processing apparatus
includes a video decoding processing module.

FIG. 2D 1s a flowchart of a video decoding method,
according to an embodiment.

In operation 2100, when the video decoding apparatus 40
intra predicts a current block, the video decoding apparatus
40 generates a prediction block of the current block by using
a block that 1s previously decoded at a first sampling rate and
then 1s stored in a builer.

In operation 2300, the video decoding apparatus 40 deter-
mines a residue of the first sampling rate by using the
prediction block of the current block.

In operation 2500, the video decoding apparatus 40 gen-
erates a bitstream including the determined residue of the
first sampling rate.

When the video decoding apparatus 40 inter predicts the
current block, the video decoding apparatus 40 may generate
the prediction block of the current block by using a block
that 1s previously decoded at a second sampling rate. In this
regard, the second sampling rate indicates a sampling rate
different from the first sampling rate. For example, the first
sampling rate may be higher than the second sampling rate.

After the video decoding apparatus 40 generates the
prediction block of the current block of which sampling rate
1s the second sampling rate by using an image that is
previously decoded at the second sampling rate, the video
decoding apparatus 40 may generate a prediction block of
which sampling rate i1s the first sampling rate by using the
prediction block of the second sampling rate. That 1s, the
video decoding apparatus 40 may change the prediction
block of the second sampling rate to the first sampling rate,
thereby generating the prediction block of the first sampling,
rate.
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When the video decoding apparatus 40 according to an
embodiment intra predicts the current block, the video
decoding apparatus 40 generates the prediction block of the
first sampling rate by using a block that 1s previously
decoded at the first sampling rate higher than the second
sampling rate that 1s processible based on a processing
capability of the video decoding apparatus 40.

Thus, the video decoding apparatus 40 obtains the bit-
stream 1ncluding the residue of the first sampling rate higher
than the second sampling rate that 1s processible based on
the processing capability of the video decoding apparatus
40, so that an 1image-quality deterioration phenomenon that
may occur 1n reconstruction of an 1mage may be minimized.

When inter prediction 1s performed based on the process-
ing capability of the video decoding apparatus 40, a proces-
sible sampling rate 1s proportional to power consumption of
a video decoding apparatus. This 1s because the sampling
rate 1s proportional to the number of processed samples, and
the number of processed samples 1s proportional to the
power consumption used when the inter prediction 1s per-
formed. When the video decoding apparatus 40 performs the
inter prediction, the video decoding apparatus 40 generates
the prediction block of the second sampling rate by using the
image that 1s previously decoded at the second sampling
rate. Because the video decoding apparatus 40 uses the
second sampling rate lower than the first sampling rate
during the inter prediction, power consumption may be
sharply reduced compared to a case of using the first
sampling rate.

FIG. 3 1s a block diagram for describing an operation of
a video decoding apparatus that decodes a high bit-depth
bitstream, according to an embodiment.

A video decoding apparatus 3000 according to an embodi-
ment may include an inverse-quantizer 3010, an 1nverse-
transformer 3020, a bit-depth changer 3030, a clipping
performer 3040, a reference pixel buller 3050, a bit-depth
changer 3060, an intra predictor 3070, a deblocking filter
3080, a sample adaptive oflset (SAO) performer 3090, a
reference picture butler 3100, an inter predictor 3110, and a
bit-depth changer 3120.

The i1nverse-quantizer 3010 inverse-quantizes a coefli-
cient included 1n a current block. The coetlicient included 1n
the current block may be obtained from a bitstream.

The mverse-quantizer 3010 may obtain a quantization
parameter, and may mverse-quantize the coetlicient by using
the obtamned quantization parameter. For example, the
inverse-quantizer 3010 may inverse-quantize the coethicient.
When the coetlicient of a first bit-depth obtained from the
bitstream 1s 1nverse-quantized, a transform coeflicient of the
first bit-depth may be generated. In this regard, the first
bit-depth may be 10.

The i1nverse-transformer 3020 inverse-transiorms the
iverse-quantized coethicient from a transform domain to a
spatial domain, thereby generating the inverse-transformed
coellicient. The nverse-transformed coeflicient may 1ndi-
cate a residue of respect to the coeflicient in the spatial
domain. For example, the inverse-transformer 3020 may
inverse-transform the inverse-quantized coellicient of the
first bit-depth, thereby generating the residue of the first
bit-depth.

The residue with respect to the coethlicient 1s determined
to be a positive value or a negative value according to a sign
bit. Thus, the residue with respect to the mnverse-transformed
coellicient may be expressed with respect to a bit obtained
by adding the sign bit to a bit based on a bit-depth.

A prediction block generated by the intra predictor 3070
may be a prediction block of the first bit-depth. A prediction
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block generated by the bit-depth changer 3120 through the
inter predictor 3110 may be a prediction block of the first
bit-depth.

The video decoding apparatus 3000 may reconstruct the
coellicient of the first bit-depth by using the prediction block
of the first bit-depth and the residue with respect to the
inverse-transformed coeflicient. That 1s, the video decoding
apparatus 3000 may reconstruct the coeflicient of the first
bit-depth by summing a sample value of the prediction block
of the first bit-depth and a sample value of the residue with
respect to the inverse-transiformed coethicient.

The video decoding apparatus 3000 may reconstruct the
current block of the first bit-depth which includes one or
more coellicients reconstructed at the first bit-depth.

The bit-depth changer 3030 may change the current block
reconstructed at the first bit-depth to a second bit-depth.
Because a sample value expressed with respect to a large
number of bits 1s expressed with respect to a small number
of bits, a loss of mnformation may occur. In this regard, the
second bit-depth means a depth different from the first
bit-depth. The second bit-depth may be lower than the first
bit-depth. For example, the second bit-depth may be 8.

The bit-depth changer 3030 performs a right shift opera-
tion on the reconstructed coetlicient of the first bit-depth,
thereby changing the coellicient to a coeilicient of the
second bit-depth.

When the sample value of the prediction block of the first
bit-depth and the sample value of the residue with respect to
the inverse-transformed coethicient are summed, a summed
sample value may exceed a range of sample wvalues
expressed with respect to a bit-depth.

When the reconstructed sample value exceeds a range of
sample values expressed with respect to the second bit-
depth, the clipping performer 3040 may change the value to
a value that 1s from among values that can be expressed with
respect to the second bit-depth and 1s closest to the sample
value. For example, when a reconstructed coeflicient of a

bit-depth of 8 1s 258, the value may be changed to 255 that
1s closest to 258 and 1s expressed with respect to a bit-depth
of 8.

The reference pixel bufler 3050 may store the coetlicient
of the second bit-depth. The bit-depth changer 3060 may
change the coetflicient of the second bit-depth, which 1s
stored 1n the reference pixel bufler 3050, to the first bit-
depth. For example, the bit-depth changer 3060 may change
a coellicient of which bit-depth 1s 8 and 1s stored in the

reference pixel bufler 3050 to a coetlicient of which bit-
depth 1s 10.

When the bit-depth changer 3060 changes to a higher
bit-depth, the bit-depth changer 3060 may perform a left
shift operation on a bit based on a predetermined bit-depth,
and may allocate 0 to an empty space created due to the shait
operation, thereby changing a bit-depth.

The intra predictor 3070 may intra predict the current
block by using a previously-reconstructed coetlicient. In this
regard, a prediction block of the current block may be
generated by using the coeflicient changed to the first
bit-depth by the bit-depth changer 3060.

The deblocking filter 3080 performs deblocking filtering
on reconstruction blocks of the current block, the recon-
struction blocks including reconstructed coeflicients. In this
regard, deblocking filtering means filtering performed on
boundaries of reconstruction blocks so as to improve block-
ing deterioration that 1s a distortion phenomenon in which
discontinuities occur according to values of quantization
parameters at the boundaries of the reconstruction blocks.
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In this regard, the deblocking filter 3080 performs
deblocking filtering on the reconstruction blocks including
the coethlicients reconstructed at the second bit-depth.

The SAO pertormer 3090 adjusts sample values of
deblocking-filtered blocks, thereby reconstructing an 1image
close to an original image. The SAO performer 3090 adjusts
the sample values of the reconstruction blocks that are
deblocking filtered at the second bit-depth by the deblocking
filter 3080, thereby reconstructing an image close to the
original image. In this regard, the 1mage that 1s reconstructed
at the second bit-depth 1s output.

The reference picture buller 3100 stores the reconstruc-
tion 1mage including the sample values adjusted by the SAO
performer 3090. For example, the reference picture bufler
3100 may store the reconstruction image of the second
bit-depth.

The inter predictor 3110 generates the prediction block of
the current block included 1n a current 1mage, by using the
image that 1s decoded before the current 1mage and then 1s
stored 1n the reference picture butler 3100. The inter pre-
dictor 3110 inter predicts the current block by using the
reconstruction 1mage of the second bit-depth which 1s stored
in the reference picture builer 3100.

The bit-depth changer 3120 changes the prediction block
of the second bit-depth, which 1s changed by the inter
predictor 3110, to the first bit-depth.

The prediction blocks of the current block generated by
the 1ntra predictor 3070 and the bit-depth changer 3120 may
all correspond to the first bit-depth. Thus, a block may be
reconstructed at the first bit-depth by using the prediction
blocks of the first bit-depth and the inverse-transformed
coellicient.

A region 3200 indicates an area that 1s processible at the
second bit-depth. That 1s, because the region 3200 1s pro-
cessed at the second bit-depth, some modules processing at
the second bit-depth which are included 1n a low-cost video
decoding apparatus may be reused.

If the mter predictor 3110 included in the region 3200
does not use a reconstruction 1mage of the second bit-depth
but uses an 1mage reconstructed at the first bit-depth, power

consumption by the inter predictor 3110 that uses a bus
interface 1s sharply increased. Equally, because modules
such as the deblocking filter 3080 and the SAO performer
3090 also use the bus interface, 1t blocks reconstructed at the
second bit-depth are used, required power consumption 1s
sharply increased. Thus, when an operation 1s performed at
a low bit-depth in the region 3200 that uses a considerable
amount of power, efliciency of power consumption may be
increased.

FIG. 4 1s a block diagram for describing an operation of
a video decoding apparatus that decodes a high bit-depth
bitstream, according to another embodiment.

When the video decoding apparatus 3000 illustrated 1n
FIG. 3 imtra predicts a current block, the video decoding
apparatus 3000 changes blocks, which are previously
decoded at a lower second bit-depth and then are stored, to
a high first bit-depth, and performs intra prediction by using
the changed blocks of the first bit-depth. In this regard,
because a bit-depth of the block stored 1n a reference pixel
bufler 1s decreased, information 1s lost, and even 1f 1t 1s
changed to the first bit-depth, the lossy mnformation cannot
be restored. Thus, a prediction block generated through the
intra prediction has a low correlation with an original block,
an 1mage-quality deterioration phenomenon occurs, 1n
which an 1mage quality sigmificantly deteriorates compared
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to an 1mage quality of an 1mage reconstructed through intra
prediction using a block that 1s previously decoded at the
first bit-depth.

Referring to FIG. 4, unlike to FIG. 3, a region 4200 in
which an operation 1s performed at a first bit-depth includes
a reference pixel buller 4040 and an intra predictor 4050.
That 1s, the intra predictor 4050 generates a prediction block
of a current block by using a reconstruction block of a first
bit-depth which 1s stored 1n the reference pixel butler 4040.
Unlike to the reference pixel bufler 3050 illustrated in FIG.
3, the reference pixel buller 4040 does not store a recon-
struction block changed to a second bit-depth but stores the
reconstruction block of the first bit-depth.

Because the intra predictor 4050 generates a prediction
block of the first bit-depth by using a block of the first
bit-depth, the block being previously reconstructed and then
stored 1n the reference pixel builer 4040, an 1mage-quality
deterioration phenomenon of an image may be minimized.

Because only some modules among modules included in
a video decoding apparatus 4000 operate at the first bit-
depth, costs may be reduced by changing only some mod-
ules of a video decoding apparatus which support a second
bit-depth. In addition, an 1nter predictor 4100, a deblocking,
filter 4070, and a SAO performer 4080 which occupy a
considerable portion 1n power consumption by using a bus
interface perform a process at a second bit-depth, so that an
apparatus of a low power consumption may be embodied.

Referring to FIG. 4, the video decoding apparatus 4000
according to an embodiment may include an 1nverse-quan-
tizer 4010, an inverse-transformer 4020, a clipping per-
former 4030, the reference pixel bufler 4040, an intra
predictor 4050, a bit-depth changer 4060, the deblocking
filter 4070, the SAO performer 4080, a reference picture
butler 4090, the inter predictor 4100, and a bit-depth changer
4110.

The iverse-quantizer 4010 inverse-quantizes a block
including at least one coeflicient obtained from a bitstream.
The 1nverse-quantizer 4010 may obtamn a quantization
parameter, and may mverse-quantize the coeflicient by using,
the obtained quantization parameter. The quantization
parameter may be obtained from the bitstream.

For example, the inverse-quantizer 4010 may 1inverse-
quantize the coeflicient of a first bit-depth included 1n the
bitstream, thereby obtaining the inverse-quantized coetli-
cient of the first bit-depth. The inverse-quantized coethicient
of the first bit-depth may be a transform coeflicient of the
first bit-depth.

The 1nverse-transformer 4020 inverse-transforms the
inverse-quantized coetlicient from a transiform domain to a
spatial domain, thereby generating the inverse-transtormed
coellicient. In this regard, the 1nverse-transformed coetli-
cient may indicate a residue with respect to a coeltlicient.

For example, the inverse-transtformer 4020 imnverse-trans-
forms the mnverse-quantized coeflicient from the transiorm
domain to the spatial domain, thereby generating the
inverse-transformed coetlicient of the first bit-depth. In this
regard, the first bit-depth may be 10. The inverse-trans-
formed coeflicient may indicate the residue with respect to
the coellicient of the first bit-depth 1n the spatial domain. In
this regard, the first bit-depth of the inverse-transformed
coellicient may be 10. The residue with respect to the
coellicient obtained after inverse-transformation 1s deter-
mined to have a positive value or a negative value according,
to a sign bit. Thus, the residue with respect to the mverse-
transformed coetlicient may be expressed with respect to a
bit obtained by adding the sign bit to a bit based on a

bit-depth.
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The prediction block generated by the 1ntra predictor 4050
may be a prediction block of the first bit-depth. In addition,
a prediction block generated by the bit-depth changer 4110

through the inter predictor 4100 may be a prediction block
of the first bit-depth.

The video decoding apparatus 4000 may reconstruct the
coellicient of the first bit-depth by using the prediction block
of the first bit-depth and the residue with respect to the
inverse-transformed coethicient. The video decoding appa-
ratus 4000 may reconstruct the coetlicient of the first bit-
depth by summing a sample value of the prediction block of
the first bit-depth and a sample value of the residue with
respect to the inverse-transformed coethicient. The video
decoding apparatus 4000 may reconstruct the block of the
first bit-depth which includes one or more coeflicients
reconstructed at the first bit-depth.

When the sample value of the prediction block of the first
bit-depth and the sample value of the residue with respect to
the inverse-transformed coethicient are summed, a summed
sample value may exceed a range of sample values
expressed with respect to a bit-depth.

When the summed sample value exceeds the range of the
sample values expressed with respect to the bit-depth, the
clipping performer 4030 may change the value to a value
that 1s from among values that can be expressed with respect
to the bit-depth and 1s closest to the sample value. When the
summed sample value exceeds a range of sample values
expressed with respect to the bit-depth, the clipping per-
former 4030 may change the value to a value that 1s from
among values that can be expressed with respect to the first
bit-depth and 1s closest to the sample value.

For example, when a reconstructed coeflicient of a first
bit-depth 1s 1028, the value may be changed to 1023 that 1s
closest to 1028 and 1s expressed with respect to a bit-depth
of 10.

The reference pixel builer 4040 may store the coeflicient
reconstructed at the first bit-depth. The reference pixel bufler
4040 may store a block including the at least one coetlicient
reconstructed at the first bit-depth.

The intra predictor 4050 may reconstruct the current
block by using the coeflicient that 1s previously recon-
structed and then 1s stored 1n the reference pixel builer 4040.

The bit-depth changer 4060 may change the coeflicient
reconstructed at the first bit-depth to the second bit-depth.
Because a sample value expressed with respect to a large
number of bits 1s expressed with respect to a small number
of bits, a loss of information may occur. For example, the
bit-depth changer 4060 performs a right shift operation on
the reconstructed coetlicient of the first bit-depth, thereby
changing the coeflicient to a coellicient of the second
bit-depth.

The deblocking filter 4070 performs deblocking filtering
on reconstruction blocks including reconstructed coetl-
cients. In this regard, the deblocking filter 4070 periforms
deblocking filtering on reconstruction blocks including coet-
ficients reconstructed at the second bit-depth.

The SAO performer 4080 adjusts sample values of
deblocking-filtered blocks, thereby reconstructing an image
close to an original image. The SAO performer 4080 adjusts
the sample values of the reconstruction blocks that are
deblocking filtered at the second bit-depth by the deblocking
filter 4070, thereby reconstructing an image close to the
original image. In this regard, the 1mage that 1s reconstructed
at the second bit-depth 1s output.

The reference picture buller 4090 stores the reconstruc-
tion 1mage including the sample values adjusted by the SAO




US 11,057,616 B2

27

performer 4080. For example, the reference picture bufller
4090 may store the reconstruction image of the second
bit-depth.

The 1nter predictor 4100 generates the prediction block of
the current block by using the image stored 1n the reference
picture buller 4090. The inter predictor 4100 inter predicts
the current block by using the reconstruction image of the
second bit-depth which 1s stored in the reference picture
butler 4090. The bit-depth changer 4110 changes the pre-
diction block of the second bit-depth, which 1s changed by
the 1nter predictor 4100, to the first bit-depth.

Bit-depths of the prediction blocks generated by the intra
predictor 4050 and the bit-depth changer 4110 may all
correspond to the first bit-depth. Thus, the block of the first
bit-depth may be reconstructed by using the prediction
blocks of the first bit-depth and the inverse-transformed
coellicient.

FIG. 5 1s a block diagram for describing an operation of
a video decoding apparatus that decodes a high sampling
rate bitstream, according to another embodiment.

Referring to FIG. 5, a video decoding apparatus 5000
according to an embodiment may include an inverse-quan-
tizer 5010, an inverse-transformer 5020, a clipping per-
tormer 5030, a reference pixel buller 5040, an intra predictor
5050, a sampling rate changer 5060, a deblocking filter
5070, a SAO performer 5080, a reference picture buller
5090, an inter predictor 5100, and a sampling rate changer
5110.

The 1inverse-quantizer 5010 inverse-quantizes a block
including a coeflicient obtained from a bitstream.

The iverse-quantizer 5010 may obtain a quantization
parameter, and may mverse-quantize the coeflicient by using
the quantization parameter. For example, the mverse-quan-
tizer 5010 may inverse-quantize the coeflicient of a first
sampling rate which 1s obtained from the bitstream, thereby
obtaining the mverse-quantized coeflicient of the first sam-
pling rate. The inverse-quantized coetlicient of the first
sampling rate may be a transform coeflicient of the first
sampling rate. The inverse-transformer 3020 nverse-trans-
forms the inverse-quantized coeflicient from a transiorm
domain to a spatial domain, thereby generating the inverse-
transformed coeflicient. In this regard, the inverse-trans-
formed coelflicient may indicate a residue with respect to a
coellicient 1n the spatial domain.

For example, the inverse-transformer 5020 inverse-trans-
forms the mverse-quantized coeflicient from the transform
domain to the spatial domain, thereby generating the residue
with respect to the coethicient of the first sampling rate. In
this regard, the first sampling rate of the inverse-transformed
transform coeflicient may be a sampling rate according to a
luma-chroma sampling ratio of 4:2:2.

All of prediction blocks generated by the intra predictor
5050 and the imverse-quantizer 5010 may be prediction
blocks of the first sampling rate. The video decoding appa-
ratus 5000 may reconstruct the coetlicient of the first sam-
pling rate by using the prediction block of the first sampling
rate and the residue with respect to the inverse-transtformed
coellicient. The video decoding apparatus S000 may recon-
struct the coethlicient of the first sampling rate by summing
a sample value of the prediction block of the first sampling
rate and a sample value of the residue with respect to the
inverse-transformed coeflicient. The video decoding appa-
ratus 5000 may reconstruct the block of the first sampling,
rate which includes the coeflicient of the first sampling rate.

When the sample value of the prediction block of the first
sampling rate and the sample value of the residue with
respect to the inverse-transformed coetlicient are summed, a

5

10

15

20

25

30

35

40

45

50

55

60

65

28

sample value thereol may exceed a range of sample values
expressed with respect to a predetermined bit-depth.

When the sample value thereof exceeds the range of the
sample values expressed with respect to the predetermined
bit-depth, the clipping performer 5030 may change the value
to a value that 1s from among values that can be expressed
with respect to the predetermined bit-depth and 1s closest to
the sample value. For example, when a reconstructed coet-
ficient 1s 1028, the value may be changed to 1023 that is
closest to 1028 and 1s expressed with respect to a predeter-
mined bit-depth of 10.

The reference pixel buller 5040 may store the coeflicient
reconstructed at the first sampling rate. For example, the
reference pixel builer 5040 may store the coellicient recon-
structed at the luma-chroma sampling ratio of 4:2:2. The
intra predictor 5050 may perform intra prediction on the
current block by using the coeflicient of the first sampling
rate which 1s previously reconstructed and then 1s stored in
the reference pixel buller 5040.

The sampling rate changer 5060 may change the coefli-
cient reconstructed at the first sampling rate to a second
sampling rate. In this regard, a change from a high sampling
rate to a low sampling rate 1s performed 1n a manner that
some samples among samples that are reconstructed at the
high sampling rate are not used, thus, a loss of information
occurs. In this regard, the second sampling rate means a
sampling rate different from the first sampling rate, and the
second sampling rate may be lower than the first sampling
rate. For example, the second sampling rate may be a
luma-chroma sampling ratio of 4:2:0.

For example, the sampling rate changer 5060 may change
the first sampling rate to the second sampling rate by
performing a downsampling operation so as not to use some
samples that are reconstructed at the first sampling rate.

The deblocking filter 5070 performs deblocking filtering
on reconstruction blocks including reconstructed coetl-
cients. In this regard, the deblocking filter 3070 performs
deblocking filtering on reconstruction blocks including coet-
ficients reconstructed at the second sampling rate.

The SAO pertormer 5080 adjusts sample values of
deblocking-filtered blocks, thereby reconstructing an 1image
close to an original image. The SAO performer 5080 adjusts
the sample values of the reconstruction blocks that are
deblocking filtered at the second sampling rate by the
deblocking filter 5070, thereby reconstructing an image
close to the original image. In this regard, the image that 1s
reconstructed at the second sampling rate 1s output.

The reference picture buller 5090 stores the reconstruc-
tion 1mage including the sample values adjusted by the SAO
performer 5080. In this regard, an image stored in the
reference picture builer 5090 may be the 1mage recon-
structed at the second sampling rate.

The inter predictor 3100 generates the prediction block of
the current block by using the image of the second sampling
rate which 1s stored 1n the reference picture builer 5090. The
inter predictor 5100 inter predicts the current block by using
the reconstruction 1image of the second sampling rate which
1s stored 1n the reference picture buller 5090.

The sampling rate changer 5110 changes the prediction
block of the second sampling rate, which 1s changed by the
inter predictor 5100, to the first sampling rate.

Sampling rates of the prediction blocks generated by the
intra predictor 5050 and the sampling rate changer 5110 may
all correspond to the first sampling rate. Thus, the block of
the first sampling rate may be reconstructed by using the
prediction blocks of the first sampling rate and the mnverse-
transformed coethicient.
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A region 5200 1n which an operation 1s performed at the
first sampling rate includes the reference pixel butier 5040
and the intra predictor 5050.

That 1s, the intra predictor 5050 generates the prediction
block of the current block by using the reconstruction block
of the first sampling rate which 1s stored in the reference
pixel buller 5040. The reference pixel bufler 5040 does not
store the reconstruction block changed to the second sam-
pling rate but stores the reconstruction block of the first
sampling rate. Because the intra predictor 5050 generates the
prediction block of the current block by using the recon-
struction block of the first sampling rate which 1s previously
decoded and then 1s stored 1n the reference pixel buller 5040,
an 1mage-quality deterioration phenomenon of an 1mage
may be minimized.

Because only some modules among modules included in
the video decoding apparatus 5000 operate at the first
sampling rate, costs may be reduced by changelessly using
some modules of a video decoding apparatus which are
processed at a second sampling rate. In addition, the inter
predictor 5100, the deblocking filter 5070, and the SAO
performer 5080 which occupy a considerable portion in
power consumption by using a bus interface perform a
process at a second sampling rate, so that an apparatus of a
low power consumption may be embodied.

FIG. 6 A 1s a diagram for describing a process of decoding,
a high sampling rate bitstream while varying an intra pre-
diction scheme according to a type of a pixel to be currently
predicted, according to another embodiment.

Referring to FIG. 6A, unlike the intra predictor 5050
illustrated 1n FIG. 5, a video decoding apparatus 6000
includes a first intra predictor 6050 and a second intra
predictor 6080. In addition, unlike the reference pixel bufler
5040 1llustrated 1 FIG. 5, the video decoding apparatus
6000 includes a first reference pixel bufler 6040 and a
second reference pixel buffer 6070. That i1s, the wvideo
decoding apparatus 6000 includes the first intra predictor
6050 and the second intra predictor 6080 which change an
intra prediction scheme according to a type of a pixel to be
currently predicted. The wvideo decoding apparatus 6000
includes the first reference pixel bufler 6040 and the second
reference pixel buller 6070 which store blocks with different
sampling rates.

The first reference pixel buller 6040 stores a reconstruc-
tion block of a first sampling rate. The second reference
pixel bufler 6070 stores a block changed from the first
sampling rate to a second sampling rate.

When the first intra predictor 6050 1ntra predicts reference
pixels that are from among pixels included 1n a current pixel
and are to be used 1n a block to be decoded thereatter, the
first 1ntra predictor 6050 may predict the reference pixels by
using a block that 1s previously decoded at the first sampling,
rate and then 1s stored 1n the first reference pixel butler 6040.
In this regard, the reference pixels predicted by the first intra
predictor 60350 may be predicted at the first sampling rate.
For example, the predicted reference pixels may be samples
of which luma-chroma sampling ratio i1s 4:2:2. Detailed
descriptions with respect to determining, by the first intra
predictor 6050, the reference pixels from among the pixels
included 1n the current block will be provided with reference
to FI1G. 6B. The pixels excluding the reference pixels may be
pixels that are not used 1n intra predicting the block to be
decoded thereaiter. Hereinafter, the pixels are referred to as
non-reference pixels.

When the second intra predictor 6080 intra predicts the
non-reference pixels from among the pixels included 1n the
current block, the second intra predictor 6080 may predict
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the non-reference pixel by using the block that 1s previously
decoded at the second sampling rate and thus 1s stored in the
second reference pixel bufler 6070. In this regard, the
non-reference pixels predicted by the second intra predictor
6080 may be predicted at the second sampling rate. For
example, decoded non-reference pixels may be samples of
which luma-chroma sampling ratio 1s 4:2:0. When the
second 1ntra predictor 6080 intra predicts the current block,
the second intra predictor 6080 may obtain a prediction
direction with respect to the current block from a bitstream.
The obtained prediction direction may be a prediction direc-
tion determined based on the first sampling rate. In order to
intra predict the non-reference pixels at the second sampling
rate, prediction has to be performed by changing the pre-
diction direction determined based on the first sampling rate.
Descriptions with respect to changing, by the second intra
predictor 6080, the prediction direction based on the first
sampling rate will be described with reference to FIG. 6E.

The video decoding apparatus 6000 according to an
embodiment may include an inverse-quantizer 6010, an
inverse-transformer 6020, a clipping performer 6030, a
sampling rate changer 6060, the first reference pixel buller
6040, the first intra predictor 6050, the second reference
pixel buller 6070, the second intra predictor 6080, a sam-
pling rate changer 6090, a deblocking filter 6100, a SAO
performer 6110, a reference picture bufler 6120, an inter
predictor 6130, and a sampling rate changer 6140.

The i1nverse-quantizer 6010 inverse-quantizes a coefli-
cient obtained from the bitstream. In this regard, the inverse-
quantizer 6010 may inverse-quantize the coetlicient by using
a predetermined quantization parameter. For example, the
iverse-quantizer 6010 may imverse-quantize the coetlicient
of a first sampling rate which 1s obtained from the bitstream,
thereby obtaining the inverse-quantized coeflicient of the
first sampling rate. The inverse-quantized coeflicient of the
first sampling rate may be a transform coeflicient of the first
sampling rate.

The 1nverse-transformer 6020 inverse-transiorms the
iverse-quantized coethicient from a transform domain to a
spatial domain, thereby generating the inverse-transformed
coellicient in the spatial domain. The inverse-transformed
coellicient may indicate a residue with respect to the coet-
ficient 1n the spatial domain.

For example, the inverse-transformer 6020 may inverse-
transform the inverse-quantized coetlicient of the first sam-
pling rate. In this regard, a sampling rate of the nverse-
transformed transform coeflicient may be a luma-chroma
sampling ratio of 4:2:2.

All prediction blocks generated by the first intra predictor
6050 and the sampling rate changers 6090 and 6140 may be
prediction blocks of the first sampling rate. The wvideo
decoding apparatus 6000 may reconstruct the coeflicient of
the first sampling rate by using the prediction block of the
first sampling rate and the residue with respect to the
inverse-transformed coetlicient. The video decoding appa-
ratus 6000 may reconstruct the coetlicient of the first sam-
pling rate by summing a sample value of the prediction
block of the first sampling rate and a sample value of the
residue with respect to the inverse-transiformed coetlicient.
The video decoding apparatus 6000 may reconstruct the
block of the first sampling rate which includes one or more
coellicients reconstructed at the first sampling rate.

When the sample value of the prediction block of the first
sampling rate and the sample value of the residue with
respect to the inverse-transformed coellicient are summed, a
sample value thereof may exceed a range of sample values
expressed with respect to a predetermined bit-depth.
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When the sample value thereof exceeds the range of the
sample values expressed with respect to the predetermined
bit-depth, the clipping performer 6030 may change the value
to a value that 1s from among values that can be expressed
with respect to the predetermined bit-depth and 1s closest to
the sample value. For example, when a reconstructed coet-

ficient 1s 1028, the value may be changed to 1023 that is
closest to 1028 and 1s expressed with respect to a predeter-

mined bit-depth of 10.

The first reference pixel buller 6040 may store the coet-
ficient reconstructed at the first sampling rate. For example,
the first reference pixel buller 6040 may store the coellicient
reconstructed at the luma-chroma sampling ratio o1 4:2:2. In
this regard, a neighboring pixel (i.e., the reference pixel) of
the current block which 1s usable 1n predicting the current
block and 1s from among the previously-reconstructed
blocks may be the coetlicient that 1s intra predicted and
reconstructed at the luma-chroma sampling ratio of 4:2:2,
and may be stored in the first reference pixel butler 6040.

The first intra predictor 6050 may intra predict some
pixels included 1n the current block by using the coeflicient
of the first sampling rate which 1s previously reconstructed
and then 1s stored in the first reference pixel builer 6040.

The sampling rate changer 6060 may change the coetli-
cient reconstructed at the first sampling rate to a second
sampling rate. In this regard, a change from a high sampling
rate to a low sampling rate 1s performed 1 a manner that
some samples among samples that are reconstructed at the
high sampling rate are discarded, thus, a loss of information
OCCUrs.

For example, the sampling rate changer 6060 may change
the first sampling rate to the second sampling rate by
performing a downsampling operation so as not to use some
samples that are reconstructed at the first sampling rate.

The second reference pixel bufler 6070 may store a
reconstruction block including the coeflicient changed to the
second sampling rate by the sampling rate changer 6060.

The second intra predictor 6080 may intra predict some
pixels with the second sampling rate included 1n the current
block, by using a coeflicient of the second sampling rate
which 1s previously reconstructed and then 1s stored in the
second reference pixel buller 6070. The sampling rate
changer 6090 may change the block, which 1s predicted at
the second sampling rate by the second intra predictor 6080,
to the first sampling rate. For example, the sampling rate
changer 6090 may reconstruct a block at a luma-chroma
sampling ratio of 4:2:2, the block having been predicted at
a luma-chroma sampling ratio of 4:2:0.

The deblocking filter 6100 performs deblocking filtering
on reconstruction blocks including reconstructed coetl-
cients. In this regard, the deblocking filter 6100 performs
deblocking filtering on reconstruction blocks including coet-
ficients reconstructed at the second sampling rate.

The SAO performer 6110 adjusts sample values of
deblocking-filtered blocks, thereby reconstructing an 1image
close to an original 1mage. The SAO performer 6110 adjusts
the sample values of the reconstruction blocks that are
deblocking filtered at the second sampling rate by the
deblocking filter 6100, thereby reconstructing an image
close to the original image. In this regard, the image that 1s
reconstructed at the second sampling rate 1s output.

The reference picture buller 6120 stores the reconstruc-
tion 1mage including the sample values adjusted by the SAO
performer 6110. In this regard, an 1mage stored in the
reference picture builer 6120 may be the 1mage recon-
structed at the second sampling rate.
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The inter predictor 6130 generates the prediction block of
the current block by using the 1image of the second sampling
rate which 1s stored in the reference picture butler 6120.

The sampling rate changer 6140 changes the prediction
block of the second sampling rate, which 1s generated by the
inter predictor 6130, to the first sampling rate.

Sampling rates of the prediction blocks generated by the
first intra predictor 6050 and the sampling rate changers
6090 and 6140 may be the first sampling rate. Thus, the
block may be reconstructed at the first sampling rate by
using the prediction block of the first sampling rate and the
inverse-transformed transform coeflicient.

Referring to FIG. 6A, a region 6200 1n which a process 1s
performed at the first sampling rate includes the first refer-
ence pixel buller 6040 and the first intra predictor 6050.

The first intra predictor 6050 generates the reference
pixels included 1n the current block by using the reconstruc-
tion block of the first sampling rate which 1s stored in the
first reference pixel bufler 6040. The first reference pixel
bufler 6040 does not store the reconstruction block changed
to the second sampling rate but stores the reconstruction
block of the first sampling rate.

Because the first intra predictor 6050 predicts the refer-
ence pixels included in the current block by using the
reconstruction block of the first sampling rate which 1s
previously decoded and then 1s stored 1n the first reference
pixel bufler 6040, an 1mage-quality deterioration phenom-
enon of an 1mage may be minimized.

In more detail, because the reference pixels are generated
by using the reconstruction block of the first sampling rate,
an 1mage-quality deterioration phenomenon of an image
which occurs 1n the reference pixels may be minimized, and
when 1ntra prediction 1s performed 1n a block to be decoded
therealter, the reference pixels decoded at the first sampling
rate are used so that an 1image-quality deterioration phenom-
enon of an 1mage of the block to be decoded thereafter may
be minimized.

The second intra predictor 6080 predicts the non-refer-
ence pixels included in the current block by using the
reconstruction block of the second sampling rate which 1s
previously decoded and then 1s stored 1n the second refer-
ence pixel buffer 6070. In this regard, the non-reference
pixels indicate pixels that are predicted at the second sam-
pling rate and are not used 1n intra predicting the block to be
decoded thereaiter, the pixels being from among pixels
included 1n the current block.

Because the non-reference pixels are predicted at the
second sampling rate, the number of predicted samples 1s
decreased compared to a case of performing intra prediction
at the first sampling rate as illustrated i FIG. 5, so that
computation may be etliciently decreased. Unlike the refer-
ence pixels, the non-reference pixels are not used in 1ntra
predicting the block to be decoded thereafter, so that an
image-quality deterioration phenomenon due to the non-
reference pixels may be minimized.

Because only some modules among modules included 1n
the video decoding apparatus 6000 operate at the first
sampling rate, costs may be reduced by changelessly using
some modules of a video decoding apparatus which are
processed at the second sampling rate. In addition, the inter
predictor 6130, the deblocking filter 6100, and the SAO
performer 6110 which occupy a considerable portion in
power consumption by using a bus interface perform a
process at the second sampling rate, so that an apparatus of
a low power consumption may be embodied.

FIG. 6B 1s a diagram for describing a process of deter-
mining a reference pixel that 1s usable 1n intra predicting a
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block to be decoded thereatter, according to another embodi-
ment. It 1s assumed that the video decoding apparatus 6000
performs intra prediction so as to reconstruct a current block
6210. (In this regard, a current block may be a block of a
chroma component.)

Referring to FIG. 6B, the video decoding apparatus 6000

may 1intra predict a current block by using a previously-
reconstructed block.
As described above with reference to FIG. 6A, the video

decoding apparatus 6000 may determine whether to perform
intra prediction by using a block reconstructed at a {first
sampling rate or to perform 1intra prediction by using a block
reconstructed at a second sampling rate, according to a pixel

type.

In more detail, the video decoding apparatus 6000 may
determine a reference pixel that 1s from among pixels
included in a current pixel and i1s to be used 1n intra

predicting a block to be decoded after the current block.

Referring to FIG. 6B, the block to be decoded after the
current block 6210 is located at the right or the bottom of the
current block 6210. When the video decoding apparatus
6000 determines that the block to be decoded i1s to be 1ntra
predicted, the video decoding apparatus 6000 may predict
the block to be decoded, by using pixels adjacent to the left
or the top. In this regard, pixels of the current block 6210
which are included 1n a left region or an upper region of the
block to be decoded after the current block 6210 are deter-
mined as reference pixels to be used 1n decoding the block
to be decoded after the current block 6210.

For example, when the video decoding apparatus 6000
intra predicts the block to be decoded after the current block
6210, intra prediction may be performed by using pixels
included 1n a lett region 6230 or an upper region 6230 of the
block to be decoded. That i1s, the pixels included in the
region 6230 may be determined as reference pixels to be
used 1n decoding the block to be decoded after the current
block 6210.

Thus, when the video decoding apparatus 6000 intra
predicts the current block 6210, the video decoding appa-
ratus 6000 may 1intra predict the pixels included 1n the region
6230, by using a block previously reconstructed at a first
sampling rate.

The video decoding apparatus 6000 may intra predict
non-reference pixels by using a block previously recon-
structed at a second sampling rate. In this regard, pixels that
are included in the current block and exclude the pixels
included in the left region or the upper region of the block
to be decoded after the current block may be determined as
the non-reference pixels to be used 1n decoding the block
alter the current block.

For example, when the video decoding apparatus 6000
intra predicts the current block, the video decoding appara-
tus 6000 may intra predict, by using the previously-recon-
structed block of the second sampling rate, residual pixels
that exclude the pixels included 1n the region 6230 and are
from among the pixels included in the current block 6210.

Hereinatter, a process 1n which the video decoding appa-
ratus 6000 decodes a current block based on a sampling rate
will now be described.

The video decoding apparatus 6000 determines a size of
the current block based on the sampling rate. The video
decoding apparatus 6000 may determine the size of the
current block, based on a residue of a first sampling rate
which 1s obtained from a bitstream. The {irst sampling rate
may be a sampling rate based on a luma-chroma sampling,
ratio of 4:2:2. In this regard, the size of the current block
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may indicate a rectangular block that 1s vertically twice as
large as a block based on a luma-chroma sampling ratio of
4:2:0.

The current block 6210 1llustrated 1n FIG. 6B 1s a block
that 1s decoded assuming a case where the sampling rate
indicates a sampling rate based on a luma-chroma sampling
ratio of 4:2:2. It 1s obvious to one of ordinary skill in the art
that, 11 the sampling rate indicates a sampling rate based on
a luma-chroma sampling ratio of 4:2:0, a block 6240 may be
the current block 6210.

Heremafiter, with reference to FIGS. 6C to 6D, a process
in which the video decoding apparatus 6000 decodes the
current block 6210 at a luma-chroma sampling ratio of 4:2:2
will now be described. FIGS. 6C to 6D are diagrams for
describing a decoding process by the current block 6210,
based on the luma-chroma sampling ratio of 4:2:2.

Referring to FIG. 6C, when the video decoding apparatus
6000 performs intra prediction on a current block, the video
decoding apparatus 6000 may perform prediction on a block
with a square size. Thus, when the video decoding apparatus
6000 generates a prediction block of the current block 6210,
based on the luma-chroma sampling ratio of 4:2:2, the video
decoding apparatus 6000 first generates a prediction block of
the block 6240 by using some pixels from among pixels
6241 that are located 1n the lett and the top of the block 6240
in a prediction direction 6220, and reconstructs the block
6240 by using the prediction block.

Retferring to FIG. 6D, after the block 6240 1s recon-
structed, a prediction block of a block 62435 1s generated by
using some pixels from among pixels 6246 that are located
in the left and the top of the block 6245 1n the prediction
direction 6220. The video decoding apparatus 6000 recon-
structs the block 6245 by using the prediction block of the
block 6245.

The video decoding apparatus 6000 may reconstruct the
current block 6210 by using the reconstructed block 6240
and the reconstructed block 6245. It 1s obvious to one of
ordinary skill 1n the art that, 1f the sampling rate indicates a
sampling rate based on a luma-chroma sampling ratio of
4:2:0, 1t 1s possible to reconstruct the current block 6210 by
using the block 6240 that i1s reconstructed through the
decoding process described with reference to FIG. 6C,
without performing the decoding process described with
reference to FIG. 6D.

FIG. 6E 1s a diagram for describing a process in which a
video decoding apparatus determines a prediction direction
while intra predicting a non-reference pixel, according to
another embodiment.

As described above with reference to FIG. 6 A, when the
video decoding apparatus 6000 intra predicts a non-refer-
ence pixel from among pixels included 1n a current block,
the video decoding apparatus 6000 may intra predict the
non-reference pixel at a second sampling rate by using a
block that 1s reconstructed at the second sampling rate.

The video decoding apparatus 6000 obtains, from a bit-
stream, a prediction direction of the current block deter-
mined based on a first sampling rate. Thus, 1n order to
predict the non-reference pixel, the video decoding appara-
tus 6000 may change the obtained prediction direction of the
first sampling rate to a prediction direction of the second
sampling rate.

The reason why a prediction direction 1s changed based
on a sampling rate i1s because, when intra prediction 1is
performed from the first sampling rate to the second sam-
pling rate, the number of pixels to be sampled 1s decreased
such that the current block to be predicted and a size of
neighboring block used in the prediction are decreased. The
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video decoding apparatus 6000 may change the prediction
direction by taking into account the decreased size of the
block.

For example, reterring to FIG. 6E, when the first sampling,
rate indicates a luma-chroma sampling ratio of 4:2:2, a
sample value of a chroma component i1s present only 1n an
even column or an odd column.

When the second sampling rate indicates a luma-chroma
sampling ratio of 4:2:0, a sample value of a chroma com-
ponent 1s present only 1n one of an even row and an odd row
or one of an even column and an odd column.

Thus, when the luma-chroma sampling ratio of 4:2:2 1s
compared to the luma-chroma sampling ratio of 4:2:0, 11 a
luma-chroma sampling ratio 1s changed from 4:2:2 to 4:2:0,
the number of samples 1n a vertical direction with respect to
a chroma component 1s halved.

Referring to FIG. 6E, 1n a case where the current block 1s
reconstituted by re-arranging samples to contact each other
with respect to a sample of the current block at the upper left
end, when the luma-chroma sampling ratio 1s changed from
the luma-chroma sampling ratio of 4:2:2 to the luma-chroma
sampling ratio of 4:2:0, a size of the current block 6210 with
respect to the chroma component 1s halved 1n a vertical
direction.

Thus, when the luma-chroma sampling ratio 1s changed
from 4:2:2 to 4:2:0, 1t 1s required to change a prediction
direction of the luma-chroma sampling ratio of 4:2:2 to a
prediction direction of 4:2:0, 1n consideration of a size of the
reconstituted block.

For example, when an angle of a prediction direction 6260
with respect to the luma-chroma sampling ratio of 4:2:2 1s
63.44 degrees (arctan(2)) with respect to a horizontal direc-
tion, an angle of a prediction direction 6270 with respect to
the luma-chroma sampling ratio of 4:2:0 may be determined
to be 45 degrees (arctan(1)), in consideration of the size of
the block.

The video decoding apparatus 6000 may have in advance
a predetermined change table 1indicating a prediction direc-
tion of a second sub-sampling rate which corresponds to a
prediction direction of a first sub-sampling rate. The video
decoding apparatus 6000 may determine the prediction
direction of the second sub-sampling rate from the predic-
tion direction of the first sub-sampling rate by using the
predetermined change table.

When the video decoding apparatus according to an
embodiment receives a bitstream and reconstructs an 1image
by using the bitstream that includes a residue of a bit-depth
higher than a processible bit-depth based on a processing
capability of the video decoding apparatus, the video decod-
ing apparatus includes some modules (e.g., an intra predictor
and a reference pixel buller, particularly, the reference pixel
butler) that support the bit-depth higher than the processible
bit-depth based on the processing capability of the video
decoding apparatus, so that an 1mage-quality deterioration
phenomenon may be minimized. In addition, the video
decoding apparatus includes some modules (an 1nter predic-
tor, an SAQO performer, and a deblocking filter) that are
processed at the processible bit-depth based on the process-
ing capability, so that an apparatus of a low cost and low
power consumption may be embodied.

When the video decoding apparatus according to an
embodiment receives a bitstream and reconstructs an 1image
by using the bitstream that includes a residue of a sampling,
rate higher than a processible sampling rate based on a
processing capability of the video decoding apparatus, the
video decoding apparatus includes some modules (e.g., an
intra predictor and a reference pixel buller, particularly, the
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reference pixel buller) that support the sampling rate higher
than the processible sampling rate based on the processing
capability of the video decoding apparatus, so that an
image-quality deterioration phenomenon may be mini-
mized. In addition, the video decoding apparatus includes
some modules (an 1nter predictor, an SAO performer, and a
deblocking filter) that are processed at the processible sam-
pling rate based on the processing capability of the video
decoding apparatus, so that an apparatus of a low cost and
low power consumption may be embodied.

As described above, the video encoding apparatuses 10
and 30 according to an embodiment and the video decoding
apparatuses 20 and 40 according to an embodiment split
video data into largest coding units that are split blocks, and
encode and decode each of the largest coding units based on
coding units of a tree structure. Hereinafter, with reference
to FIGS. 7 through 26, examples of a video encoding scheme
and a video decoding scheme based on coding units of a tree
structure according to various embodiments will now be
provided.

FIG. 7 illustrates a block diagram of a video encoding
apparatus based on coding units of a tree structure 100,
according to an embodiment.

The video encoding apparatus imnvolving video prediction
based on coding units of the tree structure 100 includes a
largest coding unit splitter 110, a coding unit determiner 120,
and an output umit 130. Heremafter, for convenience of
description, the video encoding apparatus involving video
prediction based on coding units of the tree structure 100 1s
referred to as the ‘video encoding apparatus 100°.

The largest coding unit splitter 110 may split a current
picture based on a largest coding unit that 1s a coding umit
having a maximum size for a current picture of an image. I
the current picture 1s larger than the largest coding unit,
image data of the current picture may be split into the at least

one largest coding unit. The largest coding unit according to
an embodiment may be a data unit having a size of 32x32,
64x64, 128x128, 256x256, etc., wherein a shape of the data
unit 1s a square having a width and length 1n powers of 2.
Image data may be output to the coding umt determiner 120
according to the at least one largest coding unat.

A coding unit according to an embodiment may be
characterized by a maximum size and a depth. The depth
denotes the number of times the coding unit 1s spatially split
from the largest coding unit, and as the depth deepens,
deeper coding units according to depths may be split from
the largest coding umit to a smallest coding unit. A depth of
the largest coding unit may be defined as an uppermost depth
and a depth of the smallest coding unit may be defined as a
lowermost depth. Since a size of a coding unit corresponding
to each depth decreases as the depth of the largest coding
unit deepens, a coding unmit corresponding to an upper depth
may include a plurality of coding units corresponding to
lower depths.

As described above, the 1mage data of the current picture
1s split into the largest coding units according to a maximum
s1ze ol the coding unit, and each of the largest coding units
may 1nclude deeper coding units that are split according to
depths. Since the largest coding unit according to an
embodiment 1s split according to depths, the image data of
a spatial domain i1ncluded 1n the largest coding unit may be
hierarchically classified according to depths.

A maximum depth and a maximum size of a coding unit,
which limit the total number of times a height and a width
of the largest coding unit are hierarchically split, may be
predetermined.
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The coding unit determiner 120 encodes at least one split
region obtained by splitting a region of the largest coding
unit according to depths, and determines a depth to output a
finally encoded 1image data according to the at least one split
region. That 1s, the coding unit determiner 120 determines a
depth by encoding the 1image data 1in the deeper coding units
according to depths, according to the largest coding unit of
the current picture, and selecting a depth having the mini-
mum encoding error. The determined depth and image data

according to largest coding units are output to the output unit
130.

The 1mage data 1n the largest coding unit 1s encoded based
on the deeper coding units corresponding to at least one
depth equal to or below the maximum depth, and results of
encoding the 1image data based on each of the deeper coding
units are compared. A depth having the minimum encoding,
error may be selected after comparing encoding errors of the
deeper coding units. At least one depth may be selected for
cach largest coding unait.

The size of the largest coding unit 1s split as a coding unit
1s hierarchically split according to depths, and as the number
of coding units increases. Also, even 1f coding units corre-
spond to the same depth 1n one largest coding unit, 1t 1s
determined whether to split each of the coding units corre-
sponding to the same depth to a lower depth by measuring
an encoding error of the image data of the each coding unit,
separately. Accordingly, even when 1image data 1s included
in one largest coding unit, the encoding errors may difler
according to regions 1n the one largest coding unit, and thus
the depths may differ according to regions in the image data.
Thus, one or more depths may be determined 1n one largest
coding unit, and the image data of the largest coding unit
may be divided according to coding units of at least one
depth.

Accordingly, the coding unit determiner 120 according to
the embodiment may determine coding units having a tree
structure 1ncluded in the current largest coding unit. The
‘coding units having a tree structure’ according to an
embodiment include coding units corresponding to a depth
determined to be the depth, from among all deeper coding
units included i the current largest coding unit. A coding
unit of a depth may be hierarchically determined according
to depths 1n the same region of the largest coding unit, and
may be independently determined in different regions.
Equally, a depth 1n a current region may be independently
determined from a depth in another region.

A maximum depth according to an embodiment i1s an
index related to the number of splitting times from a largest
coding unit to a smallest coding unit. A first maximum depth
according to an embodiment may denote the total number of
splitting times from the largest coding unit to the smallest
coding unit. A second maximum depth according to an
embodiment may denote the total number of depth levels
from the largest coding unit to the smallest coding unit. For
example, when a depth of the largest coding unit 1s O, a depth
of a coding umit, 1n which the largest coding unit 1s split
once, may be set to 1, and a depth of a coding unit, 1n which
the largest coding unit 1s split twice, may be set to 2. In this
regard, i the smallest coding unit 1s a coding unit in which
the largest coding unit 1s split four times, depth levels of
depths 0, 1, 2, 3, and 4 exust, and thus the first maximum
depth may be set to 4, and the second maximum depth may
be set to 5.

Prediction encoding and transformation may be per-
tformed according to the largest coding unit. The prediction
encoding and the transformation are also performed based
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on the deeper coding units according to a depth equal to or
depths less than the maximum depth, according to the largest
coding unait.

Since the number of deeper coding units increases when-
ever the largest coding unit i1s split according to depths,
encoding, including the prediction encoding and the trans-
formation, 1s performed on all of the deeper coding units
generated as the depth deepens. Hereinatter, for convenience
of description, the prediction encoding and the transforma-
tion will be described based on a coding unit of a current
depth 1n at least one largest coding umnit.

The wvideo encoding apparatus 100 according to the
embodiment may variously select a size or shape of a data
unit for encoding the image data. In order to encode the
image data, operations, such as prediction encoding, trans-
formation, and entropy encoding, are performed, and at this
time, the same data unit may be used for all operations or
different data units may be used for each operation.

For example, the video encoding apparatus 100 may
select not only a coding unit for encoding the image data, but
may also select a data unit different from the coding unit so
as to perform the prediction encoding on the image data 1n
the coding unait.

In order to perform prediction encoding in the largest
coding unit, the prediction encoding may be performed
based on a coding unit corresponding to a depth according
to an embodiment, 1.e., based on a coding unit that 1s no
longer split to coding units corresponding to a lower depth.
A prediction unit 1n a partition for prediction 1s determined
from the coding unit. The prediction unit may include the
coding unit and the partition obtained by splitting at least
one of a height and width of the coding umt. The partition
1s a data unit where the prediction unit of the coding unit 1s
split, and may have a same size as the coding unit.

For example, when a coding unit of 2Nx2N (where N 1s
a positive mteger) 1s no longer split, 1t becomes a prediction
unit of 2Nx2N, and a size of a partition may be 2Nx2N,
2NxN, Nx2N, or NxN. Examples of a partition mode may
include symmetrical partitions obtained by symmetrically
splitting a height or width of the prediction unit, and may
selectively include partitions obtained by asymmetrically
splitting the height or width of the prediction unit, such as
1:n or n:1, partitions obtained by geometrically splitting the
prediction unit, partitions having arbitrary types, or the like.

A prediction mode of the prediction unit may be at least
one of an intra mode, an inter mode, and a skip mode. For
example, the intra mode and the inter mode may be per-
formed on the partition of 2Nx2N, 2ZNxN, Nx2N, or NxN.
Also, the skip mode may be performed only on the partition
of 2Nx2N. The encoding may be independently performed
on one prediction umit 1n a coding unit, so that a prediction
mode having a minimum encoding error may be selected.

The wvideo encoding apparatus 100 according to the
embodiment may also perform the transformation on the
image data in a coding unit based on not only the coding unit
for encoding the image data, but also based on a data unit
that 1s diflerent from the coding unit. In order to perform the
transformation in the coding unit, the transformation may be
performed based on a transformation unit having a size
smaller than or equal to the coding unit. For example, the
transformation umit may iclude a data unit for an intra mode
and a transformation unit for an inter mode.

The transformation unit 1n the coding unit may be recur-
sively split into smaller sized regions in a manner similar to
that 1n which the coding unit 1s split according to the tree
structure, according to an embodiment. Thus, residual data
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in the coding unit may be split according to the transforma-
tion unit having the tree structure according to transforma-
tion depths.

A transformation depth indicating the number of splitting
times to reach the transformation unit by splitting the height
and width of the coding unit may also be set in the
transformation unmit according to an embodiment. For
example, 1n a current coding unit of 2Nx2N, a transforma-
tion depth may be 0 when the size of a transformation unit
1s 2Nx2N, may be 1 when the size of the transformation unit
1s NxN, and may be 2 when the size of the transformation
unit 1s N/2xIN/2. That 1s, with respect to the transformation
unit, the transformation unit having the tree structure may be
set according to the transformation depths.

Encoding information according to depths requires not
only information about a depth but also requires information
related to prediction and transformation. Accordingly, the
coding unit determiner 120 not only determines a depth
having a minimum encoding error but also determines a
partition mode 1 which a prediction unit 1s split to parti-
tions, a prediction mode according to prediction units, and a
s1ze of a transformation unit for transformation.

Coding units according to a tree structure in a largest
coding unit and methods of determining a prediction unait/
partition, and a transformation unit, according to embodi-
ments, will be described in detail later with reference to
FIGS. 7 through 19.

The coding unit determiner 120 may measure an encoding,
error of deeper coding units according to depths by using
Rate-Distortion Optimization based on Lagrangian multipli-
ers.

The output unit 130 outputs, in bitstreams, the 1mage data
of the largest coding unit, which 1s encoded based on the at
least one depth determined by the coding unit determiner
120, and encoding mode information according to depths.

The encoded image data may correspond to a result
obtained by encoding residual data of an image.

The encoding mode information according to depths may
include depth information, partition mode information of the
prediction unit, prediction mode information, and the size
information of the transformation unit.

The depth information may be defined by using split
information according to depths, which specifies whether
encoding 1s performed on coding units of a lower depth
instead of a current depth. If the current depth of the current
coding unit 1s a depth, the current coding unit 1s encoded by
using the coding unit of the current depth, and thus split
information of the current depth may be defined not to split
the current coding unit to a lower depth. On the contrary, i
the current depth of the current coding unait 1s not the depth,
the encoding has to be performed on the coding unit of the
lower depth, and thus the split information of the current
depth may be defined to split the current coding unit to the
coding units of the lower depth.

If the current depth 1s not the depth, encoding 1s per-
formed on the coding unit that 1s split into the coding unit of
the lower depth. Since at least one coding unit of the lower
depth exists 1n one coding unit of the current depth, the
encoding 1s repeatedly performed on each coding unit of the
lower depth, and thus the encoding may be recursively
performed on the coding units having the same depth.

Since the coding units having a tree structure are deter-
mined for one largest coding unit, and at least one piece of
encoding mode information has to be determined for a
coding unit of a depth, at least one piece of encoding mode
information may be determined for one largest coding unait.
Also, data of the largest coding unit may vary according to
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locations since the data 1s hierarchically split according to
depths, and thus split information may be set for the data.

Accordingly, the output unit 130 according to the embodi-
ment may assign split information to at least one of the
coding unit, the prediction unit, and a minimum unit
included in the largest coding unit.

—

The minimum unit according to an embodiment 1s a
square data unit obtained by splitting the smallest coding
unit constituting the lowermost depth by 4. Alternatively, the
minimum umt according to an embodiment may be a
maximum square data umt that may be included 1n all of the
coding units, prediction units, partition units, and transior-
mation units included 1n the largest coding unait.

For example, the encoding information output by the
output unit 130 may be classified into encoding information
according to deeper coding units, and encoding information
according to prediction units. The encoding information
according to the deeper coding units may include the pre-
diction mode information and the partition size information.
The encoding information according to the prediction units
may include information about an estimated direction of an
inter mode, about a reference 1mage index of the inter mode,
about a motion vector, about a chroma component of an 1ntra
mode, and about an mterpolation method of the intra mode.

Information about a maximum size of the coding unit
defined according to pictures, slices, or GOPs, and infor-
mation about a maximum depth may be inserted into a
header of a bitstream, a sequence parameter set, or a picture
parameter set.

Information about a maximum size of the transformation
unit permitted with respect to a current video, and informa-
tion about a minimum size of the transformation unit may
also be output through a header of a bitstream, a sequence
parameter set, or a picture parameter set. The output unit 130
may encode and output an SAQO parameter described above
with reference to FIGS. 1A through 14.

According to the simplest embodiment of the video
encoding apparatus 100, the deeper coding unit may be a
coding unit obtained by dividing a height and width of a
coding unit of an upper depth, which 1s one layer above, by
two. That 1s, when the size of the coding unit of the current
depth 1s 2Nx2N, the size of the coding unit of the lower
depth 1s NxN. Also, a current coding umt having a size of
2Nx2N may maximally include four lower-depth coding
units having a size of NxN.

Accordingly, the video encoding apparatus 100 may form
the coding units having the tree structure by determiming
coding units having an optimum shape and an optimum size
for each largest coding umit, based on the size of the largest
coding unit and the maximum depth determined considering
characteristics of the current picture. Also, since encoding
may be performed on each largest coding unit by using any
one of various prediction modes and transformations, an
optimum encoding mode may be determined by taking into
account characteristics of the coding unit of various 1image
S1ZES.

Thus, 1 an 1mage having a high resolution or a large data
amount 1s encoded 1n a conventional macroblock, the num-
ber of macroblocks per picture excessively increases.
Accordingly, the number of pieces of compressed informa-
tion generated for each macroblock increases, and thus it 1s
difficult to transmit the compressed information and data
compression efliciency decreases. However, by using the
video encoding apparatus according to the embodiment,
image compression efliciency may be increased since a
coding unit 1s adjusted while considering characteristics of
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an 1image while increasing a maximum size of a coding unit
while considering a size of the image.

The video encoding apparatus 100 of FIG. 7 may perform
operations of the video encoding apparatuses 10 and 30
described above with reference to FIGS. 1A and 6.

FIG. 8 1llustrates a block diagram of a video decoding
apparatus based on coding units of a tree structure 200,
according to an embodiment.

The video decoding apparatus involving video prediction
based on coding units of the tree structure 200 according to
the embodiment includes a receiver 210, an 1image data and
encoding information extractor 220, and an image data
decoder 230. Heremaftter, for convenience of description, the
video decoding apparatus involving video prediction based
on coding units of the tree structure 200 according to the
embodiment 1s referred to as the ‘video decoding apparatus
200°.

Definitions of various terms, such as a coding unit, a
depth, a prediction unit, a transformation unit, and various
encoding mode information, for decoding operations of the
video decoding apparatus 200 according to an embodiment
are 1dentical to those described with reference to FIG. 15 and
the video encoding apparatus 100.

The receiver 210 receives and parses a bitstream of an
encoded video. The image data and encoding information
extractor 220 extracts encoded 1image data for each coding
unit from the parsed bitstream, wherein the coding units
have a tree structure according to each largest coding unait,
and outputs the extracted image data to the image data
decoder 230. The image data and encoding information
extractor 220 may extract mformation about a maximum
s1ze of a coding unit of a current picture, from a header about
the current picture, a sequence parameter set, or a picture

parameter set.

Also, the 1image data and encoding information extractor
220 extracts, from the parsed bitstream, split information
and encoding information about the coding units having a
tree structure according to each largest coding unit. The
extracted split information and the extracted encoding infor-
mation are output to the 1image data decoder 230. That 1s, the
image data in a bitstream 1s split into the largest coding unit
so that the 1mage data decoder 230 may decode the image
data for each largest coding unait.

Split information and encoding information split infor-
mation according to each largest coding unit and encoding
information may be set with respect to at least one split
information, and encoding information according to depths
may include partition mode information of a corresponding,
coding unit, prediction mode information, split information
of a transformation unit, or the like.

Also, as final depth information, the split mnformation
according to depths may be extracted.

The split information and the encoding information
according to each of the largest coding units extracted by the
image data and encoding information extractor 220 are split
information and encoding information determined to gener-
ate a minimum encoding error when an encoder, such as the
video encoding apparatus 100, repeatedly performs encod-
ing on each deeper coding unit according to depths accord-
ing to each largest coding unit. Accordingly, the video
decoding apparatus 200 may reconstruct an image by decod-
ing data according to an encoding method that generates the
mimmum encoding error.

Because the split information and the encoding informa-
tion according to an embodiment may be assigned to a
predetermined data unit from among a corresponding coding,
unit, a prediction unit, and a mimmum unit, the 1mage data
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and encoding information extractor 220 may extract the split
information and the encoding information according to the
predetermined data units. If the split information and the
encoding information of a corresponding largest coding unit
are recorded according to each of the predetermined data
units, predetermined data units having same split informa-
tion and encoding information may be inferred to be the data
units mcluded 1n the same largest coding unit.

The image data decoder 230 may reconstruct the current
picture by decoding the image data 1n each largest coding
unit based on the split information and the encoding infor-
mation according to the largest coding units. That 1s, the
image data decoder 230 may decode the encoded image
data, based on a read partition mode, a prediction mode, and
a transformation unit for each coding unit from among the
coding units having the tree structure included i1n each
largest coding unit. A decoding process may include a
prediction process including intra prediction and motion
compensation, and an nverse transformation process.

The 1image data decoder 230 may perform 1ntra prediction
or motion compensation according to a partition and a
prediction mode of each coding unit, based on the informa-
tion about the partition mode and the prediction mode of the
prediction unit of the coding unit according to depths.

In addition, for inverse transformation for each largest
coding unit, the image data decoder 230 may read informa-
tion about a transformation unit according to a tree structure
for each coding unit so as to perform inverse transformation
based on transformation units for each coding unit. Due to
the inverse transformation, a pixel value of a spatial domain
of the coding unit may be reconstructed.

The image data decoder 230 may determine a final depth
of a current largest coding unit by using split information
according to depths. If the split information indicates that
image data 1s no longer split in the current depth, the current
depth 1s a final depth. Accordingly, the image data decoder
230 may decode the image data of the current largest coding
unit by using the information about the partition mode of the
prediction unit, the prediction mode, and the split of the
transformation unit for each coding unit corresponding to
the current depth.

That 1s, data units containing the encoding information
including the same split information may be gathered by
observing the encoding information set assigned for the
predetermined data unit from among the coding unit, the
prediction unit, and the minimum unit, and the gathered data
units may be considered to be one data unit to be decoded
by the image data decoder 230 1n the same encoding mode.
As such, the current coding unit may be decoded by obtain-
ing the information about the encoding mode for each
coding unait.

In addition, the video decoding apparatus 200 of FIG. 8
may perform operations of the video decoding apparatuses
20 and 40 described above with reference to FIG. 2A.

FIG. 9 illustrates a concept of coding units, according to
various embodiments.

A size of a coding unit may be expressed by widthxheight,
and may be 64x64, 32x32, 16x16, and 8x8. A coding unit of
64x64 may be split into partitions of 64x64, 64x32, 32x64,
or 32x32, and a coding unit of 32x32 may be split into
partitions of 32x32, 32x16, 16x32, or 16x16, a coding unit
of 16x16 may be split into partitions of 16x16, 16x8, 8x16,
or 8x8, and a coding unit of 8x8 may be split into partitions
of 8x8, 8x4, 4x8, or 4x4.

In video data 310, a resolution 1s 1920x 1080, a maximum
s1ze ol a coding unit 1s 64, and a maximum depth 1s 2. In
video data 320, a resolution 1s 1920x1080, a maximum size




US 11,057,616 B2

43

of a coding unit 1s 64, and a maximum depth 1s 3. In video
data 330, a resolution 1s 352x288, a maximum size of a
coding unit 1s 16, and a maximum depth 1s 1. The maximum
depth shown 1 FIG. 19 denotes a total number of splits from
a largest coding unit to a smallest coding unat.

If a resolution 1s high or a data amount 1s large, it 1s
preferable that a maximum size of a coding unit 1s large so
as to not only increase encoding efliciency but also to
accurately retlect characteristics of an 1image. Accordingly,
the maximum size of the coding umt of the video data 310
and 320 having a higher resolution than the video data 330
may be selected to 64.

Since the maximum depth of the video data 310 1s 2,
coding unmts 315 of the video data 310 may include a largest
coding unit having a long axis size of 64, and coding units
having long axis sizes of 32 and 16 since depths are
deepened to two layers by splitting the largest coding unit
twice. On the other hand, since the maximum depth of the
video data 330 1s 1, coding units 335 of the video data 330
may include a largest coding unit having a long axis size of
16, and coding units having a long axis size of 8 since depths
are deepened to one layer by splitting the largest coding unit
once.

Since the maximum depth of the video data 320 1s 3,
coding units 325 of the video data 320 may include a largest
coding unit having a long axis size of 64, and coding units
having long axis sizes of 32, 16, and 8 since the depths are
deepened to 3 layers by splitting the largest coding unit three
times. As a depth deepens, detailed information may be
precisely expressed.

FIG. 10 1llustrates a block diagram of an 1mage encoder
400 based on coding units, according to various embodi-
ments.

The 1mage encoder 400 according to an embodiment
performs operations of a picture encoder 120 of the video
encoding apparatus 100 so as to encode 1image data. That is,
an intra predictor 420 performs intra prediction on coding
units 1n an intra mode, from among a current 1mage 403, per
prediction unit, and an mter predictor 415 performs inter
prediction on coding units in an inter mode by using the
current 1image 405 and a reference 1mage obtained from a
reconstructed picture butler 410 according to prediction
units. The current picture 405 may be split into largest
coding units, and then the largest coding units may be
sequentially encoded. In this regard, the largest coding unit
that 1s to be split into coding units having a tree structure
may be encoded.

Residual data 1s generated by subtracting prediction data
of a coding unit of each mode output from the intra predictor
420 or the inter predictor 413 from data of the current image
405 to be encoded, and the residual data 1s output as a
quantized transformation coeflicient through a transformer
425 and a quantizer 430 per transformation unit. The quan-
tized transformation coetlicient 1s reconstructed as the resi-
due data 1n a spatial domain through an inverse-quantizer
445 and an 1nverse-transformer 450. The reconstructed
residue data 1n the spatial domain 1s added to the prediction
data of the coding unit of each mode output from the intra
predictor 420 or the inter predictor 415 to be reconstructed
as data 1n a spatial domain of the coding unit of the current
image 405. The reconstructed data in the spatial domain 1s
generated as a reconstructed image through a deblocking
unit 455 and an SAO performer 460. The reconstructed
image 1s stored in the reconstructed picture bufler 410.
Reconstructed images stored in the reconstructed picture
bufler 410 may be used as a reference image for inter
prediction of another image. The transformation coeflicient
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quantized by the transformer 425 and the quantizer 430 may
be output as a bitstream 440 through an entropy encoder

433.

In order for the image encoder 400 to be applied 1n the
video encoding apparatus 100, all elements of the image
encoder 400, 1.¢., the inter predictor 4135, the intra predictor
420, the transformer 425, the quantizer 430, the entropy
encoder 433, the iverse-quantizer 445, the inverse-trans-
tormer 450, the deblocking unit 4355, and the SAO performer

460, may perform operations based on each coding unit
among coding units having a tree structure according to each
largest coding unit.

In particular, the intra predictor 420 and the inter predictor
415 may determine a partition mode and a prediction mode
of each coding unit from among the coding units having a
tree structure, by taking into account the maximum size and
the maximum depth of a current largest coding unit, and the
transiformer 425 may determine whether to split a transior-
mation unit according to a quad tree 1n each coding unit from
among the coding units having a tree structure.

FIG. 11 1llustrates a block diagram of an image decoder
500 based on coding units, according to various embodi-
ments.

An entropy decoder 315 parses, from a bitstream 505,
encoded 1mage data to be decoded and encoding information
required for decoding. The encoded 1mage data corresponds
to a quantized transformation coeflicient, and an inverse-
quantizer 520 and an verse-transformer 3525 reconstruct
residue data from the quantized transformation coeflicient.

An 1ntra predictor 540 performs intra prediction on a
coding unit 1n an intra mode according to prediction units.
An ter predictor 533 performs inter prediction by using a
reference 1mage with respect to a coding umit in an inter
mode from among a current image, wherein the reference
image 1s obtained by a reconstructed picture bufller 530
according to prediction units.

Prediction data and residue data regarding coding units of
cach mode, which passed through the intra predictor 540 and
the inter predictor 533, are summed, so that data in a spatial
domain regarding coding units of the current image 405 may
be reconstructed, and the reconstructed data in the 550
spatial domain may be output as a reconstructed image 560
through a deblocking unit 545 and a sample compensator
550. Also, reconstructed images that are stored in the
reconstructed picture buller 530 may be output as reference
1mages.

In order for a picture decoder 230 of the video decoding
apparatus 200 to decode the 1image data, operations after the
entropy decoder 515 of the image decoder 500 according to
an embodiment may be performed.

In order for the image decoder 500 to be applied 1n the
video decoding apparatus 200 according to an embodiment,
all elements of the image decoder 500, i1.e., the entropy
decoder 5135, the mverse-quantizer 520, the inverse-trans-
former 525, the ntra predictor 540, the inter predictor 535,
the deblocking unit 545, and the sample compensator 550
may perform operations based on coding units having a tree
structure for each largest coding unit.

In particular, the intra predictor 540 and the inter predictor
535 may determine a partition mode and a prediction mode
of each coding unit from among the coding units according
to a tree structure, and the inverse-transformer 525 may
determine whether or not to split a transformation unit
according to a quad-tree structure in each coding unait.

FIG. 12 illustrates deeper coding units according to
depths, and partitions, according to an embodiment.
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The wvideo encoding apparatus 100 according to an
embodiment and the video decoding apparatus 200 accord-
ing to an embodiment use hierarchical coding units so as to
consider characteristics of an 1mage. A maximum height, a
maximum width, and a maximum depth of coding units may
be adaptively determined according to the characteristics of
the 1mage, or may be variously set according to user
requirements. Sizes ol deeper coding units according to
depths may be determined according to the predetermined
maximum size of the coding unit.

In a hierarchical structure of coding units 600 according
to an embodiment, the maximum height and the maximum
width of the coding units are each 64, and the maximum
depth 1s 4. In this case, the maximum depth refers to a total
number of times the coding unit 1s split from the largest
coding umt to the smallest coding umt. Since a depth
deepens along a vertical axis of the hierarchical structure of
coding units 600, a height and a width of the deeper coding
unit are each split. Also, a prediction unit and partitions,
which are bases for prediction encoding of each deeper
coding umt, are shown along a horizontal axis of the
hierarchical structure of coding units 600.

That 1s, a coding unit 610 1s a largest coding unit 1n the
hierarchical structure of coding units 600, wherein a depth
1s 0 and a size, 1.e., a height by width, 1s 64x64. The depth
deepens along the vertical axis, and a coding unit 620 having
a size of 32x32 and a depth of 1, a coding unit 630 having
a size ol 16x16 and a depth of 2, and a coding unit 640
having a si1ze of 8x8 and a depth of 3 are present. The coding
unit 640 having a size of 4x4 and a depth of 3 1s a smallest
coding unit.

The prediction umit and the partitions of a coding unit are
arranged along the horizontal axis according to each depth.
That 1s, 11 the coding unit 610 having a size of 64x64 and a
depth of 0 1s a prediction unit, the prediction unit may be
split 1nto partitions included 1n the coding unit 610 having
the size of 64x64, 1.¢. a partition 610 having a size of 64x64,
partitions 612 having the size of 64x32, partitions 614
having the size of 32x64, or partitions 616 having the size
of 32x32.

Equally, a prediction unit of the coding unit 620 having
the size of 32x32 and the depth of 1 may be split into
partitions included 1n the coding unit 620, 1.¢. a partition 620
having a size of 32x32, partitions 622 having a size of
32x16, partitions 624 having a size of 16x32, and partitions
626 having a size of 16x16.

Equally, a prediction unit of the coding unit 630 having
the size of 16x16 and the depth of 2 may be split into
partitions included 1n the coding unit 630, 1.e. a partition
having a size of 16x16 included in the coding unit 630,
partitions 632 having a size of 16x8, partitions 634 having
a s1ze of 8x16, and partitions 636 having a size of 8x8.

Equally, a prediction unit of the coding unit 640 having
the size of 8x8 and the depth of 3 may be split into partitions
included 1n the coding unit 640, 1.e. a partition 640 having
a s1ze of 8x8 mcluded 1n the coding unit 640, partitions 642
having a size of 8x4, partitions 644 having a size of 4x8, and
partitions 646 having a size of 4x4.

In order to determine a final depth of the largest coding
unit 610, the coding umit determiner 120 of the wvideo
encoding apparatus 100 has to perform encoding on coding
units respectively corresponding to depths included in the
largest coding umt 610.

The number of deeper coding units according to depths
including data 1n the same range and the same size increases
as the depth deepens. For example, four coding units cor-
responding to a depth of 2 are required to cover data that 1s
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included 1n one coding unit corresponding to a depth of 1.
Accordingly, 1n order to compare results of encoding the
same data according to depths, the data has to be encoded by
using each of the coding unit corresponding to the depth of
1 and four coding units corresponding to the depth of 2.

In order to perform encoding according to each of the
depths, a mimnimum encoding error that 1s a representative
encoding error of a corresponding depth may be selected by
performing encoding on each of prediction units of the
coding units according to depths, along the horizontal axis
of the hierarchical structure of coding units 600. Also, the
minimum encoding error may be searched for by comparing
representative encoding errors according to depths, by per-
forming encoding for each depth as the depth deepens along
the vertical axis of the hierarchical structure of coding units
600. A depth and a partition generating the minimum encod-
ing error 1n the largest coding unit 610 may be selected as
a final depth and a partition mode of the largest coding unit
610.

FIG. 13 illustrates a relationship between a coding unit
and transformation units, according to an embodiment.
The wvideo encoding apparatus 100 according to an
embodiment or the video decoding apparatus 200 according
to an embodiment encodes or decodes an image according to
coding units having sizes smaller than or equal to a largest
coding unit for each largest coding unit. Sizes of transior-
mation units for transformation during an encoding process
may be selected based on data units that are not larger than
a corresponding coding unit.

For example, 1n the video encoding apparatus 100 or the
video decoding apparatus 200, when a size of the coding unit
710 15 64%x64, transformation may be performed by using the
transformation units 720 having a size of 32x32.

Also, data of the coding unit 710 having the size of 64x64
may be encoded by performing the transformation on each
of the transformation units having the size of 32x32, 16x16,
8x8, and 4x4, which are smaller than 64x64, and then a
transformation unit having the minimum coding error with
respect to an original 1mage may be selected.

FIG. 14 1illustrates a plurality of pieces of encoding
information according to depths, according to an embodi-
ment.

The output unit 130 of the video encoding apparatus 100
according to an embodiment may encode and transmit, as
encoding mode information, partition mode information
800, prediction mode information 810, and transformation
unit size mformation 820 for each coding unit corresponding
to a final depth.

The partition mode information 800 indicates information
about a type of a partition obtained by splitting a prediction
unit of a current coding unit, wherein the partition i1s a data
unmit for prediction encoding the current coding umt. For
example, a current coding unit CU_O having a size of
2Nx2N may be split into any one of a partition 802 having
a size of 2Nx2N, a partition 804 having a size of 2NxN, a
partition 806 having a size of Nx2N, and a partition 808
having a size of NxN. In this case, the partition mode
information 800 about a current coding unit 1s set to indicate
one of the partition 802 having a size of 2Nx2N, the partition
804 having a si1ze of 2NxN, the partition 806 having a size
of Nx2N, and the partition 808 having a size of NxN.

The prediction mode information 810 indicates a predic-
tion mode of each partition. For example, the prediction
mode information 810 may indicate a mode of prediction
encoding performed on a partition indicated by the partition
mode information 800, 1.e., an intra mode 812, an inter mode

814, or a skip mode 816.
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The transformation unit size information 820 represents a
transformation unit to be based on when transformation 1s
performed on a current coding unit. For example, the
transformation unit may be one of a first intra transformation
unit 822, a second intra transformation unit 824, a first inter
transformation unit 826, and a second intra transformation
unit 828.

The 1image data and encoding information extractor 220 of
the video decoding apparatus 200 may extract and use the
partition mode information 800, the prediction mode 1nfor-
mation 810, and the transformation unit size information
820 for each deeper coding unit.

FIG. 15 illustrates deeper coding units according to
depths, according to an embodiment.

Split information may be used to represent a change 1n a
depth. The spilt information indicates whether a coding unit
of a current depth 1s split into coding units of a lower depth.

A prediction unit 910 for prediction encoding a coding
unit 900 having a depth of O and a size of 2ZN_0x2N_0 may
include partitions of a partition mode 912 having a size of
2N_Ox2N_0, a partition mode 914 having a size of 2N_0x
N_0, a partition mode 916 having a size of N_0x2N_0, and
a partition mode 918 having a size of N_OxN_0. Only the
partition modes 912, 914, 916, and 918 which are obtained
by symmetrically splitting the prediction unit are 1llustrated,
but as described above, a partition mode 1s not limited
thereto and may include asymmetrical partitions, partitions
having a predetermined shape, and partitions having a
geometrical shape.

According to each partition mode, prediction encoding
has to be repeatedly performed on one partition having a size
of 2N_Ox2N_0, two partitions having a size of 2N_OxN_0,
two partitions having a size of N_0Ox2N_0, and four parti-
tions having a size of N_OxN_0. The prediction encoding in
an 1ntra mode and an inter mode may be performed on the

partitions having the sizes of 2N_Ox2N_0, N_Ox2N_0,
2N_OxN_0, and N_OxN_0. The prediction encoding 1n a
skip mode may be performed only on the partition having
the size of 2N Ox2N 0.

If an encoding error 1s smallest 1n one of the partition
modes 912, 914, and 916 having the sizes of 2N_0x2N_0,
2N_OxN_0 and N_Ox2N_0, the prediction unit 910 may not
be split into a lower depth.

If the encoding error 1s the smallest in the partition mode
918 having the size of N_OxN_0, a depth 1s changed from
0 to 1 and split 1s performed (operation 920), and encoding
may be repeatedly performed on coding units 930 of a
partition mode having a depth of 2 and a size of N_OxN_0O
so as to search for a minimum encoding error.

A prediction unit 940 for prediction encoding the coding
unit 930 having a depth of 1 and a size of 2N_1x2N_1
(=N_OxN_0) may include a partition mode 942 having a size

of 2N_1x2N_1, a partition mode 944 having a size of
2N_1xN_1, a partition mode 946 having a size of N_1x
2N_1, and a partition mode 948 having a size of N_1xN_1.

If an encoding error 1s the smallest in the partition mode
948 having the size of N_1xN_1, a depth 1s changed from
1 to 2 and split 1s performed (in operation 950), and
encoding 1s repeatedly performed on coding units 960
having a depth of 2 and a size of N_2xN_2 so as to search
for a mimmum encoding error.

When a maximum depth 1s d, deeper coding units accord-
ing to depths may be set until when a depth corresponds to
d-1, and split information may be set until when a depth
corresponds to d-2. That 1s, when encoding 1s performed up
to when the depth 1s d-1 after a coding unit corresponding,
to a depth of d-2 1s split (in operation 970), a prediction unit
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990 for prediction encoding a coding unit 980 having a depth
of d-1 and a size of 2N_(d-1)x2N_(d-1) may include
partitions ol a partition mode 992 having a size of 2N_(d-
1)x2N_(d-1), a partition mode 994 having a size of 2N_
(d—1)xN_(d-1), a partition mode 996 having a size of
N_(d-1)x2N_(d-1), and a partition mode 998 having a size
of N_(d-1)xN_(d-1).

Prediction encoding may be repeatedly performed on one
partition having a size of 2N_(d-1)x2N_(d-1), two parti-
tions having a size of 2N_(d-1)xN_(d-1), two partitions
having a size of N_(d-1)x2N_(d-1), four partitions having
a size of N_(d-1)xN_(d-1) from among the partition modes
sO as to search for a partition mode generating a minimum
encoding error.

Even when the partition mode 998 having the size of
N_(d-1)xN_(d-1) has the minimum encoding error, since a
maximum depth 1s d, a coding unit CU_(d-1) having a depth
of d-1 1s no longer split into a lower depth, and a depth for
the coding units constituting a current largest coding unit
900 1s determined to be d-1 and a partition mode of the
current largest coding umt 900 may be determined to be
N_(d-1)xN_(d-1). Also, since the maximum depth 1s d,
split information for a coding unit 952 having a depth of d-1
1s not set.

A data unit 999 may be a ‘mimmum unit’ for the current
largest coding unit. A minimum umt according to the
embodiment may be a square data unit obtained by splitting
a smallest coding umit having a lowermost depth by 4. By
performing the encoding repeatedly, the video encoding
apparatus 100 according to the embodiment may select a
depth generating the minimum encoding error by comparing
encoding errors according to depths of the coding umt 900
to determine a depth, and may set a corresponding partition
mode and a prediction mode as an encoding mode of the

depth.
As such, the minimum encoding errors according to
depths are compared 1n all of the depths of O, 1, . . ., d-1,

d, and a depth having a minimum encoding error may be
determined as a depth. The depth, the partition mode of the
prediction unit, and the prediction mode may be encoded

and transmitted as information about the encoding mode.
Also, since a coding unit has to be split from a depth of O to
a depth, only split information of the depth 1s set to “0°, and
split information of depths excluding the depth 1s set to “1°.

The image data and encoding information extractor 220 of
the video decoding apparatus 200 according to the embodi-
ment may extract and use a depth and prediction umit
information about the coding umt 900 so as to decode the
coding unit 912. The video decoding apparatus 200 accord-
ing to the embodiment may determine a depth, 1n which split
information 1s ‘0’°, as a depth by using split information
according to depths, and may use, for decoding, encoding
mode information about the corresponding depth.

FIGS. 16, 17, and 18 illustrate a relationship between
coding units, prediction units, and transformation units,
according to an embodiment.

Coding unmits 1010 are deeper coding units according to
depths determined by the video encoding apparatus 100, 1n
a largest coding unit. Prediction units 1060 are partitions of
prediction units of each of the Coding units 1010 according
to depths, and transformation units 1070 are transiformation
units of each of the coding units according to depths.

When a depth of a largest coding unit 1s O 1n the deeper
coding units 1010, depths of coding units 1012 and 1054 are
1, depths of coding units 1014, 1016, 1018, 1028, 1050, and




US 11,057,616 B2

49

1052 are 2, depths of coding units 1020, 1022, 1024, 1026,
1030, 1032, and 1048 are 3, and depths of coding units 1040,
1042, 1044, and 1046 arc 4.

Some partitions 1014, 1016, 1022, 1032, 1048, 1050,
1052, and 1054 from among the prediction units 1060 are
obtained by splitting the coding unit. That 1s, partitions
1014, 1022, 1050, and 1054 are a partition mode having a
s1ze of 2NN, partitions 1016, 1048, and 1052 are a partition
mode having a size of Nx2N, and a partition 1032 i1s a
partition mode having a size of NxN. Prediction units and
partitions of the deeper coding units 1010 are smaller than
or equal to each coding unit.

Transtformation or inverse transformation 1s performed on
image data of the coding umt 1052 in the transformation

units 1070 1n a data umit that 1s smaller than the coding unit
1052. Also, the coding units 1014, 1016, 1022, 1032, 1048,

1050, 1052, and 1054 1n the transformation units 1760 are
data units different from those in the Prediction units 1060
in terms of sizes and shapes. That 1s, the video encoding
apparatus 100 and the video decoding apparatus 200 accord-
ing to the embodiments may perform intra prediction/motion
estimation/motion compensation/and transformation/in-
verse transformation on an individual data unit 1n the same
coding unait.

Accordingly, encoding 1s recursively performed on each
ol coding units having a hierarchical structure in each region
of a largest coding unit so as to determine an optimum
coding umit, and thus coding units according to a recursive
tree structure may be obtained. Encoding information may
include split information about a coding umit, partition mode
information, prediction mode information, and transiforma-
tion unit size mformation. Table 1 below shows the encoding
information that may be set by the video encoding apparatus
100 and the video decoding apparatus 200 according to the
embodiments.

TABL

LLd
[

Split Information O
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defined for the final depth. If the current coding unit has to
be further split according to the split information, encoding
has to be independently performed on each of four split
coding units of a lower depth.

A prediction mode may be one of an intra mode, an inter
mode, and a skip mode. The intra mode and the inter mode
may be defined 1n all partition modes, and the skip mode
may be defined only 1n a partition mode having a size of

2Nx2N.

The partition mode information may indicate symmetrical
partition modes having sizes of 2Nx2N, 2NxN, Nx2N, and
NxN, which are obtained by symmetrically splitting a height

or a width of a prediction unit, and asymmetrical partition
modes having sizes of 2ZNxnU, 2NxnD, n[Lx2N, and nRx2N,

which are obtained by asymmetrically splitting the height or
width of the prediction unit. The asymmetrical partition
modes having the sizes of 2NxnU and 2NxnD may be
respectively obtained by splitting the height of the prediction
umt 1n 1:3 and 3:1, and the asymmetrical partition modes
having the sizes of nLx2N and nRx2N may be respectively

obtained by splitting the width of the prediction unit i 1:3
and 3:1.

The size of the transformation unit may be set to be two
types 1n the intra mode and two types 1n the inter mode. That
1s, 11 split information of the transformation unit 1s 0, the size
of the transformation unit may be 2Nx2N, which 1s the size
of the current coding unit. If split information of the trans-
formation unit 1s 1, the transformation units may be obtained
by splitting the current coding unit. Also, 1f a partition mode
of the current coding unit having the size of 2Nx2N 1s a
symmetrical partition mode, a size of a transformation unit
may be NxN, and 11 the partition mode of the current coding
umt 1s an asymmetrical partition mode, the size of the
transformation unit may be N/2xN/2.

Prediction Split Inform-
Mode Partition Type Size of Transformation Unit  ation 1
Intra Symmetrical Asymmetrical  Split Split Repeatedly
Inter Partition Partition Information O of Information 1 of Encode
Type Type Transformation Transformation Coding
Unit Unit Units
Skip 2N x 2N 2N x nU 2N x 2N N x N having
(Only 2N x N 2N x nD (Symmetrical  Lower
2N x 2N) N x 2N nl x 2N Partition Type) Depth of
N x N nR x 2N N/2 x N/2 d+1
(Asymmetrical
Partition Type)

The output unit 130 of the video encoding apparatus 100
according to the embodiment may output the encoding
information about the coding units having a tree structure,
and the 1image data and encoding information extractor 220
of the wvideo decoding apparatus 200 according to the
embodiment may extract the encoding information about the
coding units having a tree structure from a received bait-
stream.

Split information indicates whether a current coding unit
1s split into coding units of a lower depth. If split information

of a current depth d 1s 0, a depth, 1n which a current coding
unit 1s no longer split into a lower depth, 1s a final depth, and
thus partition mode information, prediction mode informa-
tion, and transformation unit size information may be

55
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The encoding information about coding units having a
tree structure according to the embodiment may be assigned
to at least one of a coding unit corresponding to a depth, a
prediction umt, and a minimum unit. The coding umt
corresponding to the depth may include at least one of a
prediction unit and a minimum unit containing the same
encoding information.

Accordingly, 1t 1s determined whether adjacent data units
are included 1n the coding unit corresponding to the same
depth by comparing a plurality of pieces of encoding infor-
mation of the adjacent data units. Also, a corresponding
coding unit corresponding to a depth 1s determined by using

encoding information of a data unit, and thus a distribution
of depths 1n a largest coding unit may be inferred.
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Accordingly, if a current coding unit 1s predicted based on
adjacent data umits, encoding information of data units 1n
deeper coding units adjacent to the current coding unit may
be directly referred to and used.

In another embodiment, 11 a current coding unit 1s pre-
diction-encoded based on adjacent data units, the adjacent
data units may be referred to 1n a manner that data adjacent
to the current coding unit 1s searched for in deeper coding
units by using encoding information of the deeper coding
units adjacent to the current coding umnit.

FI1G. 19 illustrates a relationship between a coding unit, a
prediction unit, and a transformation unit, according to
encoding mode information of Table 1.

A largest coding unit 1300 includes coding units 1302,

1304, 1306, 1312, 1314, 1316, and 1318 of depths. Here,

since the coding unit 1318 1s a coding unit of a depth, split
information may be set to 0. Partition mode mformation of
the coding unit 1318 having a size of 2Nx2N may be set to
be one of partition modes including 2Nx2N 1322, 2NxN
1324, Nx2N 1326, NxN 1328, 2NxnU 1332, 2NxnD 1334,

nLx2N 1336, and nRx2N 1338.

Transformation unit split information (TU size flag) 1s a
type of a transformation index, and a size of a transformation
unit corresponding to the transformation index may be
changed according to a prediction unit type or partition
mode of the coding unit.

For example, when the partition mode information 1s set
to be one of symmetrical partition modes 2Nx2N 1322,
2NxN 1324, Nx2N 1326, and NxN 1328, if the transfor-
mation unit split information 1s 0, a transformation unit 1342
having a size of 2Nx2N 1s set, and if the transformation unit
split information 1s 1, a transformation unit 1344 having a
s1ze of NxN may be set.

When the partition mode mformation 1s set to be one of
asymmetrical partition modes 2NxnU 1332, 2NxnD 1334,
nLx2N 1336, and nRx2N 1338, if the transformation unit
split information (TU size flag) 1s 0, a transformation unit
1352 having a size of 2Nx2N may be set, and 1f the
transformation unit split information 1s 1, a transformation
unit 1354 having a size of N/2xN/2 may be set.

The transformation unit split information (TU size flag)
described above with reference to FIG. 12 1s a flag having
a value of 0 or 1, but the transformation unit split informa-
tion according to an embodiment 1s not limited to a flag
having 1 bit, and the transformation unit may be hierarchi-
cally split while the transformation unit split information
increases 1 a manner of 0, 1, 2, 3 . . . etc., according to
setting. The transformation umt split information may be an
example of the transformation index.

In this case, the size of a transtformation unit that has been
actually used may be expressed by using the transformation
unit split information according to the embodiment, together
with a maximum size of the transformation unit and a
mimmum size of the transformation unit. The video encod-
ing apparatus 100 according to the embodiment may encode
maximum transformation unit size information, minimum
transformation unit size information, and maximum trans-
formation unit split information. The result of encoding the
maximum transformation unit size information, the mini-
mum transformation unit size information, and the maxi-
mum transformation unit split information may be iserted
into an SPS. The video decoding apparatus 200 according to
the embodiment may decode video by using the maximum
transformation unit size information, the minimum transtor-
mation unit size information, and the maximum transforma-
tion unit split information.
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For example, (a) 1f the size of a current coding unit 1s
64x64 and a maximum transformation unit size 1s 32x32,
(a-1) then the size of a transformation unit may be 32x32
when a TU size flag 1s 0, (a-2) may be 16x16 when the TU
size flag 1s 1, and (a-3) may be 8x8 when the TU size flag
1s 2.

As another example, (b) 11 the size of the current coding
unit 1s 32x32 and a minimum transformation unit size 1s
32x32, (b-1) then the size of the transtformation unit may be
32x32 when the TU size tlag 1s 0. Here, the TU size flag
cannot be set to a value other than O, since the size of the
transformation unit cannot be less than 32x32.

As another example, (¢) 1t the size of the current coding
unit 1s 64x64 and a maximum TU size flag 1s 1, then the TU
s1ze flag may be 0 or 1. Here, the TU size flag cannot be set
to a value other than O or 1.

Thus, 1f 1t 1s defined that the maximum TU size flag 1s
‘MaxTransformSizelndex’, a minimum transformation unit
size 1s ‘MinTranstormSize’, and a transformation unit size 1s
‘RootTuSi1ze” when the TU size flag 1s O, then a current
minimum transformation unit size ‘CurrMinTuSi1ze’ that can
be determined 1n a current coding unit may be defined by
Equation (1):

CurrMinTuSize=max(MinTransformSize . RootTuSize/
(2" MaxTransformSizelndex))

(1)

Compared to the current minimum transformation unit
s1ze ‘CurrMinTuSize” that can be determined 1n the current
coding unit, a transformation unit size ‘RootTuSize’ when
the TU size flag 1s 0 may denote a maximum transiformation
unit size that can be selected 1n the system. In Equation (1),
‘RootTuSize/(2"MaxTransformSizelndex)’ denotes a trans-
formation unit size when the transformation unit size ‘Root-
TuS1ze’, when the TU size flag 1s 0, 1s split by the number
of times corresponding to the maximum TU size flag, and
‘MinTransformSize’ denotes a minimum transformation
size. Thus, a smaller value from among ‘RootTuSize/(2"Ma-
X TransformSizelndex)” and ‘MinTransformSize” may be the
current minimum transformation unit size ‘CurrMinTuSize’
that can be determined 1n the current coding unit.

According to an embodiment, the maximum transforma-
tion unit size RootTuS1ze may vary according to the type of
a prediction mode.

For example, if a current prediction mode 1s an inter
mode, then ‘RootTuSize’ may be determined by using
Equation (2) below. In Equation (2), ‘MaxTransiformSize’
denotes a maximum transformation unit size, and ‘PUSi1ze’
denotes a current prediction unit size.

(2)

That 1s, 11 the current prediction mode 1s the inter mode,
the transformation unit size ‘RootTuSi1ze’, when the TU size
flag 1s 0, may be a smaller value from among the maximum
transformation unit size and the current prediction unit size.

If a prediction mode of a current partition unit 1s an intra
mode, ‘RootTuSize’ may be determined by using Equation
(3) below. ‘PartitionSize” denotes the size of the current
partition unit.

RootTuSi1ze=min(Max TransformSize, PUS1ze¢)

(3)

That 1s, 11 the current prediction mode 1s the intra mode,
the transformation unit size ‘RootTuSi1ze” when the TU size
flag 1s O may be a smaller value from among the maximum
transformation unit size and the size of the current partition
unit.

However, the current maximum transformation unit size

‘RootTuSi1ze’ that varies according to the type of a predic-

RootTuS1ze=min(Max TransformSize,PartitionSize)
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tion mode 1n a partition unit 1s just an embodiment, and a
tactor for determining the current maximum transformation
unit size 1s not limited thereto.

According to the video encoding method based on coding,
units of a tree structure described above with reference to
FIGS. 7 through 19, image data of a spatial domain 1is
encoded 1n each of the coding units of the tree structure, and
the 1mage data of the spatial domain 1s reconstructed 1n a
manner that decoding 1s performed on each largest coding
unit according to the video decoding method based on the
coding units of the tree structure, so that a video that is
formed of pictures and picture sequences may be recon-
structed. The reconstructed video may be reproduced by a
reproducing apparatus, may be stored 1n a storage medium,
or may be transmitted via a network.

Also, oflset parameters may be signaled with respect to
cach picture, each slice, each largest coding unit, each of
coding units of a tree structure, each prediction unit of the
coding units, or each transformation unit of the coding unaits.
For example, values of reconstructed pixels of each largest
coding unit may be adjusted by using oflset values recon-
structed based on received offset parameters, and thus a
largest coding unit having a minimum error between an

original block and the largest coding unit may be recon-
structed.

For convenience of description, the video encoding meth-
ods described above with reference to FIGS. 1A through 18
are collectively referred to as ‘video encoding method’. In
addition, the video decoding methods described above with
reference to FIGS. 1A through 18 are referred to as ‘video
decoding method’.

Also, a video encoding apparatus including the video
encoding apparatus 10, the video encoding apparatus 100, or
the 1mage encoder 400, which has been described with
reference to FIGS. 1A through 18, will be collectively
referred to as a ‘video encoding apparatus’. Also, a video
decoding apparatus including the video decoding apparatus
20, the video decoding apparatus 200, or the image decoder
500 which are described with reference to FIGS. 2A through
19 will be collectively referred to as a ‘video decoding
apparatus’.

A computer-readable recording medium such as a disc
26000 that stores the programs according to an embodiment
will now be described 1n detail.

FI1G. 20 illustrates a physical structure of the disc 26000
in which a program 1s stored, according to an embodiment.
The disc 26000, which 1s a storage medium, may be a hard
drive, a compact disc-read only memory (CD-ROM) disc, a
Blu-ray disc, or a digital versatile disc (DVD). The disc
26000 includes a plurality of concentric tracks Tr that are
cach divided ito a specific number of sectors Se 1 a
circumierential direction of the disc 26000. In a specific
region of the disc 26000, a program that executes the
quantized parameter determining method, the video encod-
ing method, and the video decoding method described above
may be assigned and stored.

A computer system embodied using a storage medium
that stores a program for executing the video encoding
method and the video decoding method as described above
will now be described with reference to FIG. 21.

FIG. 21 1llustrates a disc drive 26800 for recording and
reading a program by using the disc 26000. A computer
system 27000 may store a program that executes at least one
ol a video encoding method and a video decoding method,
in the disc 26000 via the disc drive 26800. In order to run

the program stored in the disc 26000 1n the computer system
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26700, the program may be read from the disc 26000 and
may be transmitted to the computer system 26700 by using
the disc drive 26800.

The program that executes at least one of the video
encoding method and the video decoding method may be
stored not only 1n the disc 26000 illustrated 1n FIGS. 20 and
21 but may also be stored 1n a memory card, a ROM cassette,
or a solid state drive (SSD).

A system to which the video encoding method and the
video decoding method according to the embodiments
described above are applied will be described below.

FIG. 22 1llustrates an overall structure of a content supply
system 11000 for providing a content distribution service. A
service area of a communication system 1s divided into
predetermined-sized cells, and wireless base stations 11700,
11800, 11900, and 12000 are installed 1n these cells, respec-
tively.

The content supply system 11000 includes a plurality of
independent devices. For example, the plurality of indepen-
dent devices, such as a computer 12100, a personal digital
assistant (PDA) 12200, a video camera 12300, and a mobile
phone 12500, are connected to the Internet 11100 via an
internet service provider 11200, a communication network

11400, and the wireless base stations 11700, 11800, 11900,
and 12000.

However, the content supply system 11000 1s not limited
to the structure as illustrated 1n FIG. 16 (227), and devices
may be selectively connected thereto. The plurality of inde-
pendent devices may be directly connected to the commu-
nication network 11400, not via the wireless base stations
11700, 11800, 11900, and 12000.

The video camera 12300 1s an 1maging device, e.g., a
digital video camera, which 1s capable of capturing video
images. The mobile phone 12500 may employ at least one
communication method from among various protocols, e.g.,
Personal Digital Communications (PDC), Code Division
Multiple Access (CDMA), Wideband-Code Division Mul-
tiple Access (W-CDMA), Global System for Mobile Com-
munications (GSM), and Personal Handyphone System
(PHS).

The video camera 12300 may be connected to a streaming,
server 11300 via the wireless base station 11900 and the
communication network 11400. The streaming server 11300
allows content received from a user via the video camera
12300 to be streamed via a real-time broadcast. The content
received from the video camera 12300 may be encoded by
the video camera 12300 or the streaming server 11300.
Video data captured by the video camera 12300 may be
transmitted to the streaming server 11300 via the computer
12100.

Video data captured by a camera 12600 may also be
transmitted to the streaming server 11300 via the computer
12100. The camera 12600 such as a digital camera 1s an
imaging device capable of capturing both still images and
video 1mages. The video data captured by the camera 12600
may be encoded by using the camera 12600 or the computer
12100. Software that performs encoding and decoding video
may be stored 1n a computer-readable recording medium,
e.g., a CD-ROM disc, a tloppy disc, a hard disc drive, an
SSD, or a memory card, which may be accessed by the
computer 12100.

If video data 1s captured by a camera built 1n the mobile
phone 12500, the video data may be recerved from the
mobile phone 123500.

The video data may also be encoded by a large scale
integrated circuit (LSI) system installed 1n the video camera

12300, the mobile phone 12500, or the camera 12600.
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In the content supply system 11000 according to an
embodiment, content data, e.g., content recorded during a

concert, which has been recorded by a user using the video
camera 12300, the camera 12600, the mobile phone 12500,
or another 1maging device 1s encoded and 1s transmitted to
the streaming server 11300. The streaming server 11300 may
transmit the encoded content data 1n a type of a streaming,
content to other clients that request the content data.

The clients are devices capable of decoding the encoded
content data, e.g., the computer 12100, the PDA 12200, the
video camera 12300, or the mobile phone 12500. Thus, the
content supply system 11000 allows the clients to receive
and reproduce the encoded content data. Also, the content
supply system 11000 allows the clients to receive the
encoded content data and to decode and reproduce the
encoded content data 1n real-time, thereby enabling personal
broadcasting.

The video encoding apparatus and the video decoding
apparatus may be applied to encoding and decoding opera-
tions of the plurality of independent devices included in the
content supply system 11000.

With reference to FIGS. 23 and 24, the mobile phone
12500 included 1n the content supply system 11000 accord-
ing to an embodiment will now be described 1n detail.

FIG. 23 illustrates an external structure of the mobile
phone 12500 to which the video encoding method and the
video decoding method are applied, according to an embodi-
ment. The mobile phone 12500 may be a smart phone, the
functions of which are not limited and a large number of the
functions of which may be changed or expanded.

The mobile phone 12500 includes an internal antenna
12510 via which a radio-frequency (RF) signal may be
exchanged with the wireless base station 12000, and
includes a display screen 12520 for displaying images
captured by a camera 12530 or images that are recerved via
the antenna 12510 and decoded, e.g., a liquid crystal display
(LCD) or an organic light-emitting diode (OLED) screen.
The mobile phone 12500 includes an operation panel 12540
including a control button and a touch panel. If the display
screen 12520 1s a touch screen, the operation panel 12540
turther includes a touch sensing panel of the display screen
12520. The mobile phone 12500 includes a speaker 12580
for outputting voice and sound or another type of a sound
output unit, and a microphone 12550 for inputting voice and
sound or another type of a sound mput unit. The mobile
phone 12500 further includes the camera 12530, such as a
charge-coupled device (CCD) camera, to capture video and
still images. The mobile phone 12500 may further include a
storage medium 12570 for storing encoded/decoded data,
¢.g., video or still images captured by the camera 12530,
received via email, or obtained according to various ways;
and a slot 12560 via which the storage medium 123570 is
loaded into the mobile phone 12500. The storage medium
12570 may be a tlash memory, e.g., a secure digital (SD)
card or an electrically erasable and programmable read only
memory (EEPROM) included 1n a plastic case.

FIG. 24 1llustrates an internal structure of the mobile
phone 12500. In order to systemically control parts of the
mobile phone 12500 including the display screen 12520 and
the operation panel 12540, a power supply circuit 12700, an
operation input controller 12640, an 1image encoder 12720,
a camera interface 12630, an LCD controller 12620, an
image decoder 12690, a multiplexer/demultiplexer 12680, a
recording/reading unit 12670, a modulation/demodulation
unit 12660, and a sound processor 126350 are connected to a
central controller 12710 via a synchronization bus 12730.
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I a user operates a power button and sets from a ‘power
ofl” state to a ‘power on’ state, the power supply circuit
12700 supplies power to all the parts of the mobile phone
12500 from a battery pack, thereby setting the mobile phone
12500 to an operation mode.

The central controller 12710 includes a central processing
umt (CPU), a read-only memory (ROM), and a random
access memory (RAM).

While the mobile phone 12500 transmits communication
data to the outside, a digital signal 1s generated by the mobile
phone 12500 under control of the central controller 12710.
For example, the sound processor 12650 may generate a
digital sound signal, the image encoder 12720 may generate
a digital 1mage signal, and text data of a message may be
generated via the operation panel 12540 and the operation
input controller 12640. When a digital signal 1s transmitted
to the modulation/demodulation unit 12660 by the control of
the central controller 12710, the modulation/demodulation
unit 12660 modulates a frequency band of the digital signal,
and a communication circuit 12610 performs digital-to-
analog conversion (DAC) and frequency conversion on the
frequency band-modulated digital sound signal.

A transmission signal output from the communication
circuit 12610 may be transmitted to a voice communication
base station or the wireless base station 12000 wvia the
antenna 12510.

For example, when the mobile phone 12500 1s 1n a
conversation mode, a sound signal obtained via the micro-
phone 125350 1s converted to a digital sound signal by the
sound processor 12650 by the control of the central con-
troller 12710. The generated digital sound signal may be
converted to a transmission signal through the modulation/
demodulation unit 12660 and the communication circuit
12610, and may be transmitted via the antenna 12510.

When a text message, e.g., email, 1s transmitted in a data
communication mode, text data of the text message 1s mput
via the operation panel 12540 and 1s transmitted to the
central controller 12610 via the operation input controller
12640. By the control of the central controller 12610, the
text data 1s transformed into a transmission signal via the
modulation/demodulation unit 12660 and the communica-
tion circuit 12610 and 1s transmitted to the wireless base
station 12000 via the antenna 12510.

In order to transmit 1mage data 1n the data communication
mode, image data captured by the camera 12530 1s provided
to the 1mage encoder 12720 via the camera interface 12630.
The mmage data captured by the camera 12530 may be
directly displayed on the display screen 12520 wvia the
camera interface 12630 and the LCD controller 12620.

A structure of the image encoder 12720 may correspond
to that of the video encoding apparatus described above. The
image encoder 12720 may transform the image data
received from the camera 123530 into compressed and
encoded 1mage data according to the aforementioned video
encoding method, and then output the encoded 1image data to
the multiplexer/demultiplexer 12680.

During a recording operation of the camera 12530, a
sound signal obtained by the microphone 12550 of the
mobile phone 12500 may be transformed 1nto digital sound
data via the sound processor 12650, and the digital sound
data may be transmitted to the multiplexer/demultiplexer
12680.

The multiplexer/demultiplexer 12680 multiplexes the
encoded image data recerved from the image encoder 12720,
together with the sound data received from the sound
processor 12650. A result of multiplexing the data may be
transformed into a transmission signal via the modulation/
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demodulation unit 12660 and the communication circuit
12610, and may then be transmitted via the antenna 12510.

While the mobile phone 12500 receives communication
data from the outside, frequency recovery and analog-to-
digital conversion (ADC) are performed on a signal received
via the antenna 12510 so as to convert the recerved signal
into a digital signal. The modulation/demodulation unit
12660 modulates a frequency band of the digital signal. The
frequency-band modulated digital signal 1s transmuitted to the
video decoder 12690, the sound processor 126350, or the
LCD controller 12620, according to the type of the digital
signal.

In the conversation mode, the mobile phone 12500 ampli-
fies a signal received via the antenna 12510, and obtains a
digital sound signal by performing frequency conversion
and ADC on the amplified signal. A received digital sound
signal 1s converted to an analog sound signal via the modu-
lation/demodulation unit 12660 and the sound processor
12650, and the analog sound signal 1s output via the speaker
12580 by the control of the central controller 12710.

When, in the data communication mode, data of a video
file accessed at an Internet website 1s received, a signal
received from the wireless base station 12000 via the
antenna 123510 1s output as multiplexed data via the modu-
lation/demodulation unit 12660, and the multiplexed data 1s
transmitted to the multiplexer/demultiplexer 12680.

In order to decode the multiplexed data recerved via the
antenna 123510, the multiplexer/demultiplexer 12680 demul-
tiplexes the multiplexed data into an encoded video data
stream and an encoded audio data stream. Via the synchro-
nization bus 12730, the encoded video data stream and the
encoded audio data stream are provided to the video decoder
12690 and the sound processor 126350, respectively.

A structure of the image decoder 12690 may correspond
to that of the video decoding apparatus described above. The
image decoder 12690 may decode the encoded video data to
obtain reconstructed video data and provide the recon-
structed video data to the display screen 12520 via the LCD
controller 12620, by using the aforementioned video decod-
ing method.

Thus, the data of the video file accessed at the Internet
website may be displayed on the display screen 12520. At
the same time, the sound processor 12650 may transform
audio data into an analog sound signal, and provide the
analog sound signal to the speaker 12580. Thus, audio data
contained 1n the video file accessed at the Internet website
may also be reproduced via the speaker 12580.

The mobile phone 12500 or a communication terminal in
a different form may be a transcerving terminal including
both a video encoding apparatus and a video decoding
apparatus, a transmitting terminal including only the afore-
mentioned video encoding apparatus, or a receiving terminal
including only the video decoding apparatus.

A communication system 1s not limited to the communi-
cation system described above with reference to FIG. 23.
For example, FIG. 25 illustrates a digital broadcasting
system employing a communication system, according to an
embodiment. The digital broadcasting system of FIG. 25
according to an embodiment may receive a digital broadcast
transmitted via a satellite or a terrestrial network by using
the video encoding apparatus and the video decoding appa-
ratus.

In more detail, a broadcasting station 12890 transmits a
video data stream to a communication satellite or a broad-
casting satellite 12900 by using radio waves. The broad-
casting satellite 12900 transmits a broadcast signal, and the
broadcast signal 1s transmitted to a satellite broadcast
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receiver via a household antenna 12860. In every house, an
encoded video stream may be decoded and reproduced by a
TV recerver 12810, a set-top box 12870, or another device.

When the video decoding apparatus 1s implemented 1n a
reproducing apparatus 12830, the reproducing apparatus
12830 may parse and decode an encoded video stream
recorded on a storage medium 12820, such as a disc or a
memory card to reconstruct digital signals. Thus, the recon-
structed video signal may be reproduced, for example, on a
monitor 12840.

In the set-top box 12870 connected to the antenna 12860
for a satellite/terrestrial broadcast or a cable antenna 12850
for receiving a cable television (1V) broadcast, the video
decoding apparatus may be installed. Data output from the
set-top box 12870 may also be reproduced on a TV monitor
12880.

As another example, the video decoding apparatus may be
installed 1n the TV receiver 12810 instead of the set-top box
12870.

An automobile 12920 that has an appropriate antenna
12910 may recerve a signal transmitted from the satellite
12900 or the wireless base station 11700. A decoded video
may be reproduced on a display screen of an automobile
navigation system 12930 installed 1n the automobile 12920.

A video signal may be encoded by the video encoding
apparatus and may then be recorded to and stored in a

storage medium. In more detail, an 1mage signal may be
stored 1n a DVD disc 12960 by a DVD recorder or may be

stored 1n a hard disc by a hard disc recorder 12950. As
another example, the video signal may be stored 1n an SD
card 12970. If the hard disc recorder 12950 includes the

video decoding apparatus according to the embodiment, a
video signal recorded on the DVD disc 12960, the SD card

129770, or another storage medium may be reproduced on the
TV monitor 12880.

The automobile navigation system 12930 may not include
the camera 12530, the camera interface 12630, and the
image encoder 12720 of FIG. 25. For example, the computer
12100 and the TV receiver 12810 may not include the
camera 123530, the camera interface 12630, and the image
encoder 12720 of FIG. 25.

FIG. 26 1llustrates a network structure of a cloud com-
puting system using a video encoding apparatus and a video
decoding apparatus, according to an embodiment.

The cloud computing system may include a cloud com-
puting server 14100, a user database (DB) 14100, a plurality
of computing resources 14200, and a user terminal.

The cloud computing system provides an on-demand
outsourcing service of the plurality of computing resources
14200 via a data communication network, e.g., the Internet,
in response to a request from the user terminal. Under a
cloud computing environment, a service provider provides
users with desired services by combining computing
resources at data centers located at physically different
locations by using virtualization technology. A service user
does not have to install computing resources, €.g., an appli-
cation, a storage, an operating system (OS), and security
software, into his/her own terminal 1n order to use them, but
may select and use desired services from among services in
a virtual space generated through the virtualization technol-
ogy, at a desired point in time.

A user terminal of a specified service user 1s connected to
the cloud computing server 14000 via a data communication
network including the Internet and a mobile telecommuni-
cation network. User terminals may be provided cloud
computing services, and particularly video reproduction
services, Irom the cloud computing server 14000. The user
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terminals may be various types of electronic devices capable
of being connected to the Internet, e.g., a desktop PC 14300,
a smart TV 14400, a smart phone 14500, a notebook
computer 14600, a portable multimedia player (PMP)
14700, a tablet PC 14100, and the like.

The cloud computing server 14100 may combine the
plurality of computing resources 14200 distributed in a
cloud network and provide user terminals with a result of
combining. The plurality of computing resources 14200 may
include various data services, and may include data
uploaded from user terminals. As described above, the cloud
computing server 14100 may provide user terminals with
desired services by combining video database distributed 1n
different regions according to the virtualization technology.

User information about users who have subscribed for a
cloud computing service 1s stored in the user DB 14100. The
user 1nformation may include logging 1nformation,
addresses, names, and personal credit information of the
users. The user information may further include indexes of
videos. Here, the indexes may include a list of videos that
have already been reproduced, a list of videos that are being,
reproduced, a pausing point of a video that was being
reproduced, and the like.

Information about a video stored in the user DB 14100
may be shared between user devices. For example, when a
video service 1s provided to the notebook computer 14600 1n
response to a request from the notebook computer 14600, a
reproduction history of the video service 1s stored in the user
DB 14100. When a request to reproduce the video service 1s
received from the smart phone 14500, the cloud computing
server 14000 searches for and reproduces the video service,
based on the user DB 14100. When the smart phone 14500
receives a video data stream from the cloud computing
server 14000, a process of reproducing video by decoding
the video data stream 1s similar to an operation of the mobile
phone 12500 described above with reference to FIG. 23.

The cloud computing server 14000 may refer to a repro-
duction history of a desired video service, stored in the user
DB 14100. For example, the cloud computing server 14000
receives a request to reproduce a video stored 1n the user DB
14100, from a user terminal. IT this video was being repro-
duced, then a method of streaming this video, performed by
the cloud computing server 14000, may vary according to
the request from the user terminal, 1.e., according to whether
the video will be reproduced, starting from a start thereof or
a pausing point thereol. For example, if the user terminal
requests to reproduce the video, starting from the start
thereol, the cloud computing server 14000 transmits stream-
ing data of the video starting from a first frame thereof to the
user terminal. If the user terminal requests to reproduce the
video, starting from the pausing point thereof, the cloud
computing server 14000 transmits streaming data of the
video starting from a frame corresponding to the pausing
point, to the user terminal.

In this case, the user terminal may include the video
decoding apparatus as described above with reference to
FIGS. 1A through 26. As another example, the user terminal
may 1include the video encoding apparatus as described
above with reference to FIGS. 1A through 26. Alternatively,
the user terminal may include both the video decoding
apparatus and the video encoding apparatus as described
above with reference to FIGS. 1A through 26.

Various applications of a video encoding method, a video
decoding method, a video encoding apparatus, and a video
decoding apparatus according to various embodiments
described above with reference to FIGS. 1A through 26 have
been described above with reference to FIGS. 13 through 19.
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However, various embodiments of methods of storing the
video encoding method and the video decoding method 1n a
storage medium or various embodiments of methods of
implementing the video encoding apparatus and the video
decoding apparatus 1n a device described above with refer-
ence to FIGS. 1A through 19 are not limited to the embodi-
ments of FIGS. 20 through 26.

Throughout the specification, the description “A may
include one of al, a2, and a3” may mean that an exemplary
clement that may be included 1n an A element may be al, a2,
or a3.

However, the element that may be included in the A
clement 1s not limited to al, a2, or a3 due to the description.
Thus, the element that may be included 1in the A element
should not be exclusively construed as being limited to al,
a2, and a3 excluding other elements that are not specified
herein.

The description means that the A element may include al,
may 1nclude a2, or may include a3. The description does not
mean that elements included in the A element should be
selectively determined from a predetermined group. For
example, the description should not be construed as being
limited to that al, a2, or a3 selected from a group necessarily
including al, a2, and a3 configures an A component.

Throughout the specification, the description “at least one
of al, a2, and/or a3” indicates one of “al”, “a2”, “a3”, “al
and a2, “al and a3”, “a2 and a3, and “‘al, a2 and a3”.

Therefore, the description should not be construed as
being limited to that the description “at least one of al, a2,
and/or a3 means “at least one of al”, “at least one of a2”,
and/or “at least one of a3”, unless there 1s a particular
description “at least one of al, at least one of a2, and/or at
least one of a3”.

The one or more embodiments may be written as com-
puter programs and may be implemented i1n general-use
digital computers that execute the programs by using a
computer-readable recording medium. Examples of the
computer-readable recording medium include magnetic stor-
age media (e.g., ROM, tloppy disks, hard disks, etc.), optical
recording media (e.g., CD-ROMs, or DVDs), etc.

While this disclosure has been particularly shown and
described with reference to embodiments thereotf, 1t will be
understood by those of ordinary skill 1n the art that various
changes in form and details may be made therein without
departing from the spirit and scope of the disclosure. The
embodiments should be considered in a descriptive sense
only and not for purposes of limitation. The scope of the
disclosure 1s defined not by the detailed description of the
disclosure but by the appended claims, and all differences
within the scope will be construed as being included in the
present disclosure.

The mmvention claimed 1s:

1. A video decoding method comprising:

obtaining a residue of a first sampling rate regarding a

current block by decoding a bitstream;

when the current block 1s intra predicted, generating a

prediction block of the current block of the first sam-
pling rate which 1s same as the first sampling rate of the
residue by using a block that 1s previously decoded at
the first sampling rate and then stored 1n a bufler;

when the current block 1s inter predicted, generating a

prediction block of a second sampling rate, which 1s
different from the first sampling rate of the residue, by
using an image previously decoded at the second
sampling rate which 1s changed from at least one block
of the first sampling rate comprised in the image
previously decoded, wherein the at least one block of
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the first sampling rate 1s based on another residue of the
first sampling rate, and wherein the another residue of
the first sampling rate 1s obtained from the bitstream
and 1s related to the image previously decoded, and
then generating the prediction block of the current
block of the first sampling rate which 1s same as the first
sampling rate of the residue by changing the generated
prediction block of the second sampling rate to the
prediction block of the first sampling rate; and

generating a reconstruction block of the first sampling rate
by using the prediction block of the first sampling rate
and the residue of the first sampling rate,

wherein the first sampling rate 1s higher than the second
sampling rate.

2. The video decoding method of claim 1, further com-

prising storing the reconstruction block of the first sampling

rate 1n the bufler.

3. The video decoding method of claim 1, further com-
prising, when a block to be decoded after the current block
1s 1ntra predicted, generating a prediction block of the block
to be decoded after the current block by using the recon-

struction block of the first sampling rate.

4. The video decoding method of claim 1, wherein 1n t

generating, when the current block is 1ntra predleted of t

1C

1C

predlctlen block of the current block by using the block that

1s previously decoded at the first sampling rate and then 1

15

stored 1n the bufler,

a reference pixel, which 1s from among pixels comprised
in the current block and 1s to be used 1n intra predicting
a block to be decoded after the current block, 1
predicted by using the block that 1s previously decoded
at the first sampling rate and then 1s stored 1n the bufler,

other pixels excluding the reference pixel which are
comprised 1n the current block are predicted by using a
block of the second sampling rate which is previously
decoded and then 1s stored in the bufler, and

the block of the second sampling rate 1s generated by
changing the block that 1s previously decoded at the
first sampling rate to the second sampling rate.

5. A non-transitory computer readable recording medium

having recorded thereon a program for executing the method
of claim 1.

6. A video decoding apparatus comprising:

a bufler configured to store a block to be used in intra
prediction; and

a decoder configured to:

obtain a residue of a first sampling rate regarding a current
block by decoding a bitstream,

when the current block is intra predicted, generate a
prediction block of the current block of the first sam-
pling rate which 1s same as the first sampling rate of the
residue by using a block that 1s previously decoded at

the first sampling rate and then 1s stored 1n the bufler,
and
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when the current block 1s inter predicted, generate a
prediction block of a second sampling rate which 1s
different from the first sampling rate of the residue, by
using an image previously decoded at the second
sampling rate which 1s changed from at least one block
of the first sampling rate comprised 1n the image
previously decoded, wherein the at least one block of
the first sampling rate 1s based on another residue of the
first sampling rate, and wherein the another residue of
the first sampling rate 1s obtained from the bitstream
and 1s related to the image previously decoded, and
generate the prediction of the current block of the first
sampling rate which 1s same as the first sampling rate

of the residue by changing the generated prediction

block of the second sampling rate to the prediction
block of the first sampling rate,

generate a reconstruction block of the first sampling rate
by using the prediction block and the residue of the first
sampling rate,

wherein the first sampling rate 1s higher than the second
sampling rate.

7. A video encoding method comprising:

when a current block 1s intra predicted, generating a
prediction block of the current block of a first sampling
rate which 1s same as a sampling rate of a residue by
using a block that 1s previously decoded at the first
sampling rate and then 1s stored in a bufler;

when the current block i1s inter predicted, generating a
prediction block of a second sampling rate which 1s
different from the first sampling rate of the residue, by
using an image previously decoded at the second
sampling rate which 1s changed from at least one block
of the first sampling rate comprised in the image
previously decoded, wherein the at least one block of
the first sampling rate 1s based on another residue of the
first sampling rate, and the another residue of the first
sampling rate 1s to be included 1n a bitstream and 1s
related to the image previously decoded and generate
the prediction block of the current block of the first
sampling rate which 1s same as the first sampling rate

of the residue by changing the generated prediction

block of the second sampling rate to the prediction
block of the first sampling rate; and

determining the residue of the first sampling rate regard-
ing the current block by using the generated prediction
block of the first sampling rate, and generating the
bitstream comprising the determined residue of the first
sampling rate,

wherein the first sampling rate 1s higher than the second
sampling rate.
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