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FILE TRANSFER ABSTRACTION ON A
COMPUTER NETWORK

TECHNICAL FIELD

This disclosure relates to computer networks, and more
specifically, to performing file transfers on a network.

BACKGROUND

Enterprise networks commonly transfer, at the direction
of users, files 1nto and out of the enterprise network. Opera-
tional risk often accompanies such transiers, since network
and/or data security may be compromised during or as a
result of file transfers. Various enterprise network tools are
sometimes used to manage the secure transier of files. Such
tools may not only enable secure transier of files between
computers within an enterprise, but also enable file transiers
involving computing systems outside an enterprise firewall.
Managed file transter (MFT) systems, for example, perform
file transters between people, sites, applications, and exter-
nal partners. In some cases, a managed file transier system
may provide reporting and auditability features.

SUMMARY

Aspects of this disclosure describe techniques for provid-
ing an abstraction layer for one or more file transfer tools,
managed {file transfer systems, or similar systems that may
operate on a public network, or on a network controlled by
an organization or enterprise. In some examples, such tech-
niques may mvolve providing a front-end for a managed file
transier system that may hide some details of the operations
performed by the file transfer system. A computing system
may 1nteract with one or more file transier tools to provision
a channel or data path between computing systems, perform
a file transier between the computing systems, and perform
sustainment and/or maintenance tasks associated with the
provisioned data path. In some examples, such sustainment
tasks may include lifecycle management tasks associated
with the channel or data path. Techniques in accordance with
one or more aspects of the present disclosure may enable an
enterprise or other network to operate more reliably, more
consistently, with less susceptibility to human error, and
with less exposure to operational risk.

In one example, this disclosure describes a method com-
prising: outputting, by a computing system and to a client
computing device, a user interface including a prompt to
transier information on a network; receiving, by the com-
puting system and responsive to the prompt, a request to
transier a file on the network; determining, by the computing,
system, a set of provisioning commands for provisioning a
data path to transier the file on the network using one or
more file transter tools, wherein the one or more file transier
tools are selected from among a plurality of file transter tools
available on the network; provisioning, by the computing
system, the data path by 1ssuing the provisioning commands
to the one or more file transfer tools; transferring, by the
computing system, the file on the network by causing or
enabling the one or more {ile transier tools to transier the file
over the data path; determining, by the computing system, a
set of sustainment commands for maintaining the data path;
and maintaining, by the computing system, the data path by
issuing the sustainment commands to the one or more file
transier tools.

In another example, this disclosure describes a system
comprising a storage device; and processing circuitry having
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access to the storage device and configured to: output, to a
client computing device, a user interface including a prompt
to transier information on a network, receive, responsive to
the prompt, a request to transfer a file on the network,
determine a set of provisioning commands for provisioning
a data path to transfer the file on the network using one or
more file transter tools, wherein the one or more file transier
tools are selected from among a plurality of file transter tools
available on the network, provision the data path by issuing
the provisioning commands to the one or more file transier
tools, transier the file on the network by causing or enabling
the one or more file transter tools to transter the file over the
data path, determine a set of sustainment commands for
maintaining the data path, and maintain the data path by
issuing the sustainment commands to the one or more file
transier tools.

In another example, this disclosure describes a computer-
readable storage medium comprises instructions that, when
executed, configure processing circuitry of a computing
system to: output, to a client computing device, a user
interface including a prompt to transier information on a
network; receive, responsive to the prompt, a request to
transier a file on the network; determine a set of provisioning
commands for provisioning a data path to transfer the file on
the network using one or more file transfer tools, wherein the
one or more file transfer tools are selected from among a
plurality of file transfer tools available on the network;
provision the data path by 1ssuing the provisioming com-
mands to the one or more file transter tools; transter the file
on the network by causing or enabling the one or more file
transter tools to transier the file over the data path; determine
a set ol sustainment commands for maintaining the data
path; and maintain the data path by 1ssuing the sustainment
commands to the one or more file transfer tools.

The details of one or more examples of the disclosure are
set forth 1n the accompanying drawings and the description
below. Other features, objects, and advantages of the dis-
closure will be apparent from the description and drawings,
and from the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a conceptual diagram 1llustrating an example
system for providing an abstraction layer for one or more file
transier tools, 1n accordance with one or more aspects of the
present disclosure.

FIG. 2 1s a conceptual diagram 1llustrating an example
computing system that provides an abstraction layer for one
or more file transfer tools, in accordance with one or more
aspects of the present disclosure.

FIG. 3 1s a conceptual diagram 1illustrating an example
user interface, presented by a client computing device, for
initiating a file transtfer in accordance with one or more
aspects of the present disclosure.

FIG. 4 15 a flow diagram illustrating an example process
for performing {ile transier tasks in accordance with one or
more aspects ol the present disclosure.

DETAILED DESCRIPTION

FIG. 1 1s a conceptual diagram 1llustrating an example
system for providing an abstraction layer for one or more file
transier tools, 1n accordance with one or more aspects of the
present disclosure. The example system 100 illustrated in
FIG. 1 includes a number of computing systems connected
via network 102 and network 105. Enterprise network 101
may represent a collection of computing devices managed or
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administered by an organization or corporate entity, such as
XY7Z Bank. In particular, enterprise network 101 may
include internal computing systems 150A through 150C

(collectively “computing systems 1507), file transier tools
120A and 120B (collectively “file transier tools 1207°), and

one or more abstraction computing systems 140. Computing
systems 150 may each represent any appropriate computing
system that may reside within enterprise network 101, such
as an application server, information server, or other system.
In some examples, one or more computing systems 150 may
interact with one or more client computing systems 110 to
perform tasks, services, and/or other functions on behalf of
client computing systems 110 or other systems within enter-
prise network 101. One or more client computing systems
110 may be included within enterprise network 101 or may
be a remote system having access to one or more systems
within enterprise network 101. Aspects of enterprise net-
work 101 may be administered, controlled, and/or monitored
by an admimstrator or agent of XYZ Bank operating one or
more workstations 155.

One or more of the systems within enterprise network 101
may communicate with each other over network 102, and
may communicate with external computing system 190A
through 190C (collectively “external computing systems
190”) over network 10S5. Each of external computing sys-
tems 190 may be associated with a diflerent organization or
entity. One or more of external computing systems 190 may
also represent a publicly available computing system, such
as a web site, application server, {ile transfer server, or other
similar system. External computing system 190C, for
example, may be owned and/or controlled by ABC Entity,
which may be an enfity that 1s different than XY Z Bank, but
may have a partnership or other business relationship with
XY7Z Bank. For example, if XYZ Bank 1s a financial
institution, ABC Entity may be another financial 1nstitution
(e.g., a rival bank). In other examples, ABC Entity may be
in a different line of business than XYZ Bank (e.g., a credit
reporting agency, or another type of information or service
provider). Workstation 195 may be operated by an agent or
employee of ABC Entity, and may be responsible for aspects
of the operation of external computing system 190C.

Each of external computing systems 190, workstation
195, computing systems 150, workstation 155, file transfer
tools 120, and computing systems 140 may be implemented
as any suitable computing system, such as one or more
server computers, workstations, mainframes, appliances,
cloud computing systems, and/or other computing systems
that may be capable of performing operations and/or func-
tions described in accordance with one or more aspects of
the present disclosure. In some examples, one or more of
such systems may represent a cloud computing system,
server farm, and/or server cluster (or portion thereof) that
provides services to client devices and other devices or
systems. In other examples, one or more of such systems
may represent or be implemented through one or more
virtualized compute instances (e.g., virtual machines, con-
tainers) ol a data center, cloud computing system, server
farm, and/or server cluster.

For ease of illustration, a limited number of external
computing systems 190, workstation 195, computing sys-
tems 150, workstation 155, file transfer tools 120, client
computing systems 110, and computing system 140 are
shown within FIG. 1 and/or 1n other illustrations referenced
herein. However, techniques 1n accordance with one or more
aspects of the present disclosure may be performed with
many more ol such systems, and collective references to
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4

components, devices, modules, and/or systems may repre-
sent references to any number of such components, devices,
modules, and/or systems.

File transfer tools 120, shown within enterprise network
101, may each represent a computing system, tool, channel,
gateway, and/or service for transierring a file within enter-
prise network 101 and/or between enterprise network 101
and one or more of external computing systems 190. For
instance, one or more of file transier tools 120 may be a
system for managing SFTP (Secure File Transier Protocol)
file transfers. In another example, one or more of file transfer
tools 120 may be a file transter platform, often provided by
a third party, that 1s capable of managing file transfers
involving a variety of protocols. Such file transier platiorms
may include a managed file transter (MFT) tool or solution,
such as the Axway Securelransport multi-protocol MFET
solution available from Axway Inc., IBM’s Managed File
Transter suite of products, or Coviant Software’s Diplomat
MEFT solution. In some examples, one or more of file transfer
tools 120 may serve as a gateway lor securing, managing,
and tracking file flows between systems, applications, and
people both inside enterprise network 101 and between
enterprise network 101 and systems, applications, and
people external to enterprise network 101.

In general, each of file transfer tools 120 may be any
solution or collection of technologies, channels, protocols,
and/or systems that enable file transfers. One or more file
transier tools 120 may be capable of being controlled by
another computing system, and may expose an API or may
provide some other programmatic method for enabling such
control (e.g., a batch feed, command line interfaces, or a
database interface, such as ODBC or JDBC). Although for
ease of 1llustration, file transfer tools 120 are shown within
FIG. 1 as separate systems, one or more of {ile transfer tools
120 may be implemented as part ol another systems
included within FIG. 1 (e.g., one or more of computing
systems 150 or external computing systems 190). Further,
one or more of file transfer tools 120 may be implemented
as a hardware and/or software module executing on one or
more systems (computing systems 1350) included within
FIG. 1.

Abstraction computing system 140 may represent a sys-
tem that provides services that include providing an abstrac-
tion layer for one or more file transter tools 120, 1n accor-
dance with one or more aspects of the present disclosure. In
some examples, computing system 140 may perform f{ile
transier services on behall of a user of client computing
system 110, and may perform various tasks associated with
such a file transfer by interacting with one or more {ile
transier tools 120 on behalf of the user of client computing
system 110. Alternatively or in addition, computing system
140 may provide a user interface or conceptual front-end for
file transter tools 120.

Client computing system 110 may be implemented as any
suitable computing system, such as a mobile, non-mobile,
wearable, and/or non-wearable computing device. Client
computing system 110 may, 1n some examples, represent a
smart phone, a tablet computer, a computerized watch, a
personal digital assistant, a virtual assistant, a gaming sys-
tem, a media player, an e-book reader, a television or
television platform, an automobile, or navigation, informa-
tion and/or entertainment system for an automobile or other
vehicle, a laptop or notebook computer, a desktop computer,
or any other type of wearable, non-wearable, mobile, or
non-mobile computing device that may perform operations
in accordance with one or more aspects of the present
disclosure.
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Network 105 may be the internet or may include or
represent any public or private communications network or
other network. For instance, network 105 may be a cellular,
Wi-Fi®, ZigBee, Bluetooth, Near-Field Communication
(NFC), satellite, enterprise, service provider, and/or other
type of network enabling transfer of transmitting data
between computing systems, servers, and computing
devices. One or more of client devices, server devices, or
other devices may transmit and receive data, commands,
control signals, and/or other information across network 103
using any suitable communication techniques. Network 105
may include one or more network hubs, network switches,
network routers, satellite dishes, or any other network equip-
ment. Such devices or components may be operatively
inter-coupled, thereby providing for the exchange of infor-
mation between computers, devices, or other components
(e.g., between one or more client devices or systems and one
or more server devices or systems). Each of the devices or
systems 1llustrated 1in FIG. 1 may be operatively coupled to
network 105 using one or more network links. The links
coupling such devices or systems to network 105 may be
Ethernet, Asynchronous Transfer Mode (ATM) or other
types of network connections, and such connections may be
wireless and/or wired connections. One or more of the
devices or systems 1llustrated i FIG. 1 or otherwise on
network 105 may be 1n a remote location relative to one or
more other illustrated devices or systems.

Similarly, network 102 may be a network enabling trans-
fer of transmitting data between computing systems, servers,
and computing devices within enterprise network 101 and
operated, administered, or otherwise under control of an
organization, such as an enterprise, business, or corporation
(1.e., XYZ Bank i the example of FIG. 1). In some
examples, network 102 may be separated from network 1035
by a firewall or other device or system, and capable of
communicating with network 105 and/or device and systems
connected with network 105 pursuant to certain constraints.
Network 102 may be implemented 1n a manner similar to
network 105, and thus may include one or more network
hubs, network switches, network routers, or any other net-
work equipment.

Transterring files into and out of an enterprise network 1s
a common operation supported by nearly every enterprise
network. When a file transfer 1s performed 1n an enterprise
environment, particularly in large regulated enterprise envi-
ronments, 1t 1s oiten desirable and/or necessary to also carry
out additional or supplemental tasks 1n connection with such
a file transfer. For example, various compliance and/or
regulatory concerns may require certain tasks be performed
in connection with a file transter, such as those relating to
reporting, privacy preservation, recordkeeping, security
practices, transparency and visibility, as well as sustainment
tasks relating to maintaining the data path, connection, or
channel, such as performance metrics collection, perfor-
mance monitoring, audit trail creation, data preservation,
and others. In some examples, further tasks relating to life
cycle management of the data path may also be performed.

Accordingly, for a user that seeks to transfer a file, and 1n
order to support such functions and/or tasks, a significant
amount of information may be required of that user, much of
which may be necessary for performing the supplemental
tasks typically carried out 1n connection with the file trans-
fer. To manage such requirements and additional tasks, one
or more {ile transfer tools 120 are typically used. In some
cases, some of file transfer tools 120 may be relatively
primitive 1n nature, but may be appropriate for performing,
part of the set of tasks associated with transierring a par-
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ticular file. In other cases, one or more file transfer tools 120
may be relatively sophisticated, and may provide a higher
level of security and control than using lower-level file
transier techniques, such as FIPS and HTTPS. In general,
however, properly configuring and/or provisioning each of
the set of technologies, interfaces, protocols, and standards
associated with each of file transfer tools 120 may require
different procedures or may involve navigating different user
interfaces or models of the file transfer procedure. The
disparate technologies, connections, channels, and other
characteristics associated with transferring a file 1n a large
enterprise network tends to significantly complicate the task
of choosing, provisioning, and using one or more of a wide
variety ol available file transter tools 120.

For example, in the system illustrated 1n FIG. 1, file
transfer tool 120A may perform a managed file transter in
response to user mput. In such an example, client computing
system 110 detects input and outputs a signal over network
102. File transter tool 120A detects a signal over network
102 and determines that the signal corresponds a request, by
a user operating client computing system 110, to transier file
191A at external computing system 190A to computing
system 150A. In response, file transfer tool 120A outputs a
series of signals over network 102. Client computing system
110 receives the signals and outputs a series of user inter-
faces, prompting a user of client computing system 110 for
a variety of information. Client computing system 110 and
file transfer tool 120A further communicate over network
102, and file transfer tool 120A collects, based on input
detected at client computing system 110, information about
transierring file 191A to computing system 150A. Eventu-
ally, file transfer tool 120A transfers, in response to the
collected information, file 191A from external computing
system 190A to computing system 1350A. File transier tool
120A may also perform a variety of supplemental tasks,
betfore or after transierring the file, associated with the file
transier. In some examples, such tasks may include tasks
relating to provisioning the channel or data path over which
the file 1s transierred and performing sustainment operations
relating to helping to ensure that the provisioned channel or
data path may be used again.

In another example, file transfer tool 120B, which may be
a different type of tool and/or use a diflerent set of channels,
technologies, and/or configuration procedures, may also
perform a managed {file transier 1n response to user input.
For instance, still referring to the example of FIG. 1, client
computing system 110 detects input and outputs a signal
over network 102. File transfer tool 120B detects a signal
over network 102 and determines that the signal corresponds
a request, by a user operating client computing system 110,
to transier file 151B at computing system 150B to external
computing system 190B. In response, file transter tool 1208
outputs a series of signals over network 102. Client com-
puting system 110 receives the signals and outputs a series
ol user interfaces, prompting the user of client computing
system 110 for a variety of information. Eventually, file
transier tool 120B collects sutlicient information to transier
file 151B, and file transfer tool 120B then transiers file
151B, and also performs any appropriate supplemental tasks
(e.g., those relating to provisioning, sustainment, and/or
lifecycle management).

The information required of a user to perform the file
transier mnvolving file 151B may be significantly diflerent
than the mformation required to perform a file transier
involving file 191A. For example, i the examples
described, file 151B is transterred by file transter tool 1208,

which may be a different type of system than file transier
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tool 120A. In some examples, file transfer tool 120A may be
a managed file transfer system, and file transfer tool 1208
may be a system for performing managed secure file transier
operations, or a managed file system developed by another
vendor. The procedures for using each such system may be
significantly different, and accordingly, file transfer tool
120B may cause a set of user interfaces to be presented to
a user of client computing system 110 that are significantly
different than the user interfaces presented to the user when
file transter tool 120A 1s involved. Further, since file 151B
1s stored on computing system 150B, rather than on external
computing system 190A, a different set of compliance
and/or regulatory rules may apply, and the information
required of the user of client computing system 110 may also
be different for that reason, and in some cases, significantly
different. Still further, a variety of underlying processes,
technology, protocols, and systems may be involved 1n any
type of file transfer, and when those file transfers difler in
even subtle ways, significantly different procedures may be
required. Accordingly, 1t may be diflicult to ensure consis-
tent compliance with regulatory and other requirements
relating to such file transfers when different file transfer tools
120 are used. As a result, the procedure for transterring a file
in system 100, even when file transfer tool 120A and file
transter tool 120B are used, may be operationally cumber-
some, inethcient, and diflicult to perform consistently.

Also, some of the tasks involved 1n such a file transfer
may require a high level of authentication in order to be
performed, so in many cases, such tasks might only be
arranged or performed by a small subset of users, such as
network administrators. In scenarios in which the number of
sulliciently-privileged administrators are limited, a potential
bottleneck for file transter may result. Further, when such
operations are performed 1n response to user mput, even
from an administrator, a malicious act or even an 1nnocent
mistake may result in data loss, a security breach, business
disruption, or other detrimental event. Accordingly, file
transiers performed by any of file transfer tools 120, even 1t
done under the direction of an administrator or in response
to administrator input, may expose enterprise network 101
to a significant amount of operational risk.

In the example of FIG. 1, and 1n accordance with one or
more aspects of the present disclosure, computing system
140 may provide file transfer services. In some examples,
system 140 may serve as a system that abstracts at least
some of the details underlying performance of a file transier.
Computing system 140 may further perform, schedule, or
arrange or cause the performance or scheduling of various
supplemental tasks associated with the file transter, such as
supplemental tasks relating to provisioning and sustainment
of the connection or data path.

In FIG. 1, computing system 140 may receive a request to
transier a specific file. For instance, with reference to FIG.
1, client computing system 110 outputs a signal over net-
work 102. Computing system 140 detects a signal and
determines that the signal corresponds to a request to
transter a file. Computing system 140 outputs a signal over
network 102. Client computing system 110 detects a signal
over network 102 and determines that the signal includes
information suflicient to present a user interface. Client
computing system 110 presents user interface 302 at a
display associated with client computing system 110. Client
computing system 110 detects mput and outputs a signal
over network 102. Computing system 140 detects a signal
over network 102 and determines that the signal corresponds
to information relating to a request, submitted by a user of
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client computing system 110 1n response to user interface
302, to transfer file 191C to computing system 150C.

Computing system 140 may identily a file transier tool
and related tasks associated with performing a file transter.
For instance, in the example of FIG. 1, computing system
140 analyzes the capabilities of one or more file transfer
tools 120 available within enterprise network 101. Comput-
ing system 140 determines, based on the source and nature
of the file, that file transier tool 120A 1s an appropriate file
transier tool for performing the requested file transier
involving file 191C. Computing system 140 further 1denti-
fies additional tasks relating to the file transier that should or
must be performed by file transfer tool 120A and/or other
systems within enterprise network 101. Such tasks may
involve provisioning a data path or channel between external
computing system 190C and computing system 150C. Such
tasks may further involve scheduling and/or performing
appropriate sustainment operations relating to the data path
or channel, once established. In some examples, sustainment
operations may further iclude various lifecycle manage-
ment operations associated with the data path or channel.

Computing system 140 may cause file transfer tool 120A
to provision a connection or data path for transferring file
191C. Computing system 140 outputs one or more signals
over network 102. File transfer tool 120A detects a signal
and determines that the signal corresponds to one or more
commands to provision or establish a data path or channel
for transferring file 191C from external computing system
190C to computing system 150C. For example, file transfer
tool 120A may, based on the commands, select and/or
configure the file transier platform to be used, and perform
firewall, operating system, and other network configura-
tions. Provisioning a data path may also involve performing
other tasks relating to transmission onboarding, such as
tasks relating to reporting, privacy preservation, recordkeep-
ing, security practices, transparency and visibility, audit trail
creation, firewall configuration, operating system configu-
ration, data preservation, and others. In some cases, various
compliance and/or regulatory concerns may require some or
all of such tasks to be performed in connection with provi-
sioning a data path for transferring a file.

Computing system 140 may cause file transter tool 120A
to transfer the file. Once a data path between external
computing system 190C and computing system 150C has
been provisioned, computing system 140 interacts, perhaps
in response to further iput or signals from client computing
system 110, with file transfer tool 120A to cause file transfer
tool 120A to perform the file transfer. In some examples,
computing system 140 1ssues commands to file transier tool
120A through an API (application programming interface)
exposed by file transfer tool 120A. In other examples, such
commands may be provided through a different type of
interface or may correspond to a native command issued to
file transfer tool 120A i1n order to perform the desired
operations. In response to receiving the commands, file
transtfer tool 120A executes the commands to perform the
file transter.

Computing system 140 may cause file transter tool 120A
to perform sustainment and/or lifecycle management tasks.
Computing system 140 may output one or more additional
signals over network 102. File transfer tool 120A may
determine that the signals recerved from computing system
140 (and/or earlier signals recerved from computing system
140) include information and/or commands relating to per-
forming a number of sustainment tasks. In other words, file
transfer tool 120A may also perform tasks relating to a
provisioned data path or channel that not only will allow file
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191C to be transterred, but that may allow additional files to
be transferred between external computing system 190C and
computing system 150C in the future. In some examples,
such sustainment tasks may include tasks relating to the
maintenance of the data path, tasks relating to ensuring that
compliance with regulatory and/or corporate or organiza-
tional policies and/or applicable regulations 1s maintained,
tasks relating to reporting or audit-trail creation, tasks relat-
ing to monitoring and/or testing of the data path, perfor-
mance metrics collection, performance momitoring, and
tasks relating to data preservation, scheduling, visibility
operations, and others.

In some examples, sustainment tasks may further include
one or more lifecycle management tasks. Lifecycle manage-
ment tasks may involve cleanup of stale data paths, com-
pliance checking, removing or disabling unused accounts,
security certificate monitoring and renewal. In general,
lifecycle management tasks may include sustainment tasks
that might not involve day to day attention, but that might
otherwise be needed to ensure that a data path configuration
does not otherwise go stale through lack of use, or if 1t does,
various lifecycle tasks might ensure that such a data path 1s
properly cleaned up and removed. File transfer tool 120A
may, in response to signals recerved from computing system
140, perform and/or schedule some or all of the sustainment
tasks. In some examples, performing and/or scheduling the
sustainment tasks may include performing and/or schedul-
ing the lifecycle management tasks (e.g., occasionally or
periodically) so that they are also performed at an appro-
priate time.

In the example just described, a user of client computing
system 110 specifies the source file and the destination, and
computing system 140 performs interactions with one or
more of file transier tools 120 and any associated systems
within enterprise network 101 and/or system 100. Accord-
ingly, computing system 140 may serve as an abstraction
layer for one or more file transter tools 120. As a result, a
user of client computing system 110 need not have the
detailed knowledge that may otherwise be required when
interacting with each of file transter tools 120 directly, and
less mput may be required of the user of client computing
system 110. Further, computing system 140 attends to details
for configuring one or more of file transfer tools 120 to
provision a data path or channel, perform and/or schedule
related operations associated with sustainment and/or life-
cycle management, and perform the file transfer. Accord-
ingly, such operations may be performed under machine

control (e.g., by computing system 140). By performing
such operations under machine control, they need not be
performed at the direction of a privileged user (1.e., admin-
istrator) of enterprise network 101 or a user operating client
computing system 110. Accordingly, there 1s less operational
risk associated with such operations, since sources of human
error are mitigated or eliminated. Therelfore, aspects of this
disclosure may improve the function of system 100 and/or
enterprise network 101 because providing an abstraction
layer for one or more file transfer tools may have the eflect
of causing system 100 and/or enterprise network 101 to
operate more reliably, more consistently, with less suscep-
tibility to human error, and with less exposure to operational
risk.

FIG. 1 1llustrates one example implementation of system
100. Although examples may be described herein in terms of
file transiers involving an enterprise network, techniques
described herein may apply to other types of network
operations, and the scope of this disclosure 1s not necessarily

limited to the type of file transiers described herein. Accord-
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ingly, other example or alternative implementations of sys-
tem 100 may be appropriate 1n other istances. Such imple-
mentations may include a subset of the devices and/or
components included in the example of FIG. 1 and/or may
include additional devices and/or components not shown 1n
FIG. 1. Therefore, although one or more implementations of
system 100 may be described with reference to FIG. 1,
system 100 may be implemented 1n a number of different
ways.

For instance, one or more devices of system 100 that may
be 1llustrated as separate devices may alternatively be imple-
mented as a single device; one or more components of
system 100 that may be illustrated as separate components
may alternatively be implemented as a single component.
Also, 1n some examples, one or more devices of system 100
that may be 1llustrated as a single device may alternatively
be implemented as multiple devices; one or more compo-
nents of system 100 that may be illustrated as a single
component may alternatively be implemented as multiple
components. Fach of the multiple devices and/or compo-
nents may be directly coupled via wired or wireless com-
munication and/or remotely coupled via one or more net-
works. Also, one or more devices or components that may be
illustrated 1n FIG. 1 may alternatively be implemented as
part of another device or component not shown 1n FIG. 1.

Further, certain operations, techniques, features, and/or
functions may be described herein as being performed by
specific components, devices, and/or modules 1n FIG. 1. In
other examples, such operations, techniques, features, and/
or functions may be performed by different components,
devices, or modules. Accordingly, some operations, tech-
niques, features, and/or functions that may be described
herein as being attributed to one or more components,
devices, or modules in FIG. 1 may, in other examples, be
attributed to other components, devices, and/or modules,
even 1f not specifically described herein 1n such a manner.

FIG. 2 1s a conceptual diagram illustrating an example
computing system that provides an abstraction layer for one
or more file transfer tools, in accordance with one or more
aspects of the present disclosure. System 200 of FIG. 2 may
be described as an example or alternative implementation of
system 100 of FIG. 1. In the example of FIG. 2, system 200
includes many of the same systems, devices, and/or com-
ponents shown in system 100 of FIG. 1, and each may
correspond to the system, device, and/or component having
the same reference numeral used 1n FIG. 1.

Included within FIG. 2 1s a block diagram of computing
system 240, which may be an example or alternative imple-
mentation of one or more computing systems 140 of FIG. 1.
In the example of FIG. 2, computing system 240 may
include power source 241, one or more processors 243, one
Oor more communication units 243, one or more mput devices
246, one or more output devices 247, and one or more
storage devices 250. Storage devices 250 may include
abstraction module 252, provisioning module 254, sustain-
ment module 256, and data store 259. One or more of the
devices, modules, storage areas, or other components of
computing system 240 may be interconnected to enable
inter-component communications (physically, communica-
tively, and/or operatively). In some examples, such connec-
tivity may be provided by through communication channels
(e.g., communication channel 242), a system bus, a network
connection, an 1ter-process communication data structure,
or any other method for communicating data.

Power source 241 may provide power to one or more
components ol computing system 240. Power source 241
may receive power from the primary alternating current
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(AC) power supply 1n a building, home, or other location. In
other examples, power source 241 may be a battery or a
device that supplies direct current (DC). In still further
examples, computing system 240 and/or power source 241
may receive power from another source. One or more of the
devices or components illustrated within computing system
240 may be connected to power source 241, and/or may
receive power from power source 241. Power source 241
may have intelligent power management or consumption
capabilities, and such features may be controlled, accessed,
or adjusted by one or more modules of computing system
240 and/or by one or more processors 243 to intelligently
consume, allocate, supply, or otherwise manage power.

One or more processors 243 of computing system 240
may implement functionality and/or execute instructions
associated with computing system 240 or associated with
one or more modules 1illustrated herein and/or described
below. One or more processors 243 may be, may be part of,
and/or may 1nclude processing circuitry that performs opera-
tions 1n accordance with one or more aspects of the present
disclosure. Examples of processors 243 include micropro-
cessors, application processors, display controllers, auxil-
lary processors, one or more sensor hubs, and any other
hardware configured to function as a processor, a processing,
unit, or a processing device. Central monitoring system 210
may use one or more processors 243 to perform operations
in accordance with one or more aspects of the present
disclosure using software, hardware, firmware, or a mixture
of hardware, software, and firmware residing 1n and/or
executing at computing system 240.

One or more communication units 245 ol computing
system 240 may communicate with devices external to
computing system 240 by transmitting and/or recerving data,
and may operate, 1n some respects, as both an input device
and an output device. In some examples, communication
unit 245 may communicate with other devices over a
network. In other examples, commumnication units 2435 may
send and/or recerve radio signals on a radio network such as
a cellular radio network. In other examples, communication
units 245 of computing system 240 may transmit and/or
receive satellite signals on a satellite network such as a
Global Positioning System (GPS) network. Examples of
communication units 245 include a network interface card
(e.g. such as an Ethernet card), an optical transceiver, a radio
frequency transceiver, a GPS receiver, or any other type of
device that can send and/or receive information. Other
examples of communication units 245 may include devices
capable of communicating over Bluetooth®, GPS, NFC,
ZigBee, and cellular networks (e.g., 3G, 4G, 5G), and
Wi-Fi® radios found in mobile devices as well as Universal
Serial Bus (USB) controllers and the like. Such communi-
cations may adhere to, implement, or abide by appropriate
protocols, including Transmission Control Protocol/Internet
Protocol (TCP/IP), Ethernet, Bluetooth, NFC, or other tech-
nologies or protocols.

One or more 1nput devices 246 may represent any input
devices ol computing system 240 not otherwise described
herein. One or more input devices 246 may generate,
receive, and/or process mput from any type ol device
capable of detecting input from a human or machine. For
example, one or more input devices 246 may generate,
receive, and/or process input in the form of electrical,
physical, audio, image, and/or visual input (e.g., peripheral
device, keyboard, microphone, camera).

One or more output devices 247 may represent any output
devices of computing system 240 not otherwise described
herein. One or more output devices 247 may generate,
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receive, and/or process mput from any type of device
capable of detecting input from a human or machine. For
example, one or more output devices 247 may generate,
receive, and/or process output in the form of electrical
and/or physical output (e.g., peripheral device, actuator).

One or more storage devices 250 within computing sys-
tem 240 may store information for processing during opera-
tion of computing system 240. Storage devices 250 may
store program instructions and/or data associated with one or
more of the modules described 1n accordance with one or
more aspects of this disclosure. One or more processors 243
and one or more storage devices 250 may provide an
operating environment or platform for such modules, which
may be implemented as software, but may 1n some examples
include any combination of hardware, firmware, and sofit-
ware. One or more processors 243 may execute instructions
and one or more storage devices 250 may store istructions
and/or data of one or more modules. The combination of
processors 243 and storage devices 250 may retrieve, store,
and/or execute the instructions and/or data of one or more
applications, modules, or software. Processors 243 and/or
storage devices 250 may also be operably coupled to one or
more other software and/or hardware components, 1nclud-
ing, but not limited to, one or more of the components of
computing system 240 and/or one or more devices or
systems 1llustrated as being connected to computing system
240.

In some examples, one or more storage devices 250 are
temporary memories, meaning that a primary purpose of the
one or more storage devices 1s not long-term storage.
Storage devices 250 of computing system 240 may be
configured for short-term storage of information as volatile
memory and therefore not retain stored contents 11 deacti-
vated. Examples of volatile memories include random
access memories (RAM), dynamic random access memories
(DRAM), static random access memories (SRAM), and
other forms of volatile memories known 1n the art. Storage
devices 2350, 1n some examples, also imnclude one or more
computer-readable storage media. Storage devices 250 may
be configured to store larger amounts of mformation than
volatile memory. Storage devices 250 may further be con-
figured for long-term storage of information as non-volatile
memory space and retain information after activate/ofl
cycles. Examples of non-volatile memories include mag-
netic hard disks, optical discs, Flash memories, or forms of
clectrically programmable memories (EPROM) or electri-
cally erasable and programmable (EEPROM) memories.

Abstraction module 252 may perform functions relating
to providing an abstraction layer for one or more file transier
tools and/or providing a unified front-end interface for one
or more file transier tools (e.g., managed file transier sys-
tems). Abstraction module 252 may perform file transier
services relating to requests that abstraction module 2352 of
computing system 240 receives from one or more client
computers (e.g., client computing system 110) within enter-
prise network 101. Abstraction module 252 may receive
information that abstraction module 252 determines
includes information about a file transfer, and may, 1n
response, identily an appropriate method for performing the
transier. Abstraction module 252 may perform an analysis of
information to identify an appropriate channel or set of
channels for performing a requested file transier. Abstraction
module 252 may interact with provisioning module 2354 to
provision an appropriate channel or data path. Abstraction
module 252 may also interact with one or more file transier
tools 120, through an API or otherwise, to cause one or more
file transfer tools 120 to perform file transier functions on
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behalf of a user of client computing system 110. Abstraction
module 252 may access data store 259 and determine that a
connection for a file transfer has already been established.
Abstraction module 252 may also determine that the
already-established data path has been properly maintained.
Abstraction module 252 may receive information from and
output information to one or more other modules, and may
otherwise interact with and/or operate 1n conjunction with
one or more other modules of computing system 240.

Provisioning module 254 may perform functions relating
to establishing a channel or data path between two comput-
ing systems that may be on the same network or may be on
different networks. Provisioning module 2354 may determine
appropriate protocols and technologies for performing the
file transier. Provisioning module 254 may identily one or
more file transier systems that may be appropniate for
performing the file transier. Provisioning module 254 may
provision a data path or channel between two computing
systems by interacting with one or more {ile transfer tools
120, through an API or otherwise, to establish a data path.
Provisioning module 254 may also 1dentily any related tasks
that are to be performed 1n the data path with the specified
file transier. Provisioning module 254 may store, within data
store 239, information relating to a provisioned data path.

Sustainment module 256 may perform functions relating
to performing tasks to maintain or ensure one or more data
paths or channels between computing systems within system
200 may be reused. In some examples, such tasks may
involve reporting, testing, momitoring, security, mainte-
nance, and other activities. In some examples, such tasks
may 1nclude lifecycle management tasks, which may also
ensure that previously-established data paths may be reused
tor later file transters, or that unused data paths are removed
or appropriately cleaned up. Sustainment module 256 1den-
tifies commands that, when 1ssued to file transfer tool 120A,
will cause the appropnate lifecycle management tasks to be
performed or scheduled to be performed at an appropnate
time.

Data store 259 may represent any suitable data structure
or storage medium for storing information related to channel
information and/or information relating to file transfers
performed between computing systems on a network. The
information stored 1n data store 259 may be searchable
and/or categorized such that one or more modules within
computing system 240 may provide an mput requesting
information from data store 259, and in response to the
input, recerve mformation stored within data store 239. Data
store 259 may be primarily maintained by provisioning
module 254. Data store 2359 may store channel information,
and 1information about the data path, such as security cer-
tificates, protocols used, and other information. Data store
2359 may receive from provisioning module 254 information
about a newly established data path. Data store 2359 may
provide other modules with access to the data stored within
data store 259, and/or may analyze the data stored within
data store 259 and output such information on behallf of
other modules of computing system 240.

Modules illustrated 1n FIG. 2 (e.g., abstraction module
252, provisioning module 254, sustainment module 256)
and/or 1illustrated or described elsewhere 1n this disclosure
may perform operations described using soitware, hardware,
firmware, or a mixture of hardware, software, and firmware
residing in and/or executing at one or more computing
devices. For example, a computing device may execute one
or more ol such modules with multiple processors or mul-
tiple devices. A computing device may execute one or more
of such modules as a virtual machine executing on under-
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lying hardware. One or more of such modules may execute
as one or more services of an operating system or computing
platform. One or more of such modules may execute as one
or more executable programs at an application layer of a
computing platform. In other examples, functionality pro-
vided by a module could be implemented by a dedicated
hardware device.

Although certain modules, data stores, components, pro-
grams, executables, data items, functional units, and/or other
items included within one or more storage devices may be
illustrated separately, one or more of such items could be
combined and operate as a single module, component,
program, executable, data item, or functional umit. For
example, one or more modules or data stores may be
combined or partially combined so that they operate or
provide functionality as a single module. Further, one or
more modules may interact with and/or operate 1n conjunc-
tion with one another so that, for example, one module acts
as a service or an extension of another module. Also, each
module, data store, component, program, executable, data
item, functional unit, or other item illustrated within a
storage device may include multiple components, sub-com-
ponents, modules, sub-modules, data stores, and/or other
components or modules or data stores not illustrated.

Further, each module, data store, component, program,
executable, data item, functional unit, or other item 1illus-
trated within a storage device may be implemented in
various ways. For example, each module, data store, com-
ponent, program, executable, data item, functional unit, or
other item 1llustrated within a storage device may be 1mple-
mented as a downloadable or pre-installed application or
“app.” In other examples, each module, data store, compo-
nent, program, executable, data item, functional unit, or
other item 1llustrated within a storage device may be imple-
mented as part of an operating system executed on a
computing device.

FIG. 2 1llustrates one example implementation of system
200. Other example or alternative implementations of sys-
tem 200 may be appropriate 1n other mnstances. Such imple-
mentations may include a subset of the devices and/or
components included in the example of FIG. 2 and/or may
include additional devices and/or components not shown 1n
FIG. 2. Accordingly, although one or more implementations
of system 200 of FIG. 2 are described, system 200 may be
implemented 1n a number of other ways.

For instance, one or more devices of system 200 that are
illustrated as separate devices may be implemented as a
single device; one or more components of system 200 that
are 1llustrated as separate components may be implemented
as a single component. Also, 1n some examples, one or more
devices of system 200 that are 1llustrated as a single device
may be implemented as multiple devices; one or more
components of system 200 that are i1llustrated as a single
component may be implemented as multiple components.
Each of the multiple devices and/or components may be
directly coupled via wired or wireless communication and/or
remotely coupled via one or more networks. Also, one or
more devices or components 1llustrated 1n FIG. 2 may also
be implemented as part of another device or component not
shown 1 FIG. 2. In this and other ways, some of the
functions described herein may be performed via distributed
processing by two or more devices.

Further, certain operations, techniques, features, and/or
functions are described herein as being performed by spe-
cific components, devices, and/or modules 1 FIG. 2. In
other examples, such operations, techniques, features, and/
or functions may be performed by different components,
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devices, or modules. Accordingly, some operations, tech-
niques, features, and/or functions described herein as being
attributed to one or more components, devices, or modules
in FIG. 2 may, in other examples, be attributed to other
components, devices, and/or modules, even 1I not specifi-
cally described herein 1n such a manner.

FIG. 3 1s a conceptual diagram illustrating an example
user interface, presented by a client computing device, for
mitiating a file transfer in accordance with one or more
aspects of the present disclosure. User interface 302, shown
presented within client display 111 of FIG. 3, may corre-
spond to a user interface presented by client computing
system 110 of FIG. 1 and/or FIG. 2. Although user interface
302 1s shown as a graphical user interface, other types of
interfaces may be presented in other examples, including a
text-based user interface, a console or command-based user
interface, a voice prompt user 1mterface, or any other appro-
priate user interface.

Client computing system 110 may present user interface
302 when input for a file transfer 1s being solicited from a
user of client computing system 110. For instance, in an
example that can be described with reference to FIG. 2 and
FIG. 3, client computing system 110 detects input and
outputs a signal over network 102. Communication unit 243
of computing system 240 detects a signal over network 102
and outputs to abstraction module 252 an indication of the
signal. Abstraction module 252 determines that the signal
originated from client computing system 110. Abstraction
module 252 causes communication unit 245 to output a
responsive signal over network 102. Client computing sys-
tem 110 detects the responsive signal and determines that the
signal includes information suflicient to generate a user
interface. Client computing system 110 generates user inter-
tace 302 and presents user interface 302 at client display 111
as 1llustrated 1n FIG. 3.

In FIG. 3, user interface 302 illustrates various source
ficlds 310 and destination fields 320 relating to a proposed
file transfer being requested by a user of client computing
system 110. Each of source fields 310 and destination fields
320 request information used to provision or establish a data
path for transferring a file between one computing system
and another. In the example shown, source fields 310 and
destination fields 320 include parallel or near-parallel fields
corresponding to information about the source and destina-
tion of the file transfer. The file to be transierred may be
identified in filename field 311.

In some examples, information requested 1n user interface
302 may be collected before a first file transier between the
source and destination computing systems, and once a data
path 1s established, some or all of the information requested
in user mterface 302 of FIG. 3 might not be requested again.
Instead, 1n some examples, later transiers may require the
name of the file being transterred, but other information may
be deduced, reused, or otherwise determined {from informa-
tion established during the first transfer.

Computing system 240 may use the information collected
by user interface 302 to 1dentily a requested file transter. For
instance, referring again to the examples of FIG. 2 and FIG.
3, client computing system 110 detects input and outputs a
signal over network 102. Communication unit 243 of com-
puting system 240 detects a signal over network 102 and
outputs to abstraction module 2352 an indication of the
signal. Abstraction module 252 determines that the signal
includes information about transierring a file between two
computing systems within system 200. In some examples,
abstraction module 252 determines that a user of client
computing system 110 has selected button 330 of user
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interface 302 after completing the requested information 1n
response to prompts presented i1n user interface 302.
Abstraction module 252 further determines that the signal
corresponds to a request to transter file 191C from external
computing system 190C (controlled by ABC Enfity) to
computing system 150C within enterprise network 101
associated with XY7Z Bank.

Computing system 240 may provision a data path
between ABC Entity and XYZ Bank, and in particular,
between external computing system 190C and computing
system 150C. For instance, referring again to FIG. 2,
abstraction module 252 outputs to provisioning module 254
information about the signal. Provisioning module 254
determines that the signal includes information about the
requested transfer, including some or all of the information
illustrated within user interface 302 of FIG. 3. Provisioning
module 254 performs an analysis of the information, and
identifies an appropriate data path, channel, set of channels,
or set of technologies for performing the requested file
transier. Provisioning module 254 determines what appro-
priate protocols and technologies are available for perform-
ing the file transfer. Provisioning module 254 identifies file
transier tool 120A as at least one of file transfer tools 120
that will be used to perform the file transfer.

Provisioning module 254 also identifies any related tasks
that are to be performed 1n connection with the specified file
transier. For example, such related tasks may include tasks
mandated by compliance and/or regulatory requirements
associated with a file transfer performed by XYZ Bank.
Such related tasks may also include tasks that are specified
by corporate policies maintamned by XYZ Bank or third
party agreements held by XYZ Bank. Provisioning module
254 may also perform other tasks relating to transmission
onboarding, such as tasks relating to reporting, privacy
preservation, recordkeeping, security practices, transpar-
ency and wvisibility, audit trail creation, transmission
onboarding, firewall configuration, operating system con-
figuration, audit trail creation, and data preservation. Provi-
sioning module 254 stores, within data store 259, informa-
tion relating to provisioning the data path between external
computing system 190C and computing system 150C. In
some cases, various compliance and/or regulatory concerns
may require some or all of such tasks to be performed in
connection with provisioning a data path for transferring a
file.

In some examples, computing system 240 may, when
provisioning the data path between external computing
system 190C and computing system 150C, require input
from an administrator of enterprise network 101. For
instance, with reference to FIG. 2, provisioning module 254
outputs one or more signals over network 102. Workstation
155 detects one or more signals over network 102 and
determines that the signals include information suflicient to
present a user interface. Workstation 155 presents a user
interface, prompting for information an administrator moni-
toring workstation 155. Workstation 155 detects mput and
outputs a signal over network 102. Communication unit 245
of computing system 240 detects a signal over network 102
and outputs an indication of a signal to provisioning module
254. Provisioning module 254 determines that the signal
includes information, responsive to the prompt presented at
workstation 155, relating to provisioning a data path
between external computing system 190C and computing
system 150C. In some examples, such information may
include information from an administrator indicating that the
data path and/or file transier has been approved and has been
confirmed as being properly established. Provisioning mod-
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ule 254 uses and/or stores the information (e.g., within data
store 259) when configuring the data path between external
computing system 190C and computing system 150C.

In some examples, computing system 240 may also
require, when provisioning the data path between external
computing system 190C and computing system 150C, mnput
from an agent or an admimstrator ol external computing
system 190C. For imstance, again with reference to FIG. 2,
provisioning module 254 outputs one or more signals over
network 102 and then network 105. Workstation 195 detects
one or more signals over network 1035 and determines that
the signals include immformation suflicient to present a user
interface. Workstation 195 presents a user interface, prompt-
ing for information an administrator or agent of ABC Enfity
that may be monitoring workstation 195. In one example,
such a procedure might imnvolve provisioning module 254
causing an email to be directed to a user of workstation 1935
that includes a link; when a user of workstation 195 selects
the link, workstation 195 presents a user interface. Work-
station 195 detects mput and outputs a signal over network
105 and then network 102. Communication unit 2435 of
computing system 240 detects a signal over network 102 and
outputs an indication of a signal to provisioning module 254.
Provisioning module 254 determines that the signal includes
information, from an agent of ABC Entity, relating to
provisioming the data path between external computing
system 190C and computing system 1350C. In some
examples, such information may include information from
an administrator of ABC Enfity indicating that he or she has
granted authorization to enable file transfers between exter-
nal computing system 190C and XY7Z Bank, and may, in
some examples, authorize the specific requested transier of
file 191C. Provisioning module 254 uses and/or stores the
information (e.g., within data store 239) when configuring
the data path between external computing system 190C and
computing system 150C.

Computing system 240 may cause file 191C to be trans-
terred. For instance, still referring to FIG. 2, provisioning
module 254 outputs to abstraction module 252 commands
that, when 1ssued to file transfer tool 120A, may cause or
enable the requested file transier to take place. Abstraction
module 252 causes communication unit 245 to output a
signal over network 102. File transter tool 120A detects a
signal and determines that the signal corresponds to a
command for performing a file transfer. In response, file
transfer tool 120A transters file 191C from external com-
puting system 190C to computing system 150C.

Computing system 240 may also perform or schedule any
sustainment tasks relating to the transfer of file 191C from
external computing system 190C to computing system
150C. For instance, abstraction module 252 outputs to
sustainment module 256 information about file 192C. Sus-
tainment module 256 1dentifies appropriate data path sus-
tainment tasks, which may relate to reporting, organizational
compliance, regulatory compliance, testing, monitoring,
security, maintenance, audit trail creation, performance
monitoring or metrics collection, data preservation, visibil-
ity, lifecycle management, and other activities to be per-
formed on the data path established between external com-
puting system 190C and computing system 150C to help
ensure that the data path may be reused. In some examples,
sustainment tasks may further include one or more lifecycle
management tasks that may include scheduled procedures
tor cleanup or disposal of the data paths 11 i1t 1s not often used
(e.g., 1t becomes “stale’), compliance checking, and/or secu-
rity certificate monitoring and renewal.
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Sustainment module 256 1dentifies commands that, when
1ssued to file transfer tool 120A, will cause the appropriate
sustainment management tasks to be performed at an appro-
priate time. Sustainment module 256 causes communication
unmit 245 to output signals over network 102. File transfer
tool 120A detects signals over network 102 and determines
that the signals include commands relating to sustainment
tasks. File transfer tool 120A schedules and/or performs
some or all of the sustainment tasks. In some examples, such
sustainment tasks may include lifecycle management tasks.

Computing system 240 may identily an already-estab-
lished data path that may be reused for a later file transier.
For instance, referring again to FIG. 2, and minutes, days,
weeks, and/or months after file 191C was transferred {from
external computing system 190C to computing system
150C, client computing system 110 (or another client com-
puting system) detects input. In response to the mput, client
computing system 110 outputs a signal over network 102.
Communication umt 245 of computing system 240 detects a
signal and outputs to abstraction module 252 an indication
of the signal. Abstraction module 252 determines that the
signal corresponds to an indication that a user of client
computing system 110 seeks to transter file 192C from
external computing system 190C (ABC Entity) to comput-
ing system 150C (XYZ Bank). Abstraction module 252
accesses data store 239 and determines that a data path
and/or channel between 190C and computing system 150C
was previously provisioned. Abstraction module 252 also
determines that the already-established channel has been
properly maintained (e.g., 1t has complied with regulatory or
other requirements, 1t 1s secure, any authentication certifi-
cates have been properly maintained or renewed, and other
sustainment tasks have been appropnately performed).

Computing system 240 may perform a file transfer using
the already-established data path. For instance, continuing
with the example described in connection with FIG. 2,
abstraction module 252 accesses, 1n data store 259, instruc-
tions for performing a file transfer between external com-
puting system 190C and computing system 150C. In some
examples, the instructions were previously prepared when
the earlier transter of file 191C from external computing
system 190C to computing system 150C was performed. In
other examples, some or all of the instructions for perform-
ing the file transfer are newly generated by abstraction
module 252. Abstraction module 252 causes communication
unit 245 to output a signal over network 102. File transier
tool 120A detects a signal and determines that the signal
corresponds to instructions for performing a file transier.
File transfer tool 120A executes the instructions, thereby
transierring file 192C from external computing system 190C
to computing system 150C. File transtier tool 120A outputs
a signal over network 102. Communication umt 2435 of
computing system 240 detects a signal and outputs to
abstraction module 252 information about the signal.
Abstraction module 252 determines that the signal corre-
sponds to confirmation that the file transfer has been or will
be completed. Abstraction module 252 causes a signal to be
output over network 102. Client computing system 110
detects a signal and determines that the signal includes
information suflicient to generate a user interface. Client
computing system 110 presents a user interface at a display
(e.g., client display 111) associated with client computing
system 110, thereby mforming a user of client computing
system 110 that the file transfer has been performed.

Sustainment module 256 may thereafter continue to per-
form various sustainment tasks relating to the data path
between external computing system 190C and 150C. For
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example, sustainment module 256 may interact with file
transier tool 120A over network 102 to perform sustainment
tasks, such as those previously scheduled or configured
when the data path was orniginally provisioned. In some
examples, such tasks are performed without requiring fur-
ther input from a user ol client computing system 110,
thereby further abstracting or shielding a user of client
computing system 110 from having to maintain, or have
knowledge about how to maintain, the connection, channel,
or data path between external computing system 190C and
computing system 150C.

In the example described, a user of client computing
system 110 requests a file transfer involving file 192C. The
user of client computing system 110 may be the same user
that requested the earlier file transfer involving file 191C. In
other examples, the user of client computing system 110
may be a different user. Further, although the example
describes the request to transfer file 192C as originating
from client computing system 110, in other examples, the
request to transfer file 192C may originate from a different
client computing system (not shown).

FIG. 4 15 a flow diagram 1llustrating an example process
for performing file transier tasks 1n accordance with one or
more aspects of the present disclosure. The process of FIG.
4 1s illustrated from two diflerent perspectives: operations
performed by an example computing system 240 (left-hand
column to the left of dashed line), and operations performed
by an example file transter tool 120A (right-hand column to
the right of dashed line). In the example of FIG. 4, the
illustrated process may be performed by system 200 1n the
context illustrated 1n FIG. 2. In other examples, different
operations may be performed, or operations described 1n
FIG. 4 as being performed by a particular component,
module, system, and/or device may be performed by one or
more other components, modules, systems, and/or devices.
Further, in other examples, operations described 1n connec-
tion with FIG. 4 may be performed in a difference sequence,
merged, or omitted, even where such operations are shown
performed by more than one component, module, system,
and/or device.

In the example of FIG. 4, and 1n accordance with one or
more aspects of the present disclosure, computing system
240 may output a user interface (401). For instance, in some
examples, abstraction module 252 may cause communica-
tion unit 245 to output a signal over network 102. Client
computing system 110 may detect a signal over network 102
and determine that the signal includes information suthcient
to present a user interface. Client computing system 110
presents a user iterface (e.g., user interface 302) at a display
associated with client computing system 110. In some
examples, the user interface may be a unified or umiform
user 1nterface that does not depend on the manner in which
a file will be transferred on network 102. In other words, the
user interface may be the same for a number of different
types of file transiers, so that a user of clhient computing
system 110 does not need to know many of the details
underlying the tools, technologies, file transter tools 120,
and/or systems that will perform the transfer.

Computing system 240 may receive a request to transier
a file (402). For mstance, in some examples, communication
unit 245 of computing system 240 detects a signal over
network 102. Communication umt 245 outputs to abstrac-
tion module 252 an indication of the signal. Abstraction
module 252 determines that the signal corresponds to a
request, from a user of client computing system 110, to
perform a file transfer. Abstraction module 2352 further
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determines that the signal includes a request to transter file
191C from external computing system 190C to computing
system 150C.

Computing system 240 may determine provisioning com-
mands (403). For instance, in some examples, abstraction
module 252 accesses data store 259 and determines whether
a data path between external computing system 190C and
computing system 150C has been previously provisioned. If
s0, abstraction module 252 evaluates the previously-provi-
sioned data path to determine whether it has been properly
maintained. If the data path has been properly maintained,
abstraction module 252 accesses, within data store 259,
information about the data path. It a data path has not been
established, or 1 a previously-established data path has not
been properly maintained, abstraction module 252 outputs to
provisioming module 254 information about the request.
Provisioming module 254 1dentifies, or uses information
from abstraction module 252 to i1dentify, file transfer tool
120A as an appropriate tool for performing the file transfer.
Based on the identified file transier tool (1.e., file transfer
tool 120A), provisioning module 254 generates commands
that, when 1ssued to file transier tool 120A, will provision a
data path.

Computing system 240 may cause file transfer tool 120A
to provision the data path (404). For instance, in some
examples, provisioning module 254 causes communication
unmt 245 to output a signal over network 102. File transier
tool 120A detects a signal over network 102 and determines
that the signal includes commands or 1nstructions for estab-
lishing a data path or channel between external computing
system 190C and computing system 150C. File transier tool
120 A executes the instructions and thereby establishes a data
path (405). File transfer tool 120A may further interact with
computing system 240 over network 102. Provisioning
module 254 of computing system 240 stores, within data
store 239, information about the data path.

Computing system 240 may cause file transfer tool 120A
to perform the file transfer (406) or may enable the capa-
bility of the file transfer to take place. For instance, 1n some
examples, abstraction module 252 causes communication
unmt 245 to output a signal over network 102. File transier
tool 120A detects a signal over network 102 and determines
that the signal includes one or more commands or instruc-
tions. File transfer tool 120A executes the instructions at the
direction of computing system 240, thereby transferring file
191C from external computing system 190C to computing
system 150C (407). File transier tool 120A further interacts
with computing system 240 over network 102. Communi-
cation unit 245 outputs to abstraction module 252 an 1ndi-
cation of a signal, received over network 102, that abstrac-
tion module 252 determines corresponds to an indication
that the file transier has been completed.

Computing system 240 may determine sustainment com-
mands (408). For instance, 1n some examples, sustainment
module 256 determines, based on the identified file transier
tool (1.e., file transter tool 120A), one or more commands for
maintaining the provisioned data path. In some examples,
such commands may help ensure that the data path may be
used 1n the future to perform additional file transfers. Fur-
ther, 1n some examples, the commands are selected to cause
file transfer tool 120A to perform, or to schedule perfor-
mance of, one or more sustainment and/or lifecycle opera-
tions.

Computing system 240 may cause file transfer tool 120A
to maintain the data path (409). For instance, in some
examples, sustainment module 256 causes communication
unit 2435 to output a signal over network 102. File transter
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tool 120A detects a signal over network 102 and determines
that the signal corresponds to one or more commands. File
transier tool 120A performs or schedules the execution of
the commands at the direction of computing system 240, and
thereby performs or schedules sustainment or maintenance
tasks for the data path provisioned between external com-
puting system 190C and computing system 150C (410). File
transfer tool 120A may further interact with computing
system 240 over network 102. Commumnication unit 245
outputs to sustainment module 256 an indication of a signal
that sustainment module 256 determines corresponds to an
indication that one or more sustainment and/or lifecycle
maintenance tasks have been performed and/or scheduled.

For processes, apparatuses, and other examples or illus-
trations described herein, including 1n any flowcharts or flow
diagrams, certain operations, acts, steps, or events included
in any of the techniques described herein can be performed
in a different sequence, may be added, merged, or left out
altogether (e.g., not all described acts or events are necessary
for the practice of the techniques). Moreover, 1n certain
examples, operations, acts, steps, or events may be per-
formed concurrently, e.g., through multi-threaded process-
ing, mterrupt processing, or multiple processors, rather than
sequentially. Further certain operations, acts, steps, or events
may be performed automatically even 1 not specifically
identified as being performed automatically. Also, certain
operations, acts, steps, or events described as being per-
formed automatically may be alternatively not performed
automatically, but rather, such operations, acts, steps, or
cvents may be, n some examples, performed 1n response to
input or another event.

The detailed description set forth above 1s intended as a
description of various configurations and 1s not intended to
represent the only configurations in which the concepts
described herein may be practiced. The detailed description
includes specific details for the purpose of providing a
suilicient understanding of the various concepts. However,
these concepts may be practiced without these specific
details. In some instances, well-known structures and com-
ponents are shown 1n block diagram form 1in the referenced
figures 1n order to avoid obscuring such concepts.

In accordance with one or more aspects of this disclosure,
the term “or” may be interrupted as “and/or” where context
does not dictate otherwise. Additionally, while phrases such
as “one or more” or “at least one” or the like may have been
used 1n some 1nstances but not others; those instances where
such language was not used may be interpreted to have such
a meaning implied where context does not dictate otherwise.

In one or more examples, the functions described may be
implemented in hardware, software, firmware, or any com-
bination thereof. If implemented in soiftware, the functions
may be stored, as one or more 1nstructions or code, on and/or
transmitted over a computer-readable medium and executed
by a hardware-based processing unit. Computer-readable
media may include computer-readable storage media, which
corresponds to a tangible medium such as data storage
media, or communication media including any medium that
tacilitates transfer of a computer program from one place to
another (e.g., pursuant to a communication protocol). In this
manner, computer-readable media generally may corre-
spond to (1) tangible computer-readable storage media,
which 1s non-transitory or (2) a communication medium
such as a signal or carrier wave. Data storage media may be
any available media that can be accessed by one or more
computers or one or more processors to retrieve instructions,
code and/or data structures for implementation of the tech-
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niques described i this disclosure. A computer program
product may include a computer-readable medium.

By way of example, and not limitation, such computer-
readable storage media can include RAM, ROM, EEPROM,
CD-ROM or other optical disk storage, magnetic disk stor-
age, or other magnetic storage devices, tlash memory, or any
other medium that can be used to store desired program code
in the form of instructions or data structures and that can be
accessed by a computer. Also, any connection 1s properly
termed a computer-readable medium. For example, if
instructions are transmitted from a website, server, or other
remote source using a coaxial cable, fiber optic cable,
twisted pair, digital subscriber line (DSL), or wireless tech-
nologies such as infrared, radio, and microwave, then the
coaxial cable, fiber optic cable, twisted pair, DSL, or wire-
less technologies such as infrared, radio, and microwave are
included 1n the definition of medium. It should be under-
stood, however, that computer-readable storage media and
data storage media do not include connections, carrier
waves, signals, or other transient media, but are instead
directed to non-transient, tangible storage media. Disk and
disc, as used, includes compact disc (CD), laser disc, optical
disc, digital versatile disc (DVD), floppy disk and Blu-ray
disc, where disks usually reproduce data magnetically, while
C
t

1scs reproduce data optically with lasers. Combinations of
ne above should also be included within the scope of
computer-readable media.

Instructions may be executed by one or more processors,
such as one or more digital signal processors (DSPs),
general purpose microprocessors, application specific inte-
grated circuits (ASICs), field programmable logic arrays
(FPGAs), or other equivalent integrated or discrete logic
circuitry. Accordingly, the terms “processor’” or “processing
circuitry” as used herein may each refer to any of the
foregoing structure or any other structure suitable for imple-
mentation of the techmques described. In addition, 1n some
examples, the functionality described may be provided
within dedicated hardware and/or software modules. Also,
the techniques could be fully implemented in one or more
circuits or logic elements.

The techniques of this disclosure may be implemented 1n
a wide variety ol devices or apparatuses, including a wire-
less handset, a mobile or non-mobile computing device, a
wearable or non-wearable computing device, an integrated
circuit (IC) or a set of ICs (e.g., a chip set). Various
components, modules, or units are described in this disclo-
sure to emphasize functional aspects of devices configured
to perform the disclosed techniques, but do not necessarily
require realization by different hardware units. Rather, as
described above, various units may be combined 1n a hard-
ware unit or provided by a collection of interoperating
hardware units, including one or more processors as
described above, 1n conjunction with suitable software and/
or firmware.

What 1s claimed 1s:

1. A method comprising:

outputting, by a computing system and to a client com-
puting device, a user interface including a prompt to
transfer information on a network;

recerving, by the computing system and responsive to the
prompt, a request to transier a file on the network;

determining, by the computing system and based on the
request, a set of provisioning commands for provision-
ing a data path to transter the file on the network using

a file transfer tool selected from among a plurality of

file transter tools available on the network, each of the

plurality of file transfer tools having a different set of
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regulatory compliance tasks to be performed in con-
nection with file transfers performed by that file trans-
fer tool, and wherein determining the set of provision-
ing commands includes i1dentifying regulatory
compliance tasks to be performed when the file transter
tool transters the file;

provisioning, by the computing system, the data path by

issuing the provisioning commands to the file transfer
tool;

transferring, by the computing system, the file on the

network by causing the file transfer tool to transfer the
file over the data path;

automatically performing, by the computing system and

separately from transferring the file, the regulatory
compliance tasks;

determining, by the computing system, a set of sustain-

ment commands for maintaining the data path; and
maintaiming, by the computing system, the data path by
1ssuing the sustainment commands to the one or more
file transfer tools, and wherein maintaining the data
path includes audit-trail creation, data path monitoring,
regulation compliance checking, organizational policy
compliance checking, data path testing, data path per-
formance monitoring, and data preservation tasks.
2. The method of claim 1, wherein provisioning the data
path includes:
storing information about the data path.
3. The method of claim 2, wherein the file 1s a first file, the
method further comprising;
receiving, by the computing system, a request to transier
a second file on the network;

determining, by the computing system and based on the
stored 1information about the data path, that the data
path 1s appropnate for transierring the second file over
the network; and

transferring, by the computing system, the second {file on

the network by causing the file transfer tool to transier
the second file over the data path.

4. The method of claim 1, wherein outputting the user
interface includes:

outputting a unified user interface that does not depend on

which of the plurality of file transfer tools available on
the network are used to perform the file transfer.

5. The method of claim 1, wherein provisioning the data
path includes:

outputting, over the network to a computing device moni-

tored by a network administrator, a prompt for infor-
mation;

receiving, over the network and from the computing

device, information responsive to the prompt; and
using the information to provision the data path.

6. The method of claim 1, wherein provisioning the data
path includes performing one or more of the following:

transmission onboarding, reporting, privacy preservation

tasks, recordkeeping, security practices, transparency
practices, visibility practices, audit trail creation, fire-
wall configuration, operating system configuration, and
data preservation tasks.

7. The method of claim 1, wherein maintaining the data
path further includes performing one or more of the follow-
ng:

corporate policy compliance checking, scheduling tasks,

visibility tasks, and lifecycle management tasks.

8. The method of claim 7, wherein the lifecycle manage-
ment tasks include one or more of the following:
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disposing of resources allocated to a data path that 1s 1n a
stale condition, compliance checking, authenticity cer-
tificate checking, and authenticity certificate renewal.

9. A computing system comprising;

a storage device; and

processing circuitry having access to the storage device
and configured to:

output, to a client computing device, a user interface
including a prompt to transfer information on a net-
work,

recerve, responsive to the prompt, a request to transier a
file on the network,

determine, based on the request, a set of provisioning
commands for provisioning a data path to transter the
file on the network using a file transfer tool selected
from among a plurality of file transter tools available
on the network, each of the plurality of file transfer
tools having a different set of regulatory compliance
tasks to be performed in connection with file transfers
performed by that file transfer tool, and wherein to
determine the set of provisioning commands, the pro-
cessing circuitry 1s further configured to 1dentily regu-
latory compliance tasks to be performed when the file
transfer tool transiers the file,

provision the data path by 1ssuing the provisioning com-
mands to the file transier tool,

transier the file on the network by causing the file transfer
tool to transfer the file over the data path,

automatically perform, separately from transierring the
file, the regulatory compliance tasks for the file;

determine a set of sustainment commands for maintaining,
the data path, and

maintain the data path by 1ssuing the sustainment com-
mands to the one or more file transfer tools, wherein
maintaining the data path includes audit-trail creation,
data path monitoring, regulation compliance checking,
organizational policy compliance checking, data path
testing, data path performance monitoring, and data
preservation tasks.

10. The computing system of claim 9, wherein to provi-
sion the data path the processing circuitry 1s further config-
ured to:

store information about the data path.

11. The computing system of claim 10, wherein the file 1s
a first file, and wherein the processing circuitry 1s further
configured to:

recerve a request to transfer a second file on the network;

determine, based on the stored information about the data
path, that the data path 1s approprnate for transierring
the second file over the network; and

transier the second file on the network by causing the file
transier tool to transier the second file over the data
path.

12. The computing system of claim 9, wherein to output
the user interface the processing circuitry 1s further config-
ured to:

output a unified user interface that does not depend on
which of the plurality of file transfer tools available on
the network are used to perform the file transier.

13. The computing system of claim 9, wherein to provi-
sion the data path the processing circuitry 1s further config-
ured to:

output, over the network to a computing device monitored
by a network administrator, a prompt for information;

recerve, over the network and from the computing device,
information responsive to the prompt; and

use the mformation to provision the data path.
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14. The computing system of claim 9, wherein to provi-
sion the data path the processing circuitry performs one or
more of the following:

transmission onboarding, reporting, privacy preservation

tasks, recordkeeping, security practices, transparency
practices, visibility practices, audit trail creation, fire-
wall configuration, operating system configuration, and
data preservation tasks.

15. The computing system of claim 9, wherein to maintain
the data path the processing circuitry further performs one or
more of the following;:

corporate policy compliance checking, scheduling tasks,

visibility tasks, and lifecycle management tasks.

16. The computing system of claim 15, wherein the
lifecycle management tasks include one or more of the
tollowing;:

disposing of resources allocated to a data path that 1s in a

stale condition, compliance checking, authenticity cer-
tificate checking, and authenticity certificate renewal.

17. A non-transitory computer-readable storage medium
comprising instructions that, when executed, configure pro-
cessing circuitry of a computing system to:

output, to a client computing device, a user intertace

including a prompt to transfer information on a net-
work:

receive, responsive to the prompt, a request to transfer a

file on the network;
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determine a set of provisioming commands for provision-
ing a data path to transfer the file on the network using
a file transfer tool selected from among a plurality of
file transier tools available on the network, each of the
plurality of file transfer tools having a different set of
regulatory compliance tasks to be performed 1n con-
nection with file transfers performed by that file trans-
fer tool, and wherein determining the set of provision-
ing commands 1ncludes identifying regulatory
compliance tasks to be performed when the file transfer
tool transters the file;

provision the data path by 1ssuing the provisioning com-
mands to the file transier tool;

transier the file on the network by causing the file transfer
tool to transfer the file over the data path; and

automatically perform, separately from transierring the
file, the regulatory compliance tasks for the file;

determine a set of sustainment commands for maintaining,
the data path; and

maintain the data path by 1ssuing the sustainment com-
mands to the one or more file transfer tools, wherein
maintaining the data path includes audit-trail creation,
data path monitoring, regulation compliance checking,
organizational policy compliance checking, data path
testing, data path performance monitoring, and data
preservation tasks.
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