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COGNITIVE QUALITY OF SERVICE
MONITORING

The present invention generally relates to quality of
service ((QoS) monitoring, and more particularly, to a cog-
nitive QoS monitoring framework for predictive QoS moni-
toring 1 a dynamic service environment.

BACKGROUND

In dynamic cloud service environments, cloud service
monitoring 1s necessary to avoid service level agreement
(SLA) violations and ensure service quality. Cloud service
providers want to avoid paying high penalties resulting from
SLA violations. Customers want to ensure the service they
are paying for meets the SLA.

SUMMARY

One embodiment provides a quality of service (QoS)
monitoring framework for dynamically binding one or more
customer applications to one or more microservices 1n a
dynamic service environment, collecting compliance data
and contextual data from the dynamic service environment
and one or more hosting environments, and modifying a
monitoring 1infrastructure for the one or more customer
applications based on the compliance data and the contex-
tual data.

These and other aspects, features and advantages of the
invention will be understood with reference to the drawing
figures, and detailed description herein, and will be realized
by means of the various elements and combinations particu-
larly pointed out 1n the appended claims. It 1s to be under-
stood that both the foregoing general description and the
following briet description of the drawings and detailed
description of the invention are exemplary and explanatory
of preferred embodiments of the invention, and are not
restrictive of the imnvention, as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

The subject matter which 1s regarded as the mvention 1s
particularly pointed out and distinctly claimed 1n the claims
at the conclusion of the specification. The foregoing and
other objects, features, and advantages of the invention are
apparent from the following detailed description taken in
conjunction with the accompanying drawings in which:

FIG. 1 depicts a cloud computing environment according
to an embodiment of the present invention;

FIG. 2 depicts abstraction model layers according to an
embodiment of the present ivention;

FIG. 3 illustrates an example quality of service (QoS)
monitoring framework, 1n one or more embodiments;

FIG. 4 1s a flowchart of an example process for modifying,
a monitoring infrastructure for a dynamic service environ-
ment, 1n one or more embodiments;

FIG. § illustrates an example implementation of the
monitoring framework, in one or more embodiments;

FIG. 6 1s an example graph illustrating historical data
relating to a database service (dbs) in a dynamic cloud
service environment, 1n one or more embodiments:

FIG. 7 1s an example graph illustrating monitoring data
relating to the dbs, 1n one or more embodiments;

FIG. 8 1s an example reconfigurable monitoring object, in
one or more embodiments; and
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FIG. 9 1s a high level block diagram showing an infor-
mation processing system useful for implementing an
embodiment of the present invention.

The detailed description explains the preferred embodi-
ments of the mvention, together with advantages and fea-
tures, by way of example with reference to the drawings.

DETAILED DESCRIPTION

The present invention generally relates to quality of
service ((Q0S) monitoring, and more particularly, to a cog-
nitive QoS monitoring framework for predictive QoS moni-
toring in a dynamic service environment. One embodiment
provides a QoS monitoring framework for dynamically
binding one or more customer applications to one or more
microservices 1n a dynamic service environment, collecting
compliance data and contextual data from the dynamic
service environment and one or more hosting environments,
and modifying a monitoring infrastructure for the one or
more customer applications based on the compliance data
and the contextual data.

For expository purposes, the term “service level agree-
ment” as used in this specification generally refers to an
agreement/contract between a service provider and a cus-
tomer (e.g., an end user) speciiying/defining a level of
service expected from the service provider. The term “ser-
vice level objective™ as used 1n this specification generally
refers to a key element of a service level agreement (SLA)
between a service provider and a customer, the SLO defining
a commitment of the service provider to the customer as a
set of measurable metrics. The term “SLA violation™ as used
in this specification generally refers to a violation of a SLA
between a service provider and a customer, the SLA violat-
ing occurring ii the service provider fails to meet a SLO of
the SLA.

Conventional approaches to cloud service monitoring are
not cost-eflective in terms of operational/monitoring costs,
storage, or analysis of monitoring data. For example, costs
associated with continuous monitoring on a cloud service
environment may be prohibitively high. These existing
approaches rely on predefined status-checkpoints using
schedulers and event-based rules, and operate reactively by
adjusting monitoring capabilities dynamically after a SLA
violation has occurred. Such approaches lack support for
predictively i1dentifying customers’ monitoring needs and
dynamically optimizing available resources to meet these
needs.

In dynamic service environments such as cloud service
environments, effective application management requires a
proactive means for dynamically modifying and adapting
monitoring inirastructures for the dynamic service environ-
ments to meet customer requirements (1.e., customers” moni-
toring needs) and SLA specifications.

One or more embodiments of the invention provide a
cognitive (Q0S momnitoring framework for predictive QoS
monitoring 1n a dynamic service environment (e.g., a
dynamic cloud service environment). The monitoring frame-
work predictively learns compliance data about a monitored
system (e.g., one or more customer applications bound to
one or more microservices 1n the dynamic service environ-
ment), current performance ol the monitored system, and
one or more underlying hosting environments associated
with the monitored system. The monitoring framework
dynamically modifies and adapts a monitoring infrastructure
for the dynamic service environment in order to reduce
operational/monitoring costs and pre-emptively optimize the
monitoring 1infrastructure to suit customers’ monitoring,
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needs and/or SLA specifications. The monitoring framework
uses machine learning for predictive determination of time
periods (1.e., monitoring windows) for dynamic monitoring,
of the monitored system. The monitoring framework maxi-
mizes probability of identitying SLA violations while reduc-
ing operational/monitoring costs. The monitoring frame-
work learns to detect symptoms of failure (1.e., SLA
violations) based on historical data indicative of compliance
with SLAs, and predicts best {it time periods for adjusting a
frequency at which the monitoring infrastructure monitors
the monitored system. The monitoring framework proac-
tively adjusts the frequency based on detected symptoms of
tailure rather than occurrences of failure. The monitoring
framework allows for cognitive reconfiguration of monitor-
ing 1interfaces to heterogeneous services across dynamic
service environments.

In one embodiment, the momtoring framework may be
implemented as a machine learning based dynamic cloud
service monitoring framework that automatically determines
a monitoring window for a dynamic cloud service environ-
ment. Specifically, the monitoring framework 1s configured
to automatically trigger/invoke cloud service monitoring of
the cloud service environment when probability of SLA
violations occurring exceeds a pre-determined threshold,
and automatically stop/pause the cloud service monitoring
when the probability 1s less than the threshold.

One or more embodiments of the invention provide a
system and method for specilying one or more reconfigur-
able monitoring objects for supporting dynamic and adap-
tive modification of a monitoring infrastructure for a
dynamic service environment (e.g., a dynamic cloud service
environment).

It 1s to be understood that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present 1nvention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

Cloud computing 1s a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
ellort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.

Characteristics are as follows:

On-demand seli-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(c.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense ol location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specily
location at a higher level of abstraction (e.g., country, state,
or datacenter).
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Rapid elasticity: capabilities can be rapidly and elastically
provisioned, 1n some cases automatically, to quickly scale
out and rapidly released to quickly scale 1n. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts ). Resource usage can be monitored, controlled, and
reported, providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications running on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based e-mail). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even 1mdividual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capabaility provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud infrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (IaaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud infrastructure i1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or ofl-premises.

Community cloud: the cloud infrastructure 1s shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oll-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrnd cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load-balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing 1s
an infrastructure that includes a network of interconnected
nodes.

Referring now to FIG. 1, illustrative cloud computing
environment 50 1s depicted. As shown, cloud computing
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environment 50 includes one or more cloud computing
nodes 10 with which local computing devices used by cloud
consumers, such as, for example, personal digital assistant
(PDA) or cellular telephone 34A, desktop computer 54B,
laptop computer 54C, and/or automobile computer system
54N may communicate. Nodes 10 may communicate with
one another. They may be grouped (not shown) physically or
virtually, 1n one or more networks, such as Private, Com-
munity, Public, or Hybrid clouds as described heremnabove,
or a combination thereof. This allows cloud computing
environment 50 to offer infrastructure, platforms and/or
software as services for which a cloud consumer does not
need to maintain resources on a local computing device. It
1s understood that the types of computing devices S4A-N
shown 1n FIG. 1 are intended to be illustrative only and that
computing nodes 10 and cloud computing environment 50
can communicate with any type of computerized device over
any type of network and/or network addressable connection
(c.g., using a web browser).

Referring now to FIG. 2, a set of functional abstraction
layers provided by cloud computing environment 50 (FIG.
1) 1s shown. It should be understood in advance that the
components, layers, and functions shown i FIG. 2 are
intended to be illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 60 includes hardware and
solftware components. Examples of hardware components
include: mainframes 61; RISC (Reduced Instruction Set
Computer) architecture based servers 62; servers 63; blade
servers 64; storage devices 65; and networks and networking
components 66. In some embodiments, soltware compo-
nents include network application server software 67 and
database software 68.

Virtualization layer 70 provides an abstraction layer from
which the following examples of virtual entities may be
provided: wvirtual servers 71; virtual storage 72; virtual
networks 73, including virtual private networks; virtual
applications and operating systems 74; and virtual clients
75.

In one example, management layer 80 may provide the
functions described below. Resource provisioning 81 pro-
vides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 82
provide cost tracking as resources are utilized within the
cloud computing environment, and billing or invoicing for
consumption ol these resources. In one example, these
resources may include application soitware licenses. Secu-
rity provides identity verification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 83 provides access to the cloud computing environ-
ment for consumers and system administrators. Service level
management 84 provides cloud computing resource alloca-
tion and management such that required service levels are
met. SLA planning and fulfillment 85 provide pre-arrange-
ment for, and procurement of, cloud computing resources for
which a future requirement 1s anticipated 1n accordance with
an SLA.

Workloads layer 90 provides examples of functionality
tor which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation 91;
soltware development and lifecycle management 92; virtual
classroom education delivery 93; data analytics processing
94 transaction processing 95; and cognitive QoS monitor-
ing 96.
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FIG. 3 illustrates an example QoS monitoring framework
101, in one or more embodiments. The monitoring frame-
work 101 supports modifying a monitoring infrastructure for
a dynamic service environment 400 (e.g., a dynamic cloud
service environment) to reduce operational/monitoring costs
and pre-emptively optimize the monitoring infrastructure to
suit monitoring needs of customers/clients and/or SLA
specifications. The monitoring framework 101 comprises,
but 1s not limited to, at least one of the following: (1) a
cognitive system 100 including computation hardware such
as, but not limited to, one or more processor devices 110 and
one or more storage devices 120, (2) an application moni-
toring system 200 including computation hardware such as,
but not limited to, one or more processor devices 210 and
one or more storage devices 220, (3) one or more monitoring
objects 250 including computation hardware such as, but not
limited to, one or more processor devices 260 and one or
more storage devices 270, and (4) one or more data stores
550.

One or more applications may execute/operate on the one
or more processor devices 260 of a monitoring object 250
such as, but not limited to, a reconfigurable monitoring
interface 280. As described in detail later herein, the one or
more monitoring objects 250 are configured to monitor QoS
provided by heterogeneous services deployed across the
dynamic service environment 400. In one embodiment, a
monitoring object 250 1s configured to collect, via 1ts moni-
toring interface 280, QoS and SLA compliance data from the
dynamic service environment 400 and one or more under-
lying hosting environments on either a periodic basis or a
continuous basis. The QoS and SLA compliance data col-
lected may comprise, but 1s not limited to, monitoring data
indicative of status of one or more customer applications
410 (e.g., CUSTOMER APPLICATION,, CUSTOMER
APPLICATION,, . . ., CUSTOMER APPLICATION )
bound to one or more microservices 1n the dynamic service
environment 400 and deployed across multiple platforms.

In one embodiment, QoS and SLA compliance data
collected by the one or more monitoring objects 250 1is
maintained on the one or more data stores 5350. In one
embodiment, each data store 550 may comprise a single
persistent storage device or a distribution of persistent
storage devices.

One or more applications may execute/operate on the one
or more processor devices 210 of the application monitoring
system 200 such as, but not limited to, an application
monitoring service 230. As described 1n detail later herein,
the application monitoring service 230 1s configured to
control the one or more monitoring objects 250 based one or
more monitoring policies. A monitoring policy defines a
frequency at which a monitoring object 250 collects QoS
and SLA compliance data. For example, the application
monitoring service 230 may configure a monitoring inter-
face 280 of a monitoring object 250 to collect QoS and SLA
compliance data on either a periodic basis or a continuous
basis. The application monitoring system 200 and the one or
more monitoring objects 250 together form a monitoring
infrastructure for the dynamic service environment 400.

In one embodiment, the application monitoring service
230 comprises, but 1s not limited to, at least the following
components: (1) a first component 8350 (FIG. 8) that allows
for customizability of the one or more monitoring objects
250, and (2) a second component 860 (FIG. 8) that allows
for reusability of the one or more monitoring objects 250
across different platforms and application infrastructures via
a representational state transfer (REST) application pro-
gramming interface (API).
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As described 1n detail later herein, one or more applica-
tions may execute/operate on the one or more processor
devices 110 of the cognitive system 100 such as, but not
limited to, the following: (1) a learning umt 130 configured
to retrieve historical data including QoS and SLA compli-
ance data from the one or more data stores 550, and apply
one or more machine learning algorithms to the historical
data retrieved to derive one or more models, (2) a prediction
unit 140 configured to apply the one or more derived models
to determine one or more modifications actions for modi-
tying and optimizing the application monitoring service 230,
and (3) an adaptation unit 150 configured to adapt the
application monitoring service 230 based on the one or more
actions.

In one embodiment, the monitoring framework 101 1s a
centralized computing architecture. In another embodiment,
the momitoring framework 101 1s a distributed computing
architecture.

FIG. 4 1s a flowchart of an example process 600 for
modilying a monitoring inirastructure for a dynamic service
environment, in one or more embodiments. In process block
601, receive a selection of a customer application (e.g.,
customer application 410 1 FIG. 3). In process block 602,
collect/retrieve historical data relating to a SLA for the
customer application and contextual data.

In one embodiment, the historical data comprises, but 1s
not limited to, QoS and SLA compliance data indicative of
occurrence of one or more historical SLA violations (i.e.,
SLA violations that occurred 1n the past). For example, the
QoS and SLA compliance data may include a characteriza-
tion of one or more microservices bound to the customer
application 410 based on compliance history of the services,
performance/failure history (1.e., historical SLA violations),
or upgrade.

In one embodiment, the contextual data comprises, but 1s
not limited to, information indicative of performance of the
customer application, an underlying hosting environment for
the customer application, and business/monitoring needs/
requirements (e.g., key business metrics) of one or more
customers/clients utilizing the customer application. For
example, the contextual data may include a characterization
of workload for the customer application based on key
business metrics as well as distributed policies, deployment
contexts, and workload variability for the customer appli-
cation.

In process block 603, determine patterns in the QoS and
SLA compliance data and causes of the one or more his-
torical SLA violations. In process block 604, build/train a
first model for learming about the performance of the cus-
tomer application, the one or more historical SLLA violations,
and the business/monitoring needs/requirements. In one
embodiment, the first model comprises a segmentation
model (e.g., resulting from performing customer segmenta-
tion) representing represent behavioral characteristics of
customers based on key business metrics of the one or more
customers/clients as well as the distributed policies and the
deployment contexts for the customer application.

In process block 605, build/train a second model for
predicting best time periods/monitoring windows for
dynamic monitoring of the customer application based on
the business/monitoring needs/requirements. In one embodi-
ment, the second model comprises a predictive model (e.g.,
predictive model 740 1n FI1G. 5) for determining one or more
modifications actions for modifying and optimizing a moni-
toring infrastructure (e.g., application monitoring system
200 and momnitoring object 250 1n FIG. 3) for the customer
application.
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In process block 606, reconfigure the monitoring inira-
structure for the customer application and adapt a monitor-
ing policy based on the second model.

In one embodiment, process blocks 601-606 may be
performed by at least one of the cognitive system 100 and/or
the application monitoring system 200.

FIG. 5 illustrates an example implementation of the
monitoring framework 101, 1n one or more embodiments.
Assume the dynamic service environment 400 comprises a
dynamic cloud service environment in which the one or
more customer applications 410 access one or more micro-
services (e.g., Service,, Service,, Service,, Service,) pro-

vided by one or more service providers 710 (e.g., SERVICE
PROVIDER,, SERVICE PROVIDER,, . . . , SERVICE

PROVIDER ) via one or more cloud brokers 720 (e.g.,
CLOUD BROKER,, CLOUD BROKER,). A points of data
collection unit 730 comprising the one or more monitoring

objects 250 (FIG. 3) collects QoS and compliance data

relating to the one or more microservices. The collection
umt 730 further collects contextual data from the one or
more customer applications 410.

In one embodiment, the QoS and SLA compliance data
collected 1s maintained on one or more data stores 550, such
as one or more data stores 551. In one embodiment, the
contextual data collected 1s maintained on one or more other
data stores 550, such as one or more data stores 552.

As stated above, based on data retrieved {from the data
stores 551 and 552, the cogmitive system 100 applies a
predictive model 740 to determine one or more modifica-
tions actions for modifying and optimizing the monitoring
infrastructure (1.e., the application monitoring system 200
and the one or more momtoring objects 250) for the one or
more customer applications 410. Specifically, the cognitive
system 100 adapts a monitoring policy implemented by the
application monitoring service 230 of the application moni-
toring system 200 based on the one or more modification
actions.

A SLO may be bounded by one or more preconditions that
limit an application scope of the SLO. Let SLO, generally
denote an i’ SLO bounded by a set of preconditions {cond,,
...,cond, ..., COIlde}. For expository purposes, the term
“base metrics” as used 1n this specification generally refers
to a set of metrics corresponding to a SLO that are directly
measured for evaluating the SLO. The term “composite
metrics” as used 1n this specification generally refers to a set
of metrics that may be derived by aggregating base metrics.
A base metric may be classified as either a core metric or a
contributing metric. A core metric 1s directly used {for
evaluating a SLO. A contributing metric 1s not directly used
for evaluating a SLO but 1s related to and contributes to the
evaluation. Let M, denote a set of base metrics correspond-
ing to SLO,, wherein M={m,, m,, ..., m,}.

Ideally, to evaluate SLO,, a corresponding set of base
metrics M, 1s continuously monitored or monitored at fre-
quent intervals. Due to operational/monitoring costs or
resource constraints, 1t may not be necessary to monitor the
set of base metrics M, continuously or at frequent 1ntervals
as there 1s no SLA wviolation during a majority of the
monitoring.

Assume one of the microservices the monitoring frame-
work 101 1s configured to monitor 1s a database service
(“dbs”) 1 the cloud service environment. Assume an
example SLO associated with the dbs requires an average
read/write response time less than or equal to 1 ms if the
tollowing preconditions are satisfied: (1) client request rate
1s less than or equal to x/min, and (2) a total number of active
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user accounts 1s less than or equal to Y. TABLE 1 below
provides an example set of base metrics corresponding to the
example SLO.

10

may implement at least two diflerent monitoring policies—a
dynamic monitoring policy and a continuous monitoring
policy (e.g., between time points T, and T;, T, and T,). In

TABLE 1
Base Metric
Base Metric Type Description
dbs.active__tasks Contributing Number of tasks a thread pool is

actively executing

dbs.capacity Contributing Capacity of caches (e.g., key cache and
row cache)

dbs.requests.count Core Number of client requests

dbs.pending tasks Contributing Number of pending tasks for the thread
pool

dbs.load.percentage Contributing Disk space percentage used on a node

dbs.size Contributing Size of cache

dbs.total__latency.count Core Total latency for all client requests

dbs.total __user.count Core Total number of active user accounts

dbs.db.max__row__size Contributing Size of largest compacted row

dbs.internal.total blocked_tasks  Contributing Cumulative total of currently blocked

tasks for the thread pool

FIG. 6 1s an example graph 450 1llustrating historical data
relating to the dbs, 1n one or more embodiments. The graph
450 comprises multiple curves relating to one or more base
metrics, such as a first curve 451 for dbs.capacity, a second
curve 452 for dbs.total user.count, a third curve 453 {for
dbs.requests.count, a fourth curve 454 for dbs.load.percent-
age, a fitth curve 455 for dbs.size, and a sixth curve 456 for
dbs.total_latency.count.

In a training stage, the collection unit 730 1s configured to
sample/collect values for the set of base metrics at different
historical time points (e.g., historical time points H,, H,, H;,
H,, H., and H,). A feature vector for a historical time point
is defined as {dbs.active_tasks, dbs.size, dbs.capacity,
dbs.latency.count, . . . , dbs.load.percentage, class_label},
wherein class label indicates whether a SLLA wviolation
occurred at the time point.

Tramning data may comprise positive samples and nega-
tive samples. A positive sample comprises a feature vector
corresponding to a historical time point at which a SLA
violation occurred (e.g., historical SLA violations occurred
at historical time points H,, H,, H., and H,). A negative
sample comprises a feature vector corresponding to a his-
torical time point at which a SLA wviolation did not occur
(e.g., historical time poimnts H, and H,). As the size of
positive samples may be small, negative samples may be

sampled to balance amount of negative samples included 1n
the training data.

The cognitive system 100 applies one or more machine
learning algorithms to the training data to derive one or more
models, such as a segmentation model and a predictive
model 740 for estimating/predicting probability of an SLA
violation occurring (1.e., for detecting symptoms of a SLA
violation before occurrence of the SLA violation). In one
embodiment, logistic regression 1s an example machine
learning algorithm applied.

FIG. 7 1s an example graph 500 illustrating monitoring,
data relating to the dbs, 1n one or more embodiments. The
graph 500 comprises multiple curves relating to one or more
base metrics, such as a first curve 501 for dbs.capacity, a
second curve 502 for dbs.total user.count, a third curve 503
for dbs.requests.count, a fourth curve 504 for dbs.load.per-
centage, a {ifth curve 505 for dbs.size, and a sixth curve 506
for dbs.total_latency.count.

In one embodiment, 1n a deployment stage, the monitor-
ing 1nfrastructure for the dynamic service environment 400
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the dynamic monitoring policy, the monitoring infrastruc-
ture provides a dynamic monitoring service during which
feature vectors are collected/sampled on a periodic basis
(1.e., not continuously). Specifically, the collection umt 703
1s configured to sample/collect feature vectors for different
time points at a pre-determined frequency/interval (i.e.,
pre-determined time period/monitoring window) to dynami-
cally monitor a set of base metrics corresponding to a SLO.
Let x generally denote a frequency parameter defining a
pre-determined frequency/interval at which feature vectors
for different time points are collected during the deployment

stage. The frequency parameter X may be user-provided/
specified. For example, a user may specily that feature
vectors should be sampled/collected every x minutes (e.g.,
x=3, 10, 15, etc.). The smaller the frequency parameter x
(1.e., feature vectors are collected more frequently), the
higher the operational/monitoring costs but the lower the
probability of missing detection of a potential SLA viola-
tion.

In the continuous monitoring policy, the monitoring inira-
structure provides a continuous monitoring service during
which feature vectors are sampled/collected on a continuous
basis. Specifically, the collection unit 703 1s configured to
sample/collect feature vectors for different time points con-
tinuously to continuously monitor a set of base metrics
corresponding to a SLO.

Let p generally denote a probability that an SLA violation
occurred during a particular time point. In the dynamic
monitoring policy, for each feature vector sampled/collected
for a particular time point, the monitoring framework 101
applies a predictive model 740 (e.g., a predictive model 740
resulting from the traiming stage) to the feature vector to
estimate/predict a probability p that an SLA wviolation
occurred during the particular time point. Let th generally
denote a threshold parameter defining a pre-determined
threshold for controlling which monitoring policy the moni-
toring infrastructure should apply. IT the estimated/predicted
probability p exceeds the threshold parameter th, the cog-
nitive system 100 triggers the monitoring infrastructure to
switch to the continuous monitoring policy to mvoke the
continuous monitoring service;, otherwise, the dynamic
monitoring service 1s maintained.

In the continuous monitoring policy, for each subsequent
time point occurring after the continuous monitoring service
1s triggered, 11 a probability p for the subsequent time point
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1s less than the threshold parameter th, the cognitive system
100 triggers the monitoring inirastructure the stop the con-
tinuous monitoring service and switch to the dynamic moni-
toring policy to imvoke the dynamic monitoring service;
otherwise, the continuous monitoring service 1s maintained.

FIG. 8 1llustrates an example reconfigurable monitoring,
object 800, 1n one or more embodiments. The reconfigurable
monitoring object 800 1s an example implementation of a
monitoring object 250 (FIG. 3) that supports dynamic and
adaptive modification ol a monitoring infrastructure for a
dynamic service environment (e.g., a dynamic cloud service
environment). The reconfigurable monitoring object 800
provides a standard service interface 810 (generally refer-
enced as “Persistence Support” in this specification) for
monitoring and nofification as a generic REST API that
abstracts from heterogeneity of different service interfaces.

In one embodiment, the reconfigurable monitoring object
800 comprises a service on a PaaS platform (e.g., IBM’s
Bluemix, etc.). The reconfigurable monitoring object 800 1s
customizable (e.g., via the {first component 850 of the
application momitoring service 230) based on a particular
role the monitoring object 800 assumes 1n an overall system,
and 1s reusable (e.g., via the second component 860 of the

application monitoring service 230) across diflerent plat-
forms.

In one embodiment, the reconfigurable monitoring object
800 provides at least three diflerent types of service inter-
faces: a first service interface 820 generally referenced as
“Brokerinterface” in this specification, a second service
interface 830 generally referenced as “Configurationlnter-
face” 1n this specification, and a third service interface 840
generally referenced as “Runtimelnterface™ in this specifi-
cation.

In one embodiment, the Brokerinterface 820 1s configured
to provide at least two different types of data: (1) lists
823-8235 of enftities and metrics currently monitored by the
reconfigurable monitoring object 800, and (2) mappings
821-822 of existing bindings to the reconfigurable monitor-
ing object 800 that may be used by an external broker to
determine current load. The BrokerInterface 820 may be
used to optimize bindings between requests and the recon-
figurable monitoring object 800 to select a best fit for
different business/monitoring needs/requirements of cus-
tomers/clients.

In one embodiment, the Configurationlnterface 830 1s
configured to provide at least the following functionalities:
(1) configuring tenancy of the reconfigurable monitoring
object 800 to facilitate multi-tenancy and customization of
the reconfigurable monitoring object 800, and (2) one or
more other functionalities to further support customization
of the reconfigurable monitoring object 800, such as, but not
limited to, a functionality 831 for configuring access cre-
dentials for Cloud computing resources.

In one embodiment, the Runtimelnterface 840 1s config-
ured to control execution of one or more main operations of
the reconfigurable monitoring object 800. The Run-
timelnterface 840 provides a standardized means 841 for
collecting one or more base metrics corresponding to a SLO
from diflerent entities and specifying different aggregation
functions and time spans for momtoring activities.

FIG. 9 1s a high level block diagram showing an infor-
mation processing system 300 usetul for implementing one
embodiment of the invention. The computer system includes
one or more processors, such as processor 302. The proces-
sor 302 1s connected to a communication 1nfrastructure 304
(e.g., a communications bus, cross-over bar, or network).
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The computer system can include a display iterface 306
that forwards graphics, text, and other data from the com-
munication infrastructure 304 (or from a frame bufler not
shown) for display on a display umit 308. The computer
system also includes a main memory 310, preferably ran-
dom access memory (RAM), and may also include a sec-
ondary memory 312. The secondary memory 312 may
include, for example, a hard disk drive 314 and/or a remov-
able storage drive 316, representing, for example, a floppy
disk drive, a magnetic tape drive, or an optical disk drive.
The removable storage drive 316 reads from and/or writes to
a removable storage unit 318 in a manner well known to
those having ordinary skill in the art. Removable storage
umt 318 represents, for example, a floppy disk, a compact
disc, a magnetic tape, or an optical disk, etc. which 1s read
by and written to by removable storage drive 316. As will be
appreciated, the removable storage unit 318 includes a
computer readable medium having stored therein computer
software and/or data.

In alternative embodiments, the secondary memory 312
may include other similar means for allowing computer
programs or other instructions to be loaded into the com-
puter system. Such means may 1include, for example, a
removable storage unit 320 and an interface 322. Examples
of such means may include a program package and package
interface (such as that found m video game devices), a
removable memory chip (such as an EPROM, or PROM)
and associated socket, and other removable storage units
320 and intertaces 322, which allows software and data to be
transferred from the removable storage umt 320 to the
computer system.

The computer system may also include a communication
interface 324. Communication interface 324 allows software
and data to be transferred between the computer system and
external devices. Examples of communication interface 324
may include a modem, a network interface (such as an
Ethernet card), a communication port, or a PCMCIA slot and
card, etc. Software and data transferred via communication
interface 324 are in the form of signals which may be, for
example, electronic, electromagnetic, optical, or other sig-
nals capable of being received by communication interface
324. These signals are provided to communication interface
324 via a communication path (i.e., channel) 326. This
communication path 326 carries signals and may be imple-
mented using wire or cable, fiber optics, a phone line, a
cellular phone link, an RF link, and/or other communication
channels.

The present mnvention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention. The computer readable storage medium
can be a tangible device that can retain and store instructions
for use by an instruction execution device. The computer
readable storage medium may be, for example, but 1s not
limited to, an electronic storage device, a magnetic storage
device, an optical storage device, an electromagnetic storage
device, a semiconductor storage device, or any suitable
combination of the foregoing. A non-exhaustive list of more
specific examples of the computer readable storage medium
includes the following: a portable computer diskette, a hard
disk, a random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
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floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such 5
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire. 10

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area 15
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device 20
receives computer readable program instructions from the
network and forwards the computer readable program
istructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out 25
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine i1nstructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination 30
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program 35
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be 40
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec- 45
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information
of the computer readable program 1nstructions to personalize 50
the electronic circuitry, 1n order to perform aspects of the
present mvention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod- 55
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions. 60

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com- 65
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
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in the tlowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
istructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, i fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality mvolved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

From the above description, it can be seen that the present
invention provides a system, computer program product, and
method for implementing the embodiments of the invention.
The present invention further provides a non-transitory
computer-useable storage medium for implementing the
embodiments of the invention. The non-transitory computer-
useable storage medium has a computer-readable program,
wherein the program upon being processed on a computer
causes the computer to implement the steps of the present
invention according to the embodiments described herein.
References 1n the claims to an element in the singular 1s not
intended to mean “one and only” unless explicitly so stated,
but rather “one or more.” All structural and functional
equivalents to the elements of the above-described exem-
plary embodiment that are currently known or later come to
be known to those of ordinary skill in the art are intended to
be encompassed by the present claims. No claim element
herein 1s to be construed under the provisions of 35 U.S.C.
section 112, sixth paragraph, unless the element 1s expressly
recited using the phrase “means for” or “step for.”

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are itended to include the plural forms
as well, unless the context clearly indicates otherwise. It will
be further understood that the terms “comprises” and/or
“comprising,” when used 1n this specification, specily the
presence of stated features, integers, steps, operations, ele-
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ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements 1n the
claims below are intended to include any structure, material,
or act for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present mvention has been presented for purposes of
illustration and description, but 1s not intended to be exhaus-
tive or limited to the mvention in the form disclosed. Many
modifications and varniations will be apparent to those of
ordinary skill 1n the art without departing from the scope and
spirit of the mvention. The embodiment was chosen and
described 1n order to best explain the principles of the
invention and the practical application, and to enable others
of ordinary skill in the art to understand the imvention for
various embodiments with various modifications as are
suited to the particular use contemplated.

What 1s claimed 1s:
1. A quality of service (QoS) monitoring framework
comprising;
at least one processor; and
a non-transitory processor-readable memory device stor-
ing instructions that when executed by the at least one
processor causes the at least one processor to perform
operations including:
dynamically binding one or more customer applica-
tions to one or more microservices 1 a dynamic
service environment;
collecting compliance data and contextual data from
the dynamic service environment and one or more
hosting environments;
training a predictive model by applying machine learn-
ing to a portion of the compliance data that 1s
indicative of occurrence of one or more historical
service level agreement (SLA) violations;
predicting probability of a SLA violation occurring by
applyving the predictive model to the compliance data
and the contextual data; and
dynamically switching a frequency at which a moni-
toring infrastructure for the one or more customer
applications collects monitoring data for the one or
more customer applications between a continuous
basis or a periodic basis based on the predicted
probability, wherein the dynamically switching com-

Prises:

11 the monitoring data 1s collected continuously and
the predicted probability 1s less than a pre-deter-
mined threshold, dynamically switching the fre-
quency from the continuous basis to the periodic
basis; and

11 the monitoring data 1s collected at pre-determined
intervals and the predicted probability exceeds the
pre-determined threshold, dynamically switching
the frequency from the periodic basis to the con-
tinuous basis.

2. The QoS monitoring framework of claim 1, wherein:

the compliance data comprises QoS and SLA compliance
data indicative of the occurrence of the one or more
historical SLA violations; and

the contextual data comprises information indicative of
performance of the one or more customer applications,
the one or more hosting environments, and one or more
requirements of one or more customers utilizing the
one or more customer applications.
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3. The QoS monitoring framework of claim 2, further
comprising:

predictively analyzing and modeling the one or more

requirements based on the contextual data and the
compliance data.

4. The QoS momitoring framework of claim 3, further
comprising;

generating one or more segmentation models representing,

one or more behavioral characteristics of the one or
more customers based on the compliance data and the
contextual data.

5. The QoS momnitoring framework of claim 4, further
comprising:

generating one or more predictive models based on the

one or more segmentation models, the compliance data,
and the contextual data.

6. The QoS monitoring framework of claim 5, further
comprising;

determining one or more modifications actions for modi-

fying and optimizing the monitoring infrastructure
based on the one or more predictive models to reduce
costs associated with monitoring the one or more
customer applications.

7. The QoS monitoring framework of claim 6, wherein the
one or more modification actions comprises adapting a
monitoring policy controlling the frequency at which the
monitoring infrastructure collects the monitoring data.

8. The QoS monitoring framework of claim 7, wherein the
monitoring policy 1s adapted to a continuous monitoring
policy specilying collection of the monitoring data on the
continuous basis.

9. The QoS monitoring framework of claim 7, wherein the
monitoring policy 1s adapted to a dynamic monitoring policy
speciiying collection of the monitoring data on the periodic
basis.

10. The QoS monitoring framework of claim 1, wherein
the dynamic service environment comprises a dynamic
cloud service environment.

11. A method comprising:

dynamically binding one or more customer applications to

one or more microservices i a dynamic service envi-
ronment;

collecting compliance data and contextual data from the

dynamic service environment and one or more hosting,
environments:

training a predictive model by applying machine learning

to a portion of the compliance data that 1s indicative of
one or more historical service level agreement (ISLA)
violations:

predicting probability of a SLA violation occurring by

applying the predictive model to the compliance data
and the contextual data; and

dynamically switching a frequency at which a monitoring,

inirastructure for the one or more customer applications
collects monitoring data for the one or more customer
applications between a continuous basis or a periodic
basis based on the predicted probability, wherein the
dynamically switching comprises:
if the monitoring data 1s collected continuously and the
predicted probability 1s less than a pre-determined
threshold, dynamically switching the frequency from
the continuous basis to the periodic basis; and
if the monitoring data 1s collected at pre-determined
intervals and the predicted probability exceeds the
pre-determined threshold, dynamically switching the
frequency from the periodic basis to the continuous
basis.
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12. The method of claim 11, wherein:

the compliance data comprises QoS and SLA compliance
data indicative of the occurrence of the one or more
historical SLA violations; and

the contextual data comprises information indicative of 5

performance of the one or more customer applications,
the one or more hosting environments, and one or more
requirements of one or more customers utilizing the
one or more customer applications.

13. The method of claim 12, further comprising:

predictively analyzing and modeling the one or more

requirements based on the contextual data and the
compliance data.

14. The method of claim 13, further comprising;

generating one or more segmentation models representing,

one or more behavioral characteristics of the one or
more customers based on the compliance data and the
contextual data.

15. The method of claim 14, further comprising:

generating one or more predictive models based on the

one or more segmentation models, the compliance data,
and the contextual data.

16. The method of claim 15, further comprising:

determining one or more modifications actions for modi-

fying and optimizing the monitoring infrastructure
based on the one or more predictive models to reduce
costs associated with monitoring the one or more
customer applications.

17. The method of claim 16, wherein the one or more
modification actions comprises adapting a monitoring policy
controlling the frequency at which the momitoring infrastruc-
ture collects the monitoring data.

18. The method of claim 17, wherein the monitoring
policy 1s adapted to a continuous monitoring policy speci-
tying collection of the monitoring data on the continuous
basis.
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19. The method of claim 17, wherein the monitoring
policy 1s adapted to a dynamic monitoring policy specifying
collection of the monitoring data on the periodic basis.

20. A computer program product comprising a computer-
readable hardware storage medium having program code
embodied therewith, the program code being executable by
a computer to implement a method comprising:

dynamically binding one or more customer applications to

one or more microservices 1 a dynamic service envi-

ronment;

training a predictive model by applying machine learn-
ing to a portion of the compliance data that 1s
indicative of one or more historical service level
agreement (SLA) violations;

predicting probability of a SLA violation occurring by
applying the predictive model to the compliance data
and the contextual data; and

dynamically switching a frequency at which a moni-
toring infrastructure for the one or more customer
applications collects monitoring data for the one or
more customer applications between a continuous
basis or a periodic, basis based on the predicted
probability, wherein the dynamically switching com-

Prises:

11 the monitoring data 1s collected continuously and
the predicted probability 1s less than a pre-deter-
mined threshold, dynamically switching the fre-
quency from the continuous basis to the periodic
basis; and

11 the monitoring data 1s collected at pre-determined
intervals and the predicted probability exceeds the
pre-determined threshold, dynamically switching
the frequency from the periodic basis to the con-
tinuous basis.
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