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A method for detecting events comprises repeatedly regis-
tering a value indicating an amount of data generated by an
encoder, which 1s encoding video from a scene by means of
temporal compression, determining 11 a particular event has
occurred 1n the scene represented by the encoded video by
comparing characteristics of the registered values with pre-
determined characteristics, and generating an event signal 1n
response to an event occurrence being determined.
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METHOD FOR AND APPARATUS FOR
DETECTING EVENTS

BACKGROUND

Most surveillance, monitoring and security systems of
today include devices for capturing and generating video.
The captured videos are often analyzed for detecting the
occurrence of specific events. Examples of such events are
motion detection, object detection, and detection of tres-
passing. Detection of these types of events require a lot of
processing power. Such requirements of high processing
power may limit the possibility for providing event detection
in the low processing power cameras capturing the video.
One reason for using less processing power cameras may be
that the price for a high processing power equipped camera
1s higher. Another reason may be that a camera having high
processing power requires more electrical power than a
camera having less processing power and it may not be
possible to provide that amount of electrical power to the
position of the camera. Hence, a method for making event
detection require less computing power 1s desired.

SUMMARY

Making event detection require less processing power 1s
performed by a method for detecting events according to
claim 1. Further embodiments are presented in the depen-
dent claims.

More specifically, the method for detecting events,
according to some embodiments comprises repeatedly reg-
1stering a value indicating an amount of data generated by an
encoder, which 1s encoding video from a scene by temporal
compression, determining 1f a particular event has occurred
in the scene represented by the encoded video by comparing
characteristics of the registered values with predetermined
characteristics, and generating an event signal 1n response to
an event occurrence being determined. By registering the
amount of data generated 1n the encoding of the video and
then using this data for determining 1f events have occurred
in the captured video processing power may be saved due to
the fact that the determination may be performed without
processing heavy analysis of all image data. There may also
be a further advantage 1n the fact that less data 1s required for
the determination, for example transier of data for analysis
may result 1in less network load, storage of data for enabling
determination of 11 an event or i1f a particular event has
occurred may require less storage capacity.

In further embodiments the characteristics compared in
the act of determining 1f a particular event has occurred may
be any characteristic or any combination of characteristics
from a group of characteristics including: the registered
values increases at a rate higher than a first predetermined
threshold, at least one registered value i1s higher than a
second predetermined threshold, the registered wvalues
decreases at a rate larger than a third predetermined thresh-
old, and an integration of values over a time period exceed
a fourth predetermined threshold. An advantage with any of
these characteristics 1s that they do not require a lot of
processing power or memory 1n order to be calculated from
the registered values indicating the amount of data generated
by the encoder.

Moreover, a particular event may be determined and
identified by matching a characteristic representing a
sequence of registered values to a predetermined event
characteristic based on a description representing a sequence
of corresponding values. The advantage of matching
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sequences of registered values may be that more specific
events and/or more complex events may be detected and
identified.

In yet further embodiments an event 1s determined by
comparing characteristics representing a sequence of regis-
tered values to a description representing a normal state and
wherein such an event 1s determined to have occurred 11 the
sequence ol registered values differs from the normal state
at a degree larger than a predetermined value. The advantage
of determining that an event has occurred 1 the character-
istics differ from a normal state characteristic i1s that the
determination may be very eflective as detection of many
events, even unanticipated events or unknown events, may
be detected by comparison to a few characteristics.

According to further embodiments each repeatedly reg-
istered value indicating an amount of data generated by an
encoder 1s arrived at by measuring an amount of data
transierred including the data generated by the encoder from
the time of a previously registered value. Moreover the
measuring of data transierred may be performed from the
time of the last registered value.

Some embodiments may further include storing registered
values 1n a database, wherein the act of determining 11 a
particular event has occurred 1s performed on the values
registered 1n the database.

Yet other embodiments may further include transferring
registered values over a network to a client, wherein the act
of determining 1if a particular event has occurred 1s per-
formed by the client.

In some embodiments a characteristic of the registered
values that represents an increase in value over time 1ndi-
cates an object entering the scene in the encoded video. The
advantage of this feature 1s that it becomes possible to
determine characteristics of more complex events.

In further embodiments a characteristic of the registered
values 1s the value 1itself and wheremn a first object type
moving through the scene 1s i1dentified by comparing the
registered value to a predetermined {first threshold and
wherein a second object type moving through the scene 1s
identified by comparing the registered value to a predeter-
mined second threshold.

According to some embodiments the act of determining 1f
a particular event has occurred 1s performed only for regis-
tered values larger than a predetermined threshold, the
advantage of this determination scheme is that it 1s very
simple and requires very low processing power to operate.

In some embodiments values representing data including,
an 1mage frame that 1s not temporally encoded are not used
in the act of determining 11 a particular event has occurred.
The advantage of not determining events based on non-
temporally encoded 1image frames 1s that even further pro-
cessing power 1s saved without decreasing the precision 1n
the determinations, as the non-temporally encoded frames
does not carry any information relating to movement 1n the
video.

In additional embodiments the method further comprises
incrementing a counter each time the occurrence of a par-
ticular event has been determined. The advantage of this 1s
that a counter, for example, a people counter a vehicle
counter, an general object counter, requiring low processing
power may be mmplemented. Such a counter may {for
instance be implemented 1n a camera with limited resources
or another device with limited resources or at least limited
spare resources. In some embodiments the method further
comprises 1ncrementing a counter related to a particular
event each time the occurrence of that particular event has
been determined. Hence there i1s arranged a counter for
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specific events, this may result 1n that separate counters 1s
arranged for different objects, for example people, animals,
vehicles, for example or for different events, for example
running, walking, leaving objects behind, etc.

A Turther scope of applicability will become apparent
from the detailed description given below. However, it
should be understood that the detailed description and
specific examples, while indicating preferred embodiments
are given by way of illustration only, since various changes
and modifications within the scope of the present teachings
will become apparent to those skilled in the art from this
detailed description. Hence, it 1s to be understood that these
teachings are not limited to the particular component parts of
the device described or steps of the methods described as
such device and method may vary. It 1s also to be understood
that the terminology used herein 1s for purpose of describing,
particular embodiments only, and 1s not intended to be
limiting. It must be noted that, as used in the specification
and the appended claim, the articles “a,” “an,” “the,” and
“said” are mtended to mean that there are one or more of the
clements unless the context clearly dictates otherwise. Thus,
for example, reference to “a sensor” or “the sensor” may
include several sensors, and the like. Furthermore, the word
“comprising” does not exclude other elements or steps.

BRIEF DESCRIPTION OF THE DRAWINGS

Other features and advantages of the present teachings
will become apparent from the following detailed descrip-
tion of a presently preferred embodiment, with reference to
the accompanying drawings, in which

FIG. 1 1s a schematic diagram of a system that may
include an implementation an embodiment,

FIG. 2 1s a block diagram of a camera according to an
embodiment,

FIG. 3 1s a graph representing data rate over time showing,
teatures of the graph that may be used an embodiment, and

FIG. 4 1s a flowchart of a process for generating event
signals according to an embodiment.

Further, in the figures like reference characters designate
like or corresponding parts throughout the several figures.

DETAILED DESCRIPTION

An event detection system and to a method for detecting
events are described herein. The event detection system may
be a system comprising a plurality of momtoring cameras 12
a-c, a communication network 14, system managing devices
16 a-b, and a data storage device 18, see FIG. 1. The
monitoring cameras 12 a-c may be any type of networked
monitoring cameras which are enabled to capture motion
video. The communication network 14 may be any wired or
wireless communication network or may be any combina-
tion of various wired and/or wireless networks, ¢.g. LAN,
WAN, the Internet, cellular network, Wi-Fi, etc. The system
managing devices 16 a-b may be any computing device
having a display enabling an operator to interact with a
device 1n the system or receive information relating to event
detection. The data storage device 18 may be a network
attached storage unit (NAS), a file server, a video server, or
any other data storage unit.

Now referring to FIG. 2, a monitoring camera 12 used 1n
the system 1s arranged to capture motion video of a scene as
digital data. Therefore the monitoring camera 12 includes at
least one lens 40 directing light from the scene onto an
image sensor 42. The image sensor 42 and an image
processor 44 converts the light into digital data representing,
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a captured image. Further, the camera 12 1s arranged to
capture a plurality of 1mages 1n order to provide data for
generating motion video. The data representing the motion
video 1s then encoded 1n an encoder 46, which 1s encoding
the motion video using a temporal compression scheme. The
camera may be a camera capturing visible light, an IR
camera, a ToF camera (Time of Flight camera), eftc.

A temporal compression scheme i1s scheme of reducing
compressed video size by not encoding each frame as a
separate and complete image. The frames that are encoded
completely are called intra frames, since these frames are
fully encoded based on the information in the presently
encoded 1mage frame. All other frames in the video are
represented by data specitying a change since the last frame.
Thus, the data representing these frames represents difler-
ences from other frames. These frames are called delta inter
frames as they are depending on data in other frames. The
inter frames may be related to the previous frame, referred
to as P frame 1n some encoding schemes, but may alterna-
tively be related to previous and future frames, referred to as
B frames.

The encoding of the motion video in the encoder 46
decreases the amount of data that will represent the motion
video. Examples of encoding schemes used in the encoder
46 are H.264, H.265, MPEG-2 part two, MPEG-4 part two,
etc. In some cameras 12 the motion video 1s analyzed and/or
processed even more before and/or after the encoding of the
motion video. In such cameras 12 a processing unit 48 may
be arranged for that type of analysis and/or processing.
Many of the cameras 12 also require a volatile memory 50
and/or a non-volatile memory 52 for the operation of pro-
grams and for storage of data.

Betfore the motion video 1s transmitted over the network
14 the video data 1s managed by a communication protocol
and then physically adapted to the network connected to the
camera. The network interface 54 in FIG. 2 may be seen as
a device or module performing these operations in any way
known to the person skilled 1n the art. The commumnication
between devices and modules 1n the camera may be imple-
mented by direct individual physical connections or a data
bus or a combination of both, these communication 1mple-
mentations are symbolized 1n FIG. 2 by an internal com-
munication path 56.

The present event detection system 1s designed to detect
events using less processing power than a system analyzing
all the pixels of a video stream for detecting an event. When
it comes to detecting events in stored data, for example
representing older recordings, the event detection 1in data
representing a longer time period will be quicker than when
using a system analyzing all the pixels of a video stream for
detecting the events. These advantages are achieved by
analyzing the amount of data generated by the temporally
compressing video encoder 46 of the camera 12 that is
capturing motion video of the scene in which event detection
1s desired. The amount of data generated by the encoder 46
depends on the amount of change between consecutively
captured 1mage frames. For example, an 1image sequence of
a scene having essentially no moving objects will result 1n
less encoded data than an i1mage sequence of the scene
having a lot of movement. Hence the amount of data after
the encoding step depends heavily on variations 1n consecu-
tively captured 1mages. This may also be described as the
amount ol encoded 1mage data that being generated by the
encoder 46 1s dependent on the number of pixels on the
image sensor that 1s aflected by the movements 1n the scene.
For instance, an object close to the camera or a big object 1n
the scene will have an impact on more pixels on the 1image
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sensor than objects far from the camera or a small object.
Accordingly the amount of data 1s an eflect of the temporal
compression of the image information.

According to certain embodiments a plurality of data
rates, representing the amount of data per unit of time 1n a
data stream 1including the motion video of the monitored
scene, are measured and registered sequentially. Thereby a
dataset representing the variation i1n data rate over time 1s
registered. The data rate may be measured or retrieved from
various places 1n the system. For example the data rate may
be measured or retrieved at the encoder 46 of the camera, at
the network intertace 54 of the camera, at a switch or a
router 1n the network 14, at a network interface or a decoder
in a system managing device 16 a-b, or at a network
interface or a decoder 1n a networked storage device 18. The
data rate may be measured directly on a stream representlng
the 1mage stream, but may also be measured by measuring
the data rate of network packets transmitting the motion
video. The process of measuring the data rate of a data
stream or any data transmission 1s well known to the person
skilled in the art.

The dataset representing the data rate over time may be
represented using a very low amount of data, in particular
compared with the data required to represent a motion video
stream. For example, consider including in the dataset
representing the variation in data rate over time a value or a
data enfry representing the amount of data used 1n repre-
senting each 1image in the image stream. If the camera 1s a
ten megapixel camera the size of an intra frame, for example
spatially encoded, would be about 2.5 MB, using any of the
standard encoders. Even a ten mega pixel frame being
encoded using a lossless coding scheme would not have a
s1ze much bigger than 10 MB. In order to register a value or
a data entry representing every size between 0 MB-10 MB
only three bytes will be needed, as three bytes would be able
to represent values of over 16 million. In case the resolution
of the data rate 1s not as important 1t may even be possible
to represent the data rate using two or one byte(s). The data
needed to represent the data rate 1n the dataset may easily be
almost a million times smaller than the data used {for
representing one intra frame. In streaming video the data
used per frame will of course be smaller, as the inter frames
are temporally encoded. However, the data set used may not
need to include the size of every frame but may represent the
accumulated data amount over a predetermined time period.
In one embodiment a frame size 1s registered as a represen-
tation of the data rate. The frame size indicates the amount
of data needed to encode a frame. The frame size 1is
registered using 4 bytes (32 bits) and the frame size 1s
registered for each frame. The frames are captured at 30
frames per second, and accordingly the data used by the
invention for detection of events may 1s 1n this embodiment
0.12 Kb/s. This 1s much lower than the data rate of a normal
motion video stream of 6 000 Kby/s.

Independent of the exact implementation of the encoding
of the 1mages 1n an 1mage stream and of the resolution, for
example number of bytes, used in the dataset to represent
cach value or data entry in the dataset, the difference 1n
amount of data that has to be processed when a data rate
dataset may be used instead of 1images of the image stream
1s enormous. Another great gain 1s achieved in respect of
storage, as just a fraction of the data need to be stored. For
example, a monitoring system may store motion video data
for only the time periods where interesting events have
occurred and store the data rate values for the entire moni-
tored time period. The stored data rate values may then be
searched and/or analyzed in order to filter out particular
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events. Then the data rate values may also be used 1n order
to confirm that no event occurred for the time periods where
no motion video has been stored. Moreover, in general 1t 1s
advantageous that the stored data rate data set may be used
in order to search 1n recorded video for video sequences of
interest. Yet another advantage of analyzing the data rate set
1s that events in the scene may be analyzed without com-
promising the integrity of persons present 1n the scene.

In FIG. 3 an example of a dataset 1s illustrated by plotting,
the data rate against time. The dataset of the figure 1s
achieved by registering the amount of data representing each
image frame 1n a video stream captured by a camera. In the
present dataset the efl

ect of intra-frames has been removed
by simply removing each value representing an intra-frame.
The removing of intra-frames may alternatively be imple-
mented as removing all data values above a maximum
threshold value. The advantage of removing the intra-frames
1s that the data rates will become simpler to analyze when a
peak 1n data rate for each intra-frame does not need to be
considered. Especially as the intra frame does not contribute
with mformation relating to movement or changes between
frames, because the intra frame 1s spatially encoded and not
temporally encoded. In this way the dataset will utilize the
inherent movement 1ndication of inter-frames 1n temporal
encoders without interference from the high data amount
value of the intra-frames.

The scene monitored resulting in the graph of FIG. 3 1s a
road and the camera 1s arranged to capture video from above
the road 1n the longitudinal direction of the road. Various
events may be identified by simply looking at the graph. For
instance the height of each peek identifies the size of the
vehicle, at least the relative size of the vehicle, when it
passes by the camera at the closest point. Hence, 1t 1s
possible to draw conclusions to the size of vehicles passing
by the camera by simply focus on peak values 1n the graph.
Moreover, the steepness of the graphs on each side of the
peak reveals the travel direction of the vehicle. The steep
portion of the graph 1s the result of the camera encoding
video of a vehicle leaving the scene or arriving at the scene
at a poimnt close to the camera, for example, leaving or
arriving 1n the scene when the 1image captured of the vehicle
1s big, resulting 1n a lot of pixels changing in a short amount
of time due to the vehicle. The less steep portion of the graph
on the other side of the peak 1s a result of a vehicle traveling
towards the camera from far away 1n the captured scene or
driving away from the camera in the scene. This 1s a result
of the vehicle being in the scene for a relatively long time
and 1s slowly being perceived as smaller and smaller the
further away from the camera 1t 1s.

Now referring to the graph 104 1n FIG. 3, the first peak
106 would, from the above reasoning, represent a large car,
¢.g. a van or a truck, driving towards the camera. This 1s
deduced from the looks of the graph where the portion of the
graph 108 leading up to the peak 106 may be identified as
representing a vehicle travelling a long time 1n the scene
until 1t reaches the position close to the camera and thereby
resulting 1n a less steep graph. The fact that the less steep
portion of the graph 108 1s registered belfore the top of the
peak 106 of the graph indicates that the vehicle 1s travelling
in the scene towards the camera. Accordingly, the portion of
the graph 110 that 1s on the later side of the peak 1s steep
indicating that the vehicle 1s leaving the scene close to the
camera, as discussed above.

The second peak 112 represents a car driving away from
the camera 1n the scene. The size of the car represented by
the height of the peak 112 and the travel direction 1dentified
by having the steep portion of the graph 114 leading up to
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the peak 112 and the less steep portion of the graph 116 after
the peak. Peak 118 represents another large vehicle travel-
ling away from the camera while peaks 120 and 122 each
probably representing a car travelling away from the camera.

The last peak 124 of the graph 104 1s higher than the peaks
representing large vehicles and when looking at the steep-
ness of the portions of the graph 126, 128, on each side of
the peak 124 you find that both portions are less steep. These
indications make 1t possible to conclude that the peak
represents two vehicles that are travelling 1in the opposite
direction of each other.

Accordingly, features of the graph 104 representing the
data rate of the temporally encoded video data may be used
in order to identily or at least indicate particular events. For
example a threshold value may be set up to indicate an event
like movement in the scene, for example the event 1is
triggered 1f the data rate exceeds the threshold. Event
representing objects travelling towards the camera or away
from the camera may be 1dentified by analyzing the deriva-
tive of the portions of graphs on each side of a peak, for
example calculating the steepness of these portions of the
graph as explained above. Such a steepness value, for
example the gradient, may also be used to indicate a velocity
event, for example the speed of an object could be calculated
based on the steepness of the graph. The area under the
graph may also be used in analyzing the events. The area
may be used to determine the speed of a vehicle, a size of
a vehicle, and plenty of other things.

Yet another alternative 1s to generate models representing
various events that 1s identifiable 1n a graph representing the
data rate against time and then by using these models
identifying particular events. Such models may be formed
by 1dentifying and registering a combination of particular
characteristics of a portion of the graph representing a
particular event or by registering a typical event and iden-
tifying an event as this event if a registered graph does not
divert from the registered typical graph more than a prede-
termined amount. The models may also be formed by using
deep learning, for example by training a neural network into
identifving specific events by the input of the data rate of the
temporally encoded video.

Yet another application 1s to create a model that represents
events that normally should occur in the scene and then
trigger an alarm when the registered data rate diverts from
this model. For example, the system may be used for
surveying a railway track. A model representing trains
passing by on the track 1s formed, either by analyzing
characteristics of the graph or by traiming the system using
a neural network approach. Then the system may be set up
to indicate when an event not {itting the model 1s detected.
Hence, this could be used to detect animals or people on the
track as the data rate graph of events like animals or humans
on the track 1s very likely to differ significantly from the
model representing the trains.

The data rate analysis for detection of events may be used
in many applications. As mentioned above it may be used 1n
trailic surveillance and 1n monitoring of train tracks. Other
areas of use 1s 1n monitoring of processes 1n factories, for
example counting products on conveyer belts, generate
alarm 1f the some or a plurality of characteristics of a data
rate series, for example data rate over time, or a section or
sections of such data rate series differs from a “normal”
characteristic or section, for example indicating a discrep-
ancy from the mntended process, etc. As mentioned above the
characteristics may be represented by specific data points,
for example data rate value, gradient, area, and a section
may be represented by a shape of the graph over that time
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period. Further, the method of detecting events may be used
in surveillance of building or premises for detecting suspi-
cious and or hazardous activities. This method of detecting
events may also be used for controlling building automation
systems such as lighting, heating, ventilation, etc.

The above use cases are presented using live data rates
from the camera or cameras. However, the data rate data
may also advantageously be stored for later analysis. The
data does not require much storage and may be very useful
in situations when you would like to find a time point for a
particular event 1 order to study the video of that event. In
this particular case the video would be available, however,
the data rate data 1s much more etlicient to search for events
as 1t 1s much less data to analyze. Therefore it 1s a great
advantage to store and use the data rate information for later
use.

Now referring to the flowchart of FIG. 4 depicturing a
process 200 of embodiments of the mvention. The process
includes registering consecutive values each indicating the
data rate from a particular point 1n time, step 202. These
values may be based on information provided by the encoder
in the camera, values achieved by measuring the amount of
data outputted from the encoder, values provided by the
network interface, for example network trathic, etc. Each
value and/or series of values represents characteristics of the
registered values, as presented 1n the examples above, and
are compared with corresponding predetermined character-
1stics representing at least one event, step 204. If the
comparison indicates that a value or a series of values
represent an event, step 206, then an event signal 1s gener-
ated, step 208, and then the process returns to step 202 for
registering additional values indicating the data rate of the
data generated by the encoder. An event signal may be an
internal signal or a signal transmitted to other systems or
devices. For instance may the signal indicate an event
representing detection of an object, this signal may be sent
internally to a counter in order to count number of objects.
Moreover the event signal may be a signal carrying data of
the event, for example a vehicle of medium size passed by
in an westerly direction at 60 km/h. Further, the event signal
may be an alarm signal. The skilled person would realize the
multitude of variations of event signals. If the comparison
does not 1indicate any occurrence of an event, step 206, then
the process returns directly to step 202 1n for registering
additional values indicating the data rate of the data gener-
ated by the encoder. This process may be performed on live
data, for example as the data 1s produced and the values are
generated, or 1t may be performed on stored data, for
example the data 1s stored 1n some storage device and parsed
in order to detect events in the stored data.

The comparison 1n step 204, may include any one of or
any combination of the characteristics discussed 1n connec-
tion with the data rate graph of FIG. 3. For example may the
characteristic compared be the value of the data rate that 1s
being compared to a threshold indicating whether there 1s
enough changes i1n the scene 1n order to trigger a motion
event. The characteristic may be the derivative, for example
the steepness, ol changes related to a single data entry or a
plurality of consecutive data rate values 1n the graph. Such
a derivative may be compared to a predetermined threshold
in order to indicate an event. Another, characteristic that may
be compared 1s an 1integral of values of data rate, for example
arca under the graph. Such an area may be measured
between two time points where the data rate exceeds a
threshold or simply over a predetermined time frame. The
comparison may include comparing a set of characteristics
with a predetermined set of characteristics, for example any
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combination of the above mentioned characteristics. More-
over, a set of characteristics could include a plurality of
characteristics from different points in time. For example, an
event indicating that a car 1s driving towards or away from
the camera may be detected by detecting a first derivative,
then a peak value and at last the second derivative. This set
of characteristic values may then be compared to a set of
predetermined characteristics.

Moreover, the system may be implemented by arranging
all the tfunctionality of the system 1n a camera, for example
the camera includes the means for performing the process
according to embodiments of the mvention. For example,
the camera 12 retrieves the data rate values from the encoder
46, from the network interface, or from any other data rate
extraction point 1n the camera, and store data rate values 1n
a memory 50, 52 for comparison with characteristics set 1n
a program executed by the camera for detecting events live
or from historical data rates. The camera may then transmuit
an event 1identifier 1n response to an event detection.

Alternatively, the system may be implemented in any of
the devices connected to the camera via the network and
receiving streaming motion video. Such a device, for
example a system management device 16a-b, a data storage
device 18, etc., may measure the amount of data received 1n
the motion video stream and execute the process on 1ts own.
The device could also be a storage device such as a file
server, a NAS, etc. which 1s arranged to store the data rate
retrieved from measuring on the data received for storing or
data rates retrieved at another location.

In a further alternative the operation of the system 1s
distributed over various devices. For example, the camera 12
may measure and generate the data rate values and send
them to the storage device 18 for storage and to the system
managing device 16a-b for live event detection. The system
management device 16a-6 may then also be arranged to
retrieve historical data rate values stored at the storage
device and analyze them for event detection.

The characteristics of data rate values and data rate value
series representing events occurring in a scene may be very
dependent upon the perspective captured by the camera, for
example 1f the camera 1s directed from above and in the
longitudinal direction of a road or a path or if the camera 1s
mounted to capture a scene where passers-by are travelling
from left to rnight 1n the 1mage. Accordingly the perspective
of the camera may dictate the type of events that are possible
to detect.

The examples above are all given 1n relation to a station-
ary camera, however the camera may be a mobile camera as
well. For instance may the camera be mounted 1n a drone or
an UAV (Unmanned Aerial Vehicle) or 1t could be a dash-
board camera 1n a vehicle.

Moreover, the event detection may be used 1n systems
where privacy masks 1s arranged in order to protect the
privacy ol people. The event detector according to the
invention could analyze the entire scene 1n order to generate
events without giving away any personally identifiable
information.

What 1s claimed 1s:

1. Method for detecting events, comprising:

measuring a data rate of an encoded video stream of a

scene that has been encoded by temporal compression
over a plurality of consecutive time intervals to gener-
ate a plurality of values corresponding to each of the
consecutive time intervals:

removing all of the plurality of values that correspond to

image frames that are not temporally encoded to gen-
erate a dataset; and
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detecting events representing objects traveling towards or
away from a camera used for capturing the scene by
comparing a derivative of portions on both sides of a
peak of a representation of the data rate against time of
the dataset.

2. The method according to claim 1, further including
storing the dataset 1n a database, wherein the act of detecting
events 1s performed on the dataset stored in the database.

3. The method according to claim 1, further including
transierring the dataset over a network to a client, wherein
the act of detecting events 1s performed by the client.

4. The method according to claim 1, further comprising
indicating a velocity of an object triggering a detection of an
event by analyzing steepness of the portions of the repre-
sentation of the data rate against time of the dataset.

5. The method according to claim 1, further comprising,
identifying a size of an object triggering a detection of an
event by analyzing a height of the peak.

6. The method according to claim 1, further comprising
incrementing a counter each time the occurrence of an event
has been detected.

7. The method according to claim 1, further comprising

incrementing a counter related to a particular event each
time the occurrence of that particular event has been 1den-
tified.

8. The method according to claim 1, wherein the remov-
ing all of the plurality of values that correspond to 1image
frames that are not temporally encoded comprises removing
all values from the first dataset that are above a maximum
threshold value.

9. A method for detecting events, the method comprising:

measuring a data rate of an encoded video stream of a

scene that has been encoded by temporal compression
over a plurality of consecutive time intervals to gener-
ate a plurality of values corresponding to each of the
consecutive time intervals:

removing all of the plurality of values that correspond to

image frames that are not temporally encoded to gen-
erate a dataset;

detecting an event by analyzing a representation of the

data rate against time of the dataset; and

indicating a velocity of an object triggering a detection
ol an event by analyzing steepness of a portion of the
representation of the data rate against time of the
dataset.

10. The method according to claim 9, further including
storing the dataset 1n a database, wherein the act of detecting
events 1s performed on the dataset stored in the database.

11. The method according to claim 9, further including
transierring the dataset over a network to a client, wherein
the act detecting events 1s performed by the client.

12. The method according to claim 9, further comprising
incrementing a counter each time the occurrence of an event
has been detected.

13. The method according to claim 9, further comprising
incrementing a counter related to a particular event each
time the occurrence of that particular event has been 1den-
tified.

14. The method according to claim 9, wherein the remov-
ing all of the plurality of values that correspond to image
frames that are not temporally encoded comprises removing
all values from the first dataset that are above a maximum
threshold value.

15. A method for detecting events comprising:

measuring a data rate of an encoded video stream of a

scene that has been encoded by temporal compression
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over a plurality of consecutive time mtervals to gener-
ate a plurality of values corresponding to each of the
consecutive time intervals;

removing from all of the plurality of values that corre-

spond to 1image frames that are not temporally encoded
to generate a dataset;

detecting an event by analyzing a peak of a representation

of the data rate against time of the dataset; and
identifying a size of an object triggering a detection of an
event by analyzing a height of the peak.

16. The method according to claim 15, further including
storing the dataset 1n a database, wherein the act of detecting
events 1s performed on the dataset stored in the database.

17. The method according to claim 13, further including
transierring the dataset over a network to a client, wherein
the act detecting events 1s performed by the client.

18. The method according to claim 15, further comprising
incrementing a counter each time the occurrence of an event
has been detected.

19. The method according to claim 15, further comprising
incrementing a counter related to a particular event each
time the occurrence of that particular event has been iden-
tified.

20. The method according to claim 15, wherein the
removing all of the plurality of values that correspond to
image Iframes that are not temporally encoded comprises
removing all values from the first dataset that are above a
maximum threshold value.

¥ H H ¥ ¥

10

15

20

25

12



	Front Page
	Drawings
	Specification
	Claims

