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Service A_| Target |— 4P

SRROR Tcp command [Connect (www.srvc—b.com: 443,

None, List () ,Some (10 seconds),true)] failed

NARN Circuit Breaker Timed out.

ARN Circuit Breaker is open; calls are falljlng : 1 414
ARN Circuit Breaker is open; calls a Correlation

NARN Circuilt Breaker is open; calls ale=rs p——

AARN Circult Breaker 15 open, calls are failjlng fast.

411

######

ARN Circult Breaker half-open.
INFO http success 413B

Service B y— 420

WARN Cannot get a connection; Timeout walting for

1dle object

iiiiii

WARN Cannot get a connection; Timeout wailiting for

1dle object Elevate

######

412

ERROR Cannot get a connection, pool exhausted.

FIG. 4
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FIG. 6
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LOGGING IMPLEMENTATION IN
MICRO-SERVICE APPLICATIONS

BACKGROUND

Technical Field

The present invention generally relates to computer appli-
cations, and more particularly to a logging implementation
1n micro-services applications.

Description of the Related Art

In micro-service applications, services are distributed and
autonomous. Without careful designs, the failure of a single
service could bring down the whole application. To prevent
this, patterns like circuit breaker, bulkhead and client side
load balancing are introduced. These patterns let the appli-
cation tolerate and 1solate failures. Theretfore, situations that
are no longer considered as failures, but result in logs with
errors or warning levels being spread, can include, but are
not limited to, a server with exhausted thread pools, a client
with eighty percent refused connections, or a transaction
with diverged traces. For traditional log based monitoring
and anomaly detection solutions, the logging environment
has significantly changed. Hence, solutions must adopt to
this change by recognizing underlying micro-services pat-
terns. Thus, there 1s a need for an improved logging solution
for micro-service applications.

SUMMARY

According to an aspect of the present invention, a log
augmentation system 1s provided for augmenting log man-
agement 1n a distributed micro-services environment. The
log augmentation system includes a trigger device for trig-
gering an augmentation process responsive to micro-service
related events and a context of the micro-service related
events. The log augmentation system further includes an
augmentation rules database with rule management compo-
nents for determining an augment direction, an augmenta-
tion target, and an augmentation correlation relating to the
distributed micro-services. The log augmentation system
also 1ncludes a coordinator for coordinating the augmenta-
tion process in the distributed micro-service using a rule-
based decision approach. The log augmentation system
additionally 1ncludes a labeler for applying a set of labels to
augment log entries responsive to instructions from the
coordinator derived from results of the rule-based decision
approach used by the coordinator.

According to another aspect of the present invention, a
computer-implemented method 1s provided for augmenting
log management 1n a distributed micro-services environ-
ment. The method includes triggering, by a trigger device,
an augmentation process responsive to micro-service related
events and a context of the micro-service related events. The
method further includes determining, by an augmentation
rules database with rule management components, an aug-
ment direction, an augmentation target, and an augmentation
correlation relating to the distributed micro-services. The
method also includes coordinating, by a coordinator, the
augmentation process 1n the distributed micro-services using
a rule-based decision approach. The method additionally
includes applying, by a labeler, a set of labels to augment log
entries responsive to instructions from the coordinator
derived from results of the rule-based decision approach
used by the coordinator.
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According to yet another aspect of the present invention,
a computer program product 1s provided for augmenting log
management 1n a distributed micro-services environment.
The computer program product includes a non-transitory
computer readable storage medium having program instruc-
tions embodied therewith. The program instructions are
executable by a computer to cause the computer to perform
a method. The method includes triggering, by a trigger
device of the computer, an augmentation process responsive
to micro-service related events and a context of the micro-
service related events. The method further includes deter-
mining, by an augmentation rules database with rule man-
agement components of the computer, an augment direction,
an augmentation target, and an augmentation correlation
relating to the distributed micro-services. The method also
includes coordinating, by a coordinator of the computer, the
augmentation process in the distributed micro-services using
a rule-based decision approach. The method additionally
includes applying, by a labeler of the computer, a set of
labels to augment log entries responsive to instructions from
the coordinator derived from results of the rule-based deci-
sion approach used by the coordinator.

These and other features and advantages will become
apparent from the following detailed description of 1llustra-
tive embodiments thereot, which 1s to be read in connection
with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The following description will provide details of preferred
embodiments with reference to the following figures
wherein:

FIG. 1 1s a block diagram showing an exemplary pro-
cessing system to which the present invention may be
applied, 1n accordance with an embodiment of the present
invention;

FIG. 2 1s a block diagram showing an exemplary system/
environment to which the present invention can be applied,
in accordance with an embodiment of the present invention;

FIG. 3 1s a diagram showing an exemplary log portion for
micro-service A of FIG. 2, in accordance with an embodi-
ment of the present invention;

FIG. 4 1s a diagram showing respective exemplary log
portions and for micro-services A and B, respectively, of
FIG. 2, in accordance with an embodiment of the present
invention;

FIG. 5 1s a flow diagram showing an exemplary method
for log augmentation for a local micro-service A and a
remote micro-service B, 1in accordance with an embodiment
of the present 1invention;

FIG. 6 1s a block diagram showing an illustrative cloud
computing environment having one or more cloud comput-
ing nodes with which local computing devices used by cloud
consumers communicate, 1n accordance with an embodi-
ment of the present invention; and

FIG. 7 1s a block diagram showing a set of functional
abstraction layers provided by a cloud computing environ-
ment, 1 accordance with an embodiment of the present
invention.

DETAILED DESCRIPTION

The present invention 1s directed to a logging implemen-
tation 1in micro-services applications.

FIG. 1 1s a block diagram showing an exemplary pro-
cessing system 100 to which the present invention may be
applied, 1n accordance with an embodiment of the present
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invention. The processing system 100 includes a set of
processing units (e.g., CPUs) 101, a set of GPUs 102, a set

of memory devices 103, a set of communication devices

104, and set of peripherals 105. The CPUs 101 can be single
or multi-core CPUs. The GPUs 102 can be single or multi-
core GPUs. The one or more memory devices 103 can

include caches, RAMs, ROMs, and other memories (flash,
optical, magnetic, etc.). The communication devices 104 can
include wireless and/or wired communication devices (e.g.,
network (e.g., WIFI, etc.) adapters, etc.). The peripherals
105 can include a display device, a user mput device, a
printer, and so forth. Elements of processing system 100 are
connected by one or more buses or networks (collectively
denoted by the figure reference numeral 110).

Of course, the processing system 100 may also include
other elements (not shown), as readily contemplated by one
of skill in the art, as well as omit certain elements. For
example, various other input devices and/or output devices
can be included in processing system 100, depending upon
the particular implementation of the same, as readily under-
stood by one of ordinary skill in the art. For example,
various types of wireless and/or wired mmput and/or output
devices can be used. Moreover, additional processors, con-
trollers, memories, and so forth, in various configurations
can also be utilized as readily appreciated by one of ordinary
skill in the art. Further, in another embodiment, a cloud
configuration can be used (e.g., see FIGS. 6-7). For example,
system 100 can represent at least a portion of a node 1n a
cloud computing environment. These and other variations of
the processing system 100 are readily contemplated by one
of ordinary skill in the art given the teachings of the present
invention provided herein.

Moreover, 1t 1s to be appreciated that various figures as
described below with respect to various elements and steps
relating to the present invention that may be implemented,
in whole or 1n part, by one or more of the elements of system
100.

FIG. 2 1s a block diagram showing an exemplary system/
environment 200 to which the present invention can be
applied, 1n accordance with an embodiment of the present
invention.

System/environment 200 includes a micro-service A 210
and a micro-service B 220. The system/environment 200 can
also mclude other services 230.

Micro-Service A 210 and micro-service B 220 can be the
same type or different types of micro-services. Each of
micro-service A 210 and micro-service B 220 can imple-
mented using a Virtual Machine (VM), a standalone con-
tainer, or a side-car container of a pod. In an embodiment,
the micro-services A 210 and B 220 can be implemented by
respective nodes 1n a cloud computing environment or other
distributed environment. Of course, other implementations
could also be used, while mamtaining the spirit of the
present invention.

Micro-service A 210 includes an application 211 and an
agent/sidecar 212. The agent/sidecar 212 (of micro-service
A 210) includes a trigger 213, a coordinator and labeler pair
214 (formed from a coordinator 214 A and a labeler 214B),
an augment rules element 2135, a bufler 216, a collector 217,
and a forwarder 218.

Micro-service B 220 includes an application 221 and an
agent/sidecar 222. The agent/sidecar 222 (ol micro-service
B 220) includes a trigger 223, a coordinator and labeler pair
224 (formed from a coordinator 224 A and a labeler 224B),
an augment rules element 223, a butler 226, a collector 227,
and a forwarder 228.
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The system/environment 200 can further include a data
broker 241, a data stores 242, a coordinator and labeler pair
243 (formed from a coordinator 243 A and a labeler 243B),
an analytics element 244, and dashboards 245. The system/
environment 200 can also include a micro-service manage-
ment element 251 and system inirastructure elements 252.

The coordinator and labeler pair 243 access the data
broker 241 and the data stores 242, as well as the coordi-
nators and labeler pairs 214 and 224 of each of the service
agents 212 and 222. The purpose of the optional labeler
243 A and coordinator 243B 1n the data stores side 1s to
handle the potential failure/exception from the application
side, for example, 11 the involved container got killed or
migrated to somewhere else before the log augmentation
process fimished, then the labeler 243A and coordinator
243B 1n the data stores side will take care of the remaining
steps of the log augmentation process.

The micro-service management element 251 can perform
functions including, but not limited to, service discovery,
centralized configuration management, and so forth.

The system infrastructure elements 252 can include, for
example, computing elements, network elements (routers,
gateways, etc.), storage elements, and so forth.

The analytics element 244 can be configured to perform
log analysis using statistical and/or (machine) learning tech-
niques. The analytics element 244 can include (and, i other
embodiments, interface with) an analytics action element
244 A for performing an action responsive to a result of a log
analysis, where such analysis 1s performed on an augmented
log 1 accordance with the present invention. The analytics
action element 244A can perform any of a myriad of
possible actions, depending upon the implementation. For
example, 1n an embodiment, a backup micro-service can be
deployed to replace a failing micro-service (as indicated by
augmented log data), a supplemental micro-service can be
deployed to assist an overloaded micro-service (as deter-
mined relative to a threshold applied relative to augmented
log data), a failing micro-service (as indicated by augmented
log data) can be removed from operation and/or user access,
and so forth. These and other actions that can be performed
are readily determined by one of ordinary skill in the art
grven the teachings of the present invention provided herein,
while maintaining the spirnt of the present invention.

System/environment 200 can include other elements, as
readily appreciated by one of ordinary skill 1n the art, while
maintaining the spirit of the present invention. Moreover, in
other embodiments, some of the elements of system/envi-
ronment 200 can be omitted depending upon the implemen-
tation and corresponding logging/analytics requirements.
Also, while some elements are shown separately, 1n other
embodiments they can be combined into an integrated
element, and vice versa. These and other variations of
system/environment 200 are readily determined by one of
ordinary skill 1n the art given the teachings of the present
invention provided herein, while maintaining the spirit of
the present mnvention.

A Tfurther description will now be given regarding the
triggers 213 and 223 of FIG. 2, in accordance with an
embodiment of the present mnvention. FIG. 3 1s a diagram
showing an exemplary log portion 300 for micro-service A
210 of FIG. 2, 1n accordance with an embodiment of the
present invention. The description of the triggers 213 and
223 will be given with respect to log portion 300 for the sake
of 1llustration.

Referring to FIGS. 2 and 3, each of the triggers (213 and
223) detects 1ts corresponding application’s (211°s and
221’s, respectively) status and starts/stops the augmentation
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process accordingly. Starting and stopping of the augmen-
tation process are respectively performed responsive to a
starting event 310 and an ending event 320 as well as a
context 330 of the events 310 and 320. The starting event
310, the ending event 320, and their context 330 are included
in the log portion 300. The triggers 213 and 223 can be
implemented by, for example, but not limited to tlop-tlops,
and/or other logic circuitry.

A non-intrusive embodiment can involve the following.
By keyword/regex matching logs in builer.

Capture the starting event.

Extract the context information.

Capture the ending event.

An 1ntrusive embodiment can mvolve the following.

By hooking logging library.

By directly integrating with a micro-services design pat-

tern library/libraries.

As used herein, the phrase “directly integrating with a
micro-services design pattern library/libraries” means the
intrusive embodiment will be implemented as part of the
micro-services design pattern library/libraries.

A further description will now be given regarding the
augmentation rules elements 215 and 225 of FIG. 2, n
accordance with an embodiment of the present invention.
Each of the augmentation rules elements 2135 and 225 can be
implemented by respective storage devices or respective
portions of a same storage device. FIG. 4 1s a diagram
showing respective exemplary log portions 410 and 420 for
micro-services A 210 and B 220, respectively, of FIG. 2, in
accordance with an embodiment of the present invention. As
can be seen, the log portions 410 and 410 for micro-service
A 210 share common elements and are presented herein for
the sake of illustration as having overlapping portions from
a larger log file for the sake of brevity. In an embodiment,
the augmentation rules elements 215 and 225 can be 1mple-
mented collectively or independently using a storage ele-
ment(s) operatively coupled to a processing device(s) (e.g.,
a controller(s), a processor device(s) (e.g., CPU, GPU, etc.).

Referring to FIGS. 2 and 4, the augmentation rules
indicate for the augmentation process what and where are
the logs to label.

Exemplary Augmentation Rules can include, but are not
limited to the following:

Augmentation Direction

Suppress 411 the logs related to:
Events have been handled.
Resilience actions.

Elevate 412 the logs related to:
Events leads to resilience actions.
Augmentation Target

Local 413A and remote 413B.

From “context” information in trigger.
Augmentation Correlation 414

Put target information in augmentation.

Further regarding the augmentation correlation, the aug-
mentation rules dataset with rule management components
add the augmentation correlation to augmented logs by
placing target specilying information in the augmented logs.
In an embodiment, the target specilying information speci-
fies a targeted one of the distributed micro-services, corre-
lated to a targeting one of the two of the distributed
micro-services, and from which an augmentation can be
obtained. Hence, for micro-service A 210, an augmentation
relating to the elevate label can be obtaimned from micro-

service B 220.
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A Tfurther description will now be given regarding the
coordinator and labeler pairs 214 and 224, in accordance
with an embodiment of the present invention.

The coordinator and labeler pairs 214 and 224 choose
rules and add augmentation labels 1n distributed logs streams

for micro-service A and micro-service B, respectively.
Labels

Augmentation 1D: UUID
Pattern Type: string
Circuit break, bulkhead, horizontal scale, container
restart, €lc.

Start timestamp: ISO8601

Suppressed: Boolean

Elevated: Boolean

Correlated parties: String

Service name, URL, domain name, etc.

Role: String

Resilience action party, failed party, efc.

Impact window: millisecond

FIG. 5 1s a flow diagram showing an exemplary method
500 for log augmentation for a local micro-service A and a
remote micro-service B, 1in accordance with an embodiment
of the present invention. Block 505 through 350 are per-
tformed by local micro-service A, while blocks 355 through
570 are performed by remote micro-service B.

At block 503, capture, by the trigger, a starting event with
its context.

At block 3510, process, by the coordinator, context and
apply rules.

At block 515, decide, by the coordinator, whether to
augment targets and label contents.

At block 520, add, by the labeler, labels to local log
streams.

At block 525, capture, by the trigger, an ending event OR
close, by the coordinator, the impact window.

At block 530, determine whether a current target is the
remote target. If so, then proceed to block 335. Otherwise,
terminate the method.

At block 535, send, by the coordinator, a label start
request and contents to the remote target.

At block 540, determine whether a current target 1s the
remote target. If so, then proceed to blocks 545 and 550.
Otherwise, terminate the method.

At block 545, send, by the coordinator, a label end request
to the remote target.

At block 5350, end, by the labeler, local labeling.

At block 535, listen, by the coordinator, for mmcoming

label start requests.
At block 560, add, by the labeler, labels to local log

streams.

At block 5635, receive, by the coordinator, a label end
request.

At block 570, end, by the labeler, local labeling.

It 1s to be understood that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present 1nvention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

Cloud computing 1s a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
ellort or interaction with a provider of the service. This cloud
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model may include at least five characteristics, at least three
service models, and at least four deployment models.

Characteristics are as follows:

On-demand seli-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense of location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specity
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, in some cases automatically, to quickly scale
out and rapidly released to quickly scale in. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts ). Resource usage can be monitored, controlled, and
reported, providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications running on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based e-mail). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even idividual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud mfrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (IaaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
inirastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud inirastructure 1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or ofl-premises.

Community cloud: the cloud infrastructure i1s shared by
several organizations and supports a specific community that
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has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oil-premises.

Public cloud: the cloud mfrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrnd cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load-balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modulanty, and
semantic interoperability. At the heart of cloud computing 1s
an infrastructure that includes a network of interconnected
nodes.

Referring now to FIG. 6, illustrative cloud computing
environment 650 1s depicted. As shown, cloud computing
environment 650 includes one or more cloud computing
nodes 610 with which local computing devices used by
cloud consumers, such as, for example, personal digital
assistant (PDA) or cellular telephone 654 A, desktop com-
puter 6348, laptop computer 654C, and/or automobile com-
puter system 654N may communicate. Nodes 610 may
communicate with one another. They may be grouped (not
shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment 650 to ofler infrastruc-
ture, platforms and/or software as services for which a cloud
consumer does not need to maintain resources on a local
computing device. It 1s understood that the types of com-
puting devices 654 A-N shown 1 FIG. 6 are intended to be
illustrative only and that computing nodes 610 and cloud
computing environment 650 can communicate with any type
of computerized device over any type of network and/or
network addressable connection (e.g., using a web browser).

Referring now to FIG. 7, a set of functional abstraction
layers provided by cloud computing environment 650 (FIG.
6) 1s shown. It should be understood in advance that the
components, layers, and functions shown in FIG. 7 are
intended to be illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 760 includes hardware and
soltware components. Examples of hardware components
include: mainirames 761; RISC (Reduced Instruction Set
Computer) architecture based servers 762; servers 763;
blade servers 764; storage devices 7635; and networks and
networking components 766. In some embodiments, soft-
ware components mclude network application server soft-
ware 767 and database software 768.

Virtualization layer 770 provides an abstraction layer
from which the following examples of virtual entities may
be provided: virtual servers 771; virtual storage 772; virtual
networks 773, including virtual private networks; virtual
applications and operating systems 774; and virtual clients
775.

In one example, management layer 780 may provide the
functions described below. Resource provisioning 781 pro-
vides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 782
provide cost tracking as resources are utilized within the
cloud computing environment, and billing or 1nvoicing for
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consumption of these resources. In one example, these
resources may include application software licenses. Secu-
rity provides identity verification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 783 provides access to the cloud computing environ-
ment for consumers and system admimistrators. Service level
management 784 provides cloud computing resource allo-
cation and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 785 provide pre-arrangement for, and procurement of,
cloud computing resources for which a future requirement 1s
anticipated 1n accordance with an SLA.

Workloads layer 790 provides examples of functionality
tor which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation 791;
soltware development and lifecycle management 792; vir-
tual classroom education delivery 793; data analytics pro-
cessing 794; transaction processing 795; and role-oriented
risk checking in contract review based on deep semantic
association analysis 796.

The present invention may be a system, a method, and/or
a computer program product at any possible technical detail
level of mtegration. The computer program product may
include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present
invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.
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Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as SMALLTALK,
C++ or the like, and conventional procedural programming
languages, such as the “C” programming language or similar
programming languages. The computer readable program
istructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program 1nstructions by utilizing state information
ol the computer readable program instructions to personalize
the electronic circuitry, 1in order to perform aspects of the
present 1vention.

Aspects of the present invention are described herein with
reference to flowchart i1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the mnstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
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or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted in the blocks may occur out of the order
noted in the figures. For example, two blocks shown in
succession may, 1n fact, be executed substantially concur-
rently, or the blocks may sometimes be executed in the
reverse order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts or carry out
combinations of special purpose hardware and computer
instructions.

Reference 1n the specification to “one embodiment™ or
“an embodiment” of the present invention, as well as other
variations thereof, means that a particular feature, structure,
characteristic, and so forth described 1n connection with the
embodiment 1s imncluded 1n at least one embodiment of the
present invention. Thus, the appearances of the phrase “in
one embodiment” or “in an embodiment™, as well any other
variations, appearing in various places throughout the speci-
fication are not necessarily all referring to the same embodi-
ment.

It 1s to be appreciated that the use of any of the following
“/”, “and/or”, and “at least one o, for example, in the cases
of “A/B”, “A and/or B> and “at least one of A and B”, 1s
intended to encompass the selection of the first listed option
(A) only, or the selection of the second listed option (B)
only, or the selection of both options (A and B). As a further
example, in the cases of “A, B, and/or C” and *“at least one
of A, B, and C”, such phrasing is intended to encompass the
selection of the first listed option (A) only, or the selection
of the second listed option (B) only, or the selection of the
third listed option (C) only, or the selection of the first and
the second listed options (A and B) only, or the selection of
the first and third listed options (A and C) only, or the
selection of the second and third listed options (B and C)
only, or the selection of all three options (A and B and C).
This may be extended, as readily apparent by one of
ordinary skill in this and related arts, for as many items
listed.

Having described preferred embodiments of a system and
method (which are mtended to be i1llustrative and not lim-
iting), i1t 1s noted that modifications and variations can be
made by persons skilled in the art in light of the above
teachings. It 1s therefore to be understood that changes may
be made 1n the particular embodiments disclosed which are
within the scope of the invention as outlined by the
appended claims. Having thus described aspects of the
invention, with the details and particularity required by the
patent laws, what 1s claimed and desired protected by Letters
Patent 1s set forth in the appended claims.

What 1s claimed 1s:

1. A log augmentation system for augmenting log man-
agement 1n a distributed micro-services environment, the log
augmentation system comprising:

a logic circuit for triggering an augmentation process
responsive to micro-service related events and a con-
text of the micro-service related events:

an augmentation rules database with rule management
components for determining an augment direction, an
augmentation target, and an augmentation correlation
relating to the distributed micro-services;
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a coordinator for coordinating the augmentation process
in the distributed micro-services using a rule-based
decision approach; and

a labeler for applying a set of labels to augment log entries
responsive to mstructions from the coordinator dertved
from results of the rule-based decision approach used
by the coordinator,

wherein the coordinator and the labeler are implemented
by at least a hardware processor, and wherein the
augmentation direction 1s selected from a group con-
sisting of elevating and suppressing.

2. The log augmentation system of claim 1, wherein the
logic circuit detects the micro-service related events and the
context of the micro-service related events for triggering the
augmentation process by hooking a logging library.

3. The log augmentation system of claim 1, wherein the
logic circuit detects the micro-service related events and the
context of the micro-service related events for triggering the
augmentation process by directly integrating with a micro-
services design pattern library.

4. The log augmentation system of claim 1, wherein the
logic circuit detects the micro-service related events and the
context of the micro-service related events for triggering the
augmentation process by matching of keywords to logs
stored 1n a builer.

5. The log augmentation system of claim 1, wherein the
augmentation rules database with rule management compo-
nents determine the augmentation direction to mvolve sup-
pressing logs relating to already handled events and resil-
ience actions.

6. The log augmentation system of claim 1, wherein the
augmentation rules database with rule management compo-
nents determine the augmentation direction to involve
clevating logs relating to events that lead to one or more
resilience actions.

7. The log augmentation system of claim 1, wherein the
augmentation rules database with rule management compo-
nents determine the augmentation target to include local and
remote targets.

8. The log augmentation system of claim 1, wherein the
augmentation rules database with rule management compo-
nents determine the augmentation target from the context
used by the logic circuit.

9. The log augmentation system of claim 1, wherein the
augmentation rules database with rule management compo-
nents add the augmentation correlation to augmented logs by
placing target specilying information in the augmented logs,
the target specilying information specifying a targeted one
of the distributed micro-services, correlated to a targeting
one of the distributed micro-services, and from which an
augmentation for an augmented log entry 1s obtained.

10. The log augmentation system of claim 1, further
comprising an analytics element for performing an analysis
on the augmented log entries and 1nitiating, responsive to a
result of the analysis, at least one action selected from a
group consisting of replacing a failing micro-service,
deploying a supplemental micro-service to assist an over-
loaded micro-service, and removing the failing micro-ser-
vice from at least one of operation and user access, wherein
the analytics element 1s implemented by at least the hard-
ware processor.

11. A computer-implemented method for augmenting log
management 1n a distributed micro-services environment,
comprising;

triggering, by a logic circuit, an augmentation process
responsive to micro-service related events and a con-
text of the micro-service related events:
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determining, by an augmentation rules database with rule
management components, an augment direction, an
augmentation target, and an augmentation correlation
relating to the distributed micro-services;

coordinating, by a coordinator, the augmentation process
in the distributed micro-services using a rule-based
decision approach; and

applying, by a labeler, a set of labels to augment log

entries responsive to mstructions from the coordinator
derived 1from results of the rule-based decision
approach used by the coordinator,

wherein the coordinator and the labeler are implemented

by at least a hardware processor, and wherein the
augmentation direction 1s selected from a group con-
sisting of elevating and suppressing.

12. The computer-implemented method of claim 11,
wherein the triggering step detects the micro-service related
events and the context of the micro-service related events for
triggering the augmentation process by hooking a logging
library.

13. The computer-implemented method of claim 11,
wherein the triggering step detects the micro-service related
events and the context of the micro-service related events for
triggering the augmentation process by directly integrating,
with a micro-services design pattern library.

14. The computer-implemented method of claim 11,
wherein the triggering step detects the micro-service related
events and the context of the micro-service related events for
triggering the augmentation process by matching keywords
to logs stored 1n a bufler.

15. The computer-implemented method of claim 11,
wherein the augmentation direction 1s determined to mvolve
suppressing logs relating to already handled events and
resilience actions.

16. The computer-implemented method of claim 11,
wherein the augmentation direction 1s determined to mnvolve
clevating logs relating to events that lead to one or more
resilience actions.
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17. The computer-implemented method of claim 11,
wherein the augmentation target 1s determined to include
local and remote targets.

18. The computer-implemented method of claim 11,
wherein the augmentation rules database with rule manage-
ment components determine the augmentation target from
the context used by the logic circuit.

19. A computer program product for augmenting log
management in a distributed micro-services environment,
the computer program product comprising a non-transitory
computer readable storage medium having program instruc-
tions embodied therewith, the program instructions execut-
able by a computer to cause the computer to perform a
method comprising:

triggering, by a logic circuit of the computer, an augmen-
tation process responsive to micro-service related
events and a context of the micro-service related
cvents;

determining, by an augmentation rules database with rule
management components of the computer, an augment
direction, an augmentation target, and an augmentation
correlation relating to the distributed micro-services;

coordinating, by a coordinator of the computer, the aug-
mentation process in the distributed micro-services
using a rule-based decision approach; and

applying, by a labeler of the computer, a set of labels to
augment log entries responsive to mstructions from the
coordinator dertved from results of the rule-based deci-
ston approach used by the coordinator,

wherein the coordinator and the labeler are implemented
by at least a hardware processor of the computer, and
wherein the augmentation direction 1s selected from a
group consisting of elevating and suppressing.
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