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DYNAMIC SELECTION OF NETWORK
ELEMENTS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Provisional Appli-
cation No. 62/632,682, filed Feb. 20, 2018, which 1s incor-
porated herein by reference.

TECHNICAL FIELD

Embodiments of the present invention relate generally to
mobile networks, and 1n particular, to dynamic selection of
network elements.

BACKGROUND

In 3GPP, existing network elements such as MME, SGW,

and PGW network clements are selected based on the
operator configuration selection criteria, which are based on
Public Land Mobile Network (PLMN) configuration. Typi-
cal selection of a network element 1s done by using a method
(such as round-robin) that takes into account statically
known features of the network element. This same selection
mechanism has been extended by 3GPP to the selection of
User Plane nodes (U-plane nodes) by Control plane nodes
(C-plane nodes) as part of the Control User Plane Separation

(CUPS) architecture. The same mechanism 1s also used for
selection of User Plane Function (UPF) by Session Man-
agement Function (SMF) 1n 5G architecture.

SUMMARY

In some embodiments, a method includes: storing, 1n a
static information database of a selection module associated
with a control plane node, static information associated with
a plurality of user plane nodes; periodically receiving, by the
selection module, dynamic information associated with the
plurality of user plane nodes; storing, by the selection
module, the dynamic information associated with the plu-
rality of user plane nodes in a dynamic information database
of the selection module; receiving, by the selection module,
an 1ndication of a triggering event, the triggering event being
associated with at least one user session; identifying, by the
selection module, a subset of the plurality of user plane
nodes by comparing the static information stored in the
static information database with at least one static selection
criteria; calculating, by the selection module, a dynamic
information score for each of the subset of the plurality of
user plane nodes based on the dynamic information stored in
the dynamic information database; identifying, by the selec-
tion module, a preferred user plane node of the subset of the
plurality of user plane nodes based on the calculated
dynamic imnformation scores; and providing, by the selection
module, the identification of the preferred user plane node to
the control plane node such that the control plane node
assigns user plane functionality for at least one of the at least
one user session to the preferred user plane node.

In some embodiments, the static information comprises
one or more of an access point name (“APN”), aradio access
technology (“RAT”) type, a packet data network (“PDN”)
type, a location, a serving public land mobile network
identifier (“PLMN ID™), or a subscription profile.

In some embodiments, the dynamic information com-
prises one or more ol support service capabilities, service-
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specific load information, latency information, and hardware
acceleration support information.

In some embodiments, the control plane node comprises
one or more of a control plane packet gateway (PGW-C), a
control plane serving gateway (SGW-C), a control plane
tratlic detection function (TDF-C), or a control plane module
having one or more of a PGW-C, SGW-C or a TDF-C.

In some embodiments, the plurality of user plane nodes
comprise one or more of a user plane packet gateway
(PGW-U), a user plane serving gateway (SGW-U), a user

plane trailic detection function (TDF-U), or a user plane
module having one or more of a PGW-U, SGW-U or a

TDF-U.

In some embodiments, the static information database and
the dynamic information database comprise the same data-
base.

In some embodiments, the triggering event comprises a
user equipment connecting to a core network of a network
ol a networked system.

In some embodiments, the triggering event comprises a
loading status of at least one of the plurality of user plane
nodes.

In some embodiments, the storing the dynamic informa-
tion associated with the plurality of user plane nodes in the
dynamic information database comprises replacing previ-
ously stored information associated with the plurality of user
plane nodes 1n the dynamic information database with the
received dynamic information associated with the plurality
of user plane nodes.

In some embodiments, the 1dentifying the preferred user
plane node comprises 1dentifying the user plane node having
the highest or lowest dynamic information score.

In some embodiments, the method further includes
assigning, by the control plane node, user plane functionality
for at least one of the at least one user session to the
preferred user plane node.

In some embodiments, the selection module is part of the
control plane node.

In some embodiments, a method includes recerving, by a
control plane node of a networked system, a session request
for a user equipment; determiming, by the control plane
node, whether a control and user plane separation (CUPS)
session 15 to be established based on at least one CUPS
enablement criteria; 1if a CUPS session 1s determined, estab-
lishing a user plane session with a user plane node of the
networked system; and if a CUPS session 1s not determined,
performing user plane functions by the control plane node
for the session.

In some embodiments, the control plane node comprises
one or more of a control plane packet gateway (PGW-C), a
control plane serving gateway (SGW-C), a control plane
tratlic detection function (TDF-C), or a control plane module
having one or more of a PGW-C, SGW-C or a TDF-C.

In some embodiments, the user plane node comprises one
or more of a user plane packet gateway (PGW-U), a user
plane serving gateway (SGW-U), a user plane traflic detec-
tion function (TDF-U), or a user plane module having one
or more of a PGW-U, SGW-U or a TDF-U.

In some embodiments, the one or more CUPS enablement
criteria comprise one or more of a service level associated
with the user equipment, status as an internet of things
(“IoT”) session request, or loading information of user plane
nodes 1n the network.

In some embodiments, a system includes: a control plane
node; a selection module associated with the control plane
node, the selection module including a static information
database, a dynamic information database, and a computer
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readable storage medium having mstructions stored thereon
to cause a processor to: store, in the static information
database of the selection module, static information associ-
ated with a plurality of user plane nodes; periodically
receive, by the selection module, dynamic information asso-
ciated with the plurality of user plane nodes; store, by the
selection module, the dynamic information associated with
the plurality of user plane nodes 1n the dynamic information
database of the selection module; receive, by the selection
module, an indication of a triggering event, the triggering
event being associated with at least one user session; 1den-
tify, by the selection module, a subset of the plurality of user
plane nodes by comparing the static information stored in
the static information database with at least one static
selection criteria; calculate, by the selection module, a
dynamic information score for each of the subset of the
plurality of user plane nodes based on the dynamic infor-
mation stored in the dynamic information database; identity,
by the selection module, a preferred user plane node of the
subset of the plurality of user plane nodes based on the
calculated dynamic information scores; and provide, by the
selection module, the identification of the preferred user
plane node to the control plane node such that the control
plane node assigns user plane functionality for at least one
of the at least one user session to the preferred user plane
node.

In some embodiments, the static information comprises
one or more of an access point name (“APN”"), aradio access
technology (“RAT”) type, a packet data network (“PDN™)
type, a location, a serving public land mobile network
identifier (“PLMN ID”), or a subscription profile.

In some embodiments, the dynamic information com-
prises one or more ol support service capabilities, service-
specific load information, latency information, and hardware
acceleration support information.

In some embodiments, the control plane node comprises
one or more of a control plane packet gateway (PGW-C), a
control plane serving gateway (SGW-C), a control plane

traflic detection function (TDF-C), or a control plane module
having one or more of a PGW-C, SGW-C or a TDF-C.

In some embodiments, the plurality of user plane nodes
comprise one or more of a user plane packet gateway
(PGW-U), a user plane serving gateway (SGW-U), a user

plane traflic detection function (TDF-U), or a user plane
module having one or more of a PGW-U, SGW-U or a

TDF-U.

In some embodiments, the static information database and
the dynamic information database comprise the same data-
base.

In some embodiments, the triggering event comprises a
user equipment connecting to a core network of a network
ol a networked system.

In some embodiments, the triggering event comprises a
loading status of at least one of the plurality of user plane
nodes.

In some embodiments, the storing the dynamic informa-
tion associated with the plurality of user plane nodes in the
dynamic information database comprises replacing previ-
ously stored information associated with the plurality of user
plane nodes 1n the dynamic information database with the
received dynamic information associated with the plurality
of user plane nodes.

In some embodiments, the identifying the preferred user
plane node comprises 1dentiiying the user plane node having,
the highest or lowest dynamic imnformation score.
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In some embodiments, the control plane node 1s config-
ured to assign user plane functionality for at least one of the
at least one user session to the preferred user plane node.

In some embodiments, the selection module 1s part of the
control plane node.

In some embodiments, a system includes: control plane
node of a networked system; a computer readable storage
medium having instructions stored thereon to cause a pro-
cessor to: receive, by the control plane node, a session
request for a user equipment; determine, by the control plane
node, whether a control and user plane separation (CUPS)
session 1s to be established based on at least one CUPS
enablement criteria; 1if a CUPS session 1s determined, estab-
lishing a user plane session with a user plane node of the
networked system; and if a CUPS session 1s not determined,
performing user plane functions by the control plane node
for the session.

In some embodiments, the control plane node comprises
one or more of a control plane packet gateway (PGW-C), a
control plane serving gateway (SGW-C), a control plane
tratlic detection function (TDF-C), or a control plane module
having one or more of a PGW-C, SGW-C or a TDF-C.

In some embodiments, the user plane node comprises one
or more ol a user plane packet gateway (PGW-U), a user
plane serving gateway (SGW-U), a user plane traflic detec-
tion function (TDF-U), or a user plane module having one
or more of a PGW-U, SGW-U or a TDF-U.

In some embodiments, the one or more CUPS enablement
criteria comprise one or more of a service level associated
with the user equipment, status as an internet of things
(“IoT”) session request, or loading information of user plane
nodes 1n the network.

BRIEF DESCRIPTION OF FIGURES

Various objectives, features, and advantages of the dis-
closed subject matter can be more fully appreciated with
reference to the following detailed description of the dis-
closed subject matter when considered 1n connection with
the following drawings, in which like reference numerals
identify like elements.

FIG. 1 1s a system diagram showing the networked
system, according to some embodiments of the present
disclosure.

FIG. 2 1s a system diagram showing a selection module,
according to some embodiments of the present disclosure.

FIG. 3 15 a table showing static information, according to
some embodiments of the present disclosure.

FIG. 4 15 a table showing dynamic information, according,
to some embodiments of the present disclosure.

FIG. § 1s a diagram showing a process for generating
latency and load reports, according to some embodiments of
the present disclosure.

FIG. 6 1s a tlow chart showing a process for selecting a
user plane network node, according to some embodiments of
the present disclosure.

FIG. 7 shows a hybrid CUPS architecture, according to
some embodiments of the present disclosure.

FIG. 8 1s a flow chart showing a process for determining,
whether to mitiate a session using CUPS or without CUPS,
according to some embodiments of the present disclosure.

DETAILED DESCRIPTION

Embodiments of the systems and methods described
herein provide for selection of user plane nodes using both
static and dynamic information. As CUPS and 3G become



US 11,051,201 B2

S

more widely deployed, static methods for choosing user
planes have shortcomings because the user planes can be
selected more mtelligently 11 additional information 1s avail-
able. Using this information in the selection of the user plane
can reduce latencies (improving end-to-end user experi-
ence); can distribute load more evenly across the many user
planes; take advantage of specific user plane capabilities (for
example, proxy functions, network address translation
(“NAT,” which can be used to translate private 1P addresses
in the operator network to public IP addresses in the global
internet) hardware acceleration etc.).

FIG. 1 1s a system diagram showing the networked
system, according to some embodiments of the present
disclosure. FIG. 1 shows user equipment 102a 1025, eNo-
deB 104a 1045, mobility management entity (MME) 106,
authentication, authorization and accounting server (AAA)
108, PCRF 110, online charging system (OCS) 112, offline
charging system (OFCS) 114, law enforcement monitoring
tacility (LEMF) 116, Internet/public data network (PDN)
118, user plane 1 and 2 modules 120a 1205, user plane
packe‘[ gateway (PGW-U) 124aq 124b, user plane serving
gateway (SGW-U) 126a 1265b, user plane traflic detection
function (TDF-U) 128a 128b, control plane module
(C-plane) 130, control plane packet gateway (PGW-C) 132,
control plane serving gateway (SGW-C) 134, control plane
trailic detection function (TDF-C 136), and selectmn mod-
ule 140.

UE 102 connects to the networked system through one or
more eNodeBs 104a, 1045. UE 102 can comprise one or
more computing devices configured to connect to a mobile
data network (e.g., mobile phones, tablets, laptops). eNodeB
104a, 1045 are the radio part of a cell site. A single eNodeBs
104a, 1045 may contain several radio transmitters, receiv-

ers, control sections and power supplies.
MME 106 1s a signaling entity in the .

Evolved Packet Core

(EPC) connecting eNodeBs to the EPC. AAA 108 interfaces
with the PGW-C 132 over the S6b interface. AAA 108 can
provide authentication, authorization, and accounting ser-
vices. PCRF 110 can support installation of rules on the
PGW, mcluding support for service data flow detection,
policy enforcement and flow-based charging. OCS 112 1s an
authorization entlty which can perform credit management
and can grant or reject time or volume credits based on UE
subscription policies. OFCS 114 1s a node to which the
gateway nodes can report UE resource usage. LEMF 116 1s
a facility that can be designated as a transmission destination
for results of interception relating to a particular lawiul
interception subject. PDN 118 i1s a network that can relay
wireless packets from a mobile user to a server. Control
plane and user plane can be separated by CUPS, which 1s an
architecture enhancement of EPC that provides a separation
of user plane and control plane functionality for SGW, PGW
& TDF. PGW-U 124a 1245 1s a user plane function of the
PGW. The user plane function of the PGW can handle all the
packet fomardmg and other user plane functions of the
PGW as defined 1n the CUPS architecture, as defined, for
example, n 3GPP TS 23.214. SGW-U 126a 1265b 1s a user
plane function of the SGW. The user plane function of the
SGW handles all the packet forwarding and other user plane
functions of the SGW as defined 1n the CUPS architecture,
as defined, for example, n3GPP TS 23.214. TDF-U 128a
12856 1s a user plane function of the TDF. The user plane
tfunction of the TDF handles all the packet forwarding and
other user plane functions as defined 1n the CUPS architec-
ture, as defined, for example, in 3GPP TS 23.214. U-Plane
1 120a can be associated with a location (e.g., Boston,
Seattle) where PGW-U 124q, SGW-U 126a and TDF-U
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128a 1nstances are co-located. U-Plane 2 1206 can be
associated with a location (e.g., Boston, Seattle) where

PGW-U 1245, SGW-U 12656 and TDF-U 1285 1nstances are

co-located. As shown 1n the example of FIG. 1, the u-plane
clements are co-located, for example with PGW-U 124a,

SGW-U 1264a, and TDF-U 128a in the same u-plane 120aq

data center. In some embodiments, there can be multiple of
cach type of u-plane elements 1n the same location (for
example, two or more PGW-Us). In some embodiments, the
u-plane elements can be separated at different locations.
C-plane module 130 includes a selection module 140,

PGW-C 132, SGW-C 134, and TDF-C 136. C-plane module

130 can be associated with a location (e.g., New York) where
the -C instances are co-located. In some embodiments,

U-Plane 1 120a, U-Plane 2 12054, and C-Plane 130 can be

located 1n the same location or in different locations. When
c-plane elements are not collocated, or when desired by a
network operator, there can be separate selection modules
140 associated with each c-plane element. For example, the
architecture shown in FIG. 1 can be modified to include

three separate selection modules, each associated with one
of PGW-C 132, SGW-C 134, and TDF-C 136.

As described 1in more detail below, selection module 140
can include scoring and selection engines for choosing a
node 1n the user plane based on static and dynamic infor-
mation about the requesting user equipment and network
conditions. In some embodiments, c-plane module 130 can
include a single selection module 140 1n the c-plane 130 for
selecting user plane nodes for respective control plane nodes
within the c-plane module 130. In some embodiments,
network elements, such as the PGW-C 132, SGW-C 134 and
TDF-C 136, are implemented as separate nodes in the
network and each control plane node includes a selection
module 140. The techmques described herein with respect to
the selection module 140 are applicable to both an integrated
system with multiple nodes combined 1nto a single module,
or to a non-integrated system with each network element
implemented as a separate node. In some embodiments,
integrated systems include multiple or all functions 1imple-
mented together 1n a single system, such as a combination of
one or more of the PGW-C 132, SGW-C 134 & TDF-C 136
implemented together.

PGW-C 132 1s a control plane function of the PGW. The
control plane function of the PGW-C 132 can .

handle all the
control path signaling and other control plane functions
including selection of the corresponding user plane as
defined 1n the CUPS architecture. SGW-C 134 1s a control
plane function of the SGW. The control plane function of the
SGW-C 134 can handle all the control path signaling and
other control plane functions including selection of the
corresponding user plane as defined in the CUPS architec-
ture. TDF-C 136 1s a control plane function of the TDF. The
control plane function of the TDF-C 136 can handle all the
control path signaling and other control plane functions
including selection of the corresponding user plane as
defined 1n the CUPS architecture, for example, as defined 1n
3GPP TS 23.214, which illustrates examples in F1G. 4.2.1-1.

In FIG. 1, the dashed lines depict the paths that control
tratlic between the UE and the core can take. Control traflic
helps with the establishment of the control plane session on
the C-Plane as well as selection of the user-plane, which
establishes the data traflic path. The control protocol(s) (e.g.,
S1-MME, 511) includes descriptions of the path that the data
traflic should take. The solid lines depict the path that data
tratlic between the UE and a Server in the PDN can take

(e.g., 51-U, SG1).
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Further, FIG. 1 shows the CUPS protocols (e.g., Sxa, Sxb,
Sxc) 1n use between the -C and -U nodes, according to some
embodiments. In the example of FIG. 1, Sxa 1s the protocol
between SGW-C 134 and SGW-U 1264, 1265, Sxb 1s the
protocol between PGW-C 132 and PGW-U 1244, 1245, and,
Sxc 1s the protocol between TDF-C 136 and TDF-U 128a,
128b6. These are all protocols that aid in the setup of the -U
clements to ensure that the data traflic gets the appropriate
treatment and 1s correctly sent to 1ts destination.

FIG. 2 1s a system diagram showing a selection module
140, according to some embodiments of the present disclo-
sure. Selection module 140 includes static selection engine
206, static information database 204, and dynamic selection
engine 208. FIG. 2 also shows dynamic information 202,
dynamic information database 212 and selected user plane
node 210. The trigger to the selection process 203 runs
through the selection algorithm. The trigger can be associ-
ated with when a UE 1s connecting to the core network and
the core network needs to select the user plane element to
tacilitate data traflic. In some embodiments, the trigger can
be associated with a loading threshold of a u-plane element.
As described 1n more detail below, prior to proceeding with
u-plane element selection, the selection module 140 can
determine whether a u-plane element collocated with the
c-plane element can and/or should be used instead of another
u-plane element.

As noted above, selection module 140 can include a static
selection engine 206 and a dynamic selection engine 208.
Static selection engine 206 receives static information 204
and dynamic selection engine 208 receives dynamic infor-
mation 202 from each u-plane element. In some embodi-
ments, dynamic information can be recerved as part of PECP
signaling from the u-plane elements. For example, the
standard defined PFCP signaling can be extended to trans-
port dynamic reports from the -U elements to the -C ele-
ments. Other methods can be devised outside of PFCP
extensions. In one non-PFCP example, a separate protocol
can be implemented between the -U elements and the -C
clements, which can be, for example, polling based or
periodic reporting mechanisms. In some embodiments,
dynamic selection engine 208 receives dynamic information
from dynamic information database 212. In some embodi-
ments, the same database 1s used for static and dynamic
information. Updates from elements are received periodi-
cally and can be stored 1in dynamic information database
until or beyond the start of a selection process. Each 1teration
of the selection algorithm uses the latest information from
the information databases 204 and 212. As described in more
detail below, static information 1s generally associated with
a user plane element and is related to parameters (or char-
acteristics) ol a user plane element that remain relatively
constant (e.g., rarely changing) over the lifetime of the user
plane element. Briefly, static information can include access
point name (APN), radio access technology (RAT) type,
packet data network (PDN) type, location, serving PLMN
ID, and subscription profile (e.g., allowed services). Static
information 204 can be stored n memory local to the
selection engine. Dynamic information 1s generally associ-
ated with a user plane element and 1s generally associated
with characteristics of the user plane element that can
fluctuate with time. As described 1n more detail below,
dynamic information can include service capability support,
latency, and hardware acceleration support. Without wishing
to be bound by theory, dynamic information can be
expressed 1n matrix form, e.g., a service capability support
and load matrix (SM), latency matrix (LM), and hardware
acceleration support matrix (HAM).
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An example SM for a particular user plane element 1s
shown below:

- Data 30|
Proxy 40
' Video 20 |

In some embodiments, an SM includes information (e.g.,
load) about supported services such as data, proxy, and video
information. In the example above, the SM shows that, for
that -U, “Data” service 1s supported and has a current load
of 30% of capacity, “Proxy” service 1s supported and has a
current load 1s 40% of capacity, and “Video” service 1is
supported and has a current load 1s 20% of capacity. In some
embodiments, measurements 1s performed by each respec-
tive -U element based on the appropriate metric (or, set of
metrics) to look at. For example, for capacity of video
service used up, the -U element may calculate a function of
the processing power remaining, builer capacity 1n use,

storage 1n use etc., which can be rolled up into one number
or percentage for simplicity. Different implementations may
arrive at a diflerent overall indication. For example, some
implementations might be very conservative and report
higher numbers, while others might be very aggressive and
report lower numbers for the same set of metrics.

An example LM for a particular user plane element is
shown below:

"EB1 10°
EB2 20
EB3 10

In some embodiments, an LM 1includes information (e.g.,
latency) about enodeBs. The first entry indicates that mea-
sured latency to eNodeB EB1 1s 10 milliseconds, the second
entry indicates that measured latency to eNodeB EB2 1s 20
milliseconds, and the third entry indicates that measured
latency to eNodeB EB3 1s 10 milliseconds. Latency can be
measured using any known technique and the selection
module 140 be each u-plane element.

An example HAM {for a particular user plane element 1s
shown below:

Encryption 40
[ Video 20}

In some embodiments, a HAM includes information
about services that can be offloaded to hardware. The first
entry indicates that encryption via hardware ofiload 1s avail-
able and 40% of the hardware offload capacity 1s 1n use. The
second entry indicates that video transcoding via hardware
offload 1s available and the current load 1s 20% of capacity.

Dynamic selection engine 208 can generate a score based
on the dynamic information 202 and/or 212 and static
information 204. As described in more detail below, static
selection engine 206 can use static information to select a
subset of user plane nodes that meet minimum criteria, and
then dynamic selection engine 208 uses dynamic informa-
tion 202 212 to select a particular user plane node from that
subset of nodes. Based on the present disclosure, a person
having ordmary skill in the art would understand that
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dynamic selection can be optional, and that a network
operator can choose to enable or disable dynamic selection
based on network needs. For example, dynamic selection
may be disabled during trouble-shooting periods, where
cilicient loading 1s not required, or where there are very few
u-plane elements to select from.

The subset of nodes (also referred to herein as a candidate
set) generated by the static selection engine 206 1s trans-
mitted to the dynamic selection engine 208. The dynamic
selection engine 208 selects a user plane node 210 from all
the candidates based on the dynamic score. In some embodi-
ments, the selection engine chooses a user plane node with
the highest or lowest score depending on which scoring
function 1s used. Exemplary scoring functions for which
high scoring and low scoring user plane nodes are selected
are described 1n more detail below.

FIG. 3 1s a table showing static information, according to
some embodiments of the present disclosure. In some
embodiments, static information 204 can be stored 1n a table
as shown 1n FIG. 3. The user plane identifier 302, APN 304,
RAT type 306, PDN type 308, PLMN ID 310, location 312
and subscription 314. Some or all of these fields may be
used. These fields are merely exemplary, and other types of
information 1s contemplated.

User-plane 1dentifier 302 1dentifies a particular user plane
network element. In the example provided i FIG. 3, user-

plane idenftifier 302 includes an 1identifier for each of

PGW-U 1, PGW-U 2, PGW-U 3, PGW-U 4, and PGW-U 5.
Similar entries can be included for SGW-U and TDF-U
clements.

APN 304 refers to an access point name associated with
the user device or user plane element 1dentified in 302. APN
1s the access point name which 1 a mobile network, is

[ 1

similar to a virtual private network that helps connect the UE
to the Packet Data network via the PGW. The APN desired

by the UE should be supported by the selected PGW-U,
hence the APN will also influence the selection of the user
plane function. In some embodiments, the APN 1s specified
as part of the Create Session Request the C-Plane 130
receives from MME 106.

RAT type 306 refers to a radio access technology asso-
ciated with the user device or user plane element identified
in 302. Diflerent types of radio technologies include, but are
not limited to UTRAN (3G UMTS network), EUTRAN
(LTE network), and/or GERAN (2G). RAT/Radio Access
Technology type specifies the capability of the UE. For
example, the UE (device) can have certain hardware/soft-
ware capabilities (for example, 1t can only support UTRAN)
that the network should match when selecting a configura-
tion. and thus determines the service that the network can
provide to the UE. Based on the RAT type, the network can
select a suitable user plane based on pre-configured policy of
cach respective UE. For example older RAT types may not
have a requirement on latency as much as newer RATs.

PDN Type 308 refers to a type of packet data network
associated with the user device or user plane element
identified 1n 302. PDN type can be, for example, IPv4, IPv6
or IPV4V6, or Non-IP. The PDN type determines what type
of IP address or Non-IP resource need to be allocated to the
UE. For example, in some embodiments, the PDN type
(IPv4, IPv6, IPv4v6 and Non-IP) can be understood to mean
that particular resources have to be allocated for a UE. The
IP addresses are typically allocated from IP Address pools
which 1s usually associated with a User Plane. Thus the PDN
Type plays a role 1n determining the user plane Function.

PLMN ID 310 refers to a public land mobile network
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identified 1n 302. Every mobile service provider may have
its own PLMN Identifier, which can consist of, for example,
a Mobile Country Code (MCC) and a Mobile Network Code
(MNC). The Mobile Country Code and Mobile Network
Code are two other characteristics of the UE that can be used
to make 1ntelligent user plane selection, since both provide
information with regard to the country the UE 1s registered
with as well as the Network Area the UE 1s currently on.

Location 312 refers to a location associated with the user
device or user plane element i1dentified 1n 302. User device
location can be carried (e.g., encoded and transported
between network elements) 1n Location Area Code (LAC),
Tracking Area Code (TAC) or Routing Area Identification
(RAI) of the signaling messages. The LAC, TAC and RAI
provide the location information which can be used to
determine the closest (e.g., physically closest, which 1is
generally static) U-Plane function 1f closest user plane 1s
needed for a particular user to reduce end-to-end latency.

Subscription 314 refers to subscription services that the
user plane element 1dentified 1 302 can support. Subscrip-
tion information for the user device could be received by
selection module 140 from any external servers like PCRE,
AAA, LDAP servers, which typically contain the services
that the user device 1s subscribed to. Some of the services
could be, for example, GOLD/SILVER priority-based ser-
vice, Adult/Child subscription information, proxy service
etc. Selection of U-Plane based on Subscription allows the
network operator to reserve certain U-Planes for higher
paying services like GOLD (for example) thereby guaran-
teeing the desired level of service. Similarly the service may
also determine the latency requirement, for example, by
expressing latency requirements for different classes of users
(e.g., gold users require less than 10 mn of latency), which
1s another mput 1mnto the selection algorithm.

When a UE connects to the network, selection module
140 compares the characteristics of the UE, which can be
passed from one network element to another (through stan-
dards based protocols), or, looked up via interaction with
other network elements (HSS/AAA primarily) using stan-
dards based protocols, with characteristics of user plane
nodes that are stored 1n static information database 204. For
example, a UE session having an APN of sub.afl, RAT type
of UTRAN, PDN-Type of non-IP, PLMN ID of
MCCIMNCS3S, Location of TAC345, and Subscription of
Gold would have a PGW-U candidate set including PGW-U
1 and PGW-U 4. PGW-U 2 is not part of the candidate set
because PGW-U 2 does not support the APN or RAT type
associated with the user session, PGW-U 3 1s not part of the
candidate set because PGW-U3 does not support the PDN-
type or location associated with the user session, and
PGW-U 3 i1s not part of the candidate set because PGW-U 5
does not support the PDN-type, PLMN ID, or subscription
associated with the user session.

FIG. 4 1s a table showing dynamic information 1n dynamic
information database 212, according to some embodiments
of the present disclosure. In some embodiments, dynamic
information 202 can be stored in a table 1n dynamic infor-
mation database 212 as shown in FIG. 4. The table can
include entries for user plane identifier 402, service capa-
bility support 404, latency 406, and hardware acceleration
support 408 for each u-plane node.

User-plane identifier 402 can identily a particular user
plane network element. For each particular -U element, the
same user-plane identifier can be used 1n the tables discussed
with reference to FIG. 3 and the table discussed with
reference to FIG. 4. In the example provided in FIG. 4, user
plane network element 1dentifier 402 includes an i1dentifier
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for SGW-U 2, SGW-U 4, and SGW-U 5. It should be
appreciated that other user plane network element 1dentifiers
can include PGW-U 1-5 as discussed with reference to FIG.
3.

Service capability support/load 404 can refer to the dii-
terent services provided by the network element associated
with the user plane element identified 1n 402. In some
embodiments, service capability support/load 404 can be
expressed as a service capability support/load matrix (SM).
An example service could be providing proxy service,
TCP/IP optimization service, page compression service, web
content filtering service etc. Supported services are indicated
to the selection module 140 as dynamic information 202 by
a -U element using many methods. For example, a listing of
supported services can be communicated as a bitmap or an
explicit naming of supported services etc. For each service,
the current load/used capacity metric can also be reported,
for example, on a regularly scheduled basis, based on
polling, and/or piggy backed with other communications.

Latency 406 refers to packet transfer delays associated
with the user plane element 1dentified 1n 402 to the eNodeBs
that 1t 1s connected to. In some embodiments, latency 406
can be expressed as a latency matrix (LM). One way to
determine latency between the nodes 1s by using network
ping and determine the latency between the nodes. As an
example, a value of EB1-10 for SGW-U 2 implies that
SGW-U 2 1s reporting a 10-millisecond ping round trip time
to eNodeB 1. Similarly, latency from SGW-U 2 to other
eNodeBs 1s also reported (example: EB2-20, EB3-10). An
alternative method to determine latency between the nodes
1s to observe the data being received and compute the
observed latency 1n transfer (one-way). Other methods are
contemplated. Similar techmiques could be used for the
PGW-U and/or TDF-U.

Hardware acceleration support 408 can refer to the ability
to speed up the computations for certain functions by using,
dedicated hardware accelerators associated with the user
plane eclement identified mm 402. In some embodiments,
hardware acceleration support 408 can be expressed as a
hardware acceleration support matrix (HAM). Each user
plane element can have different types of hardware accel-
eration. An example hardware acceleration unit could be
hardware encryption/decryption service, hardware-based
flow o: ﬂoadmgj hardware based video conversions etc. For
example, ENCRYPTION-40 implies that at SGW-U 2
encryption 1s supported in hardware and currently 40% of 1ts
capacity 1s 1n use.

A score (e.g., a suitability metric) of a network node for
a particular UE can be computed for all the -U elements 1n
the candidate set determined by static selection engine 206.
The score can be a function of the SM, LM, and/or HAM
reported by cach of the -U elements. In some embodiments,
the score 1s computed by weighting each of the SM, LM, and
HAM. In some embodiments, functions can be used by the
selection functions. Examples include:

assume that “Set-1” 1s the Candidate Set; assume that the
desired eNodeB 1s 1dentified based on where the UE
accesses the network (e.g., the MME has access to this
information and passes 1t to the other network elements
as required. (for example, EB1).

“Max over Set-17 implies computing the function for
every element in Set-1 and then pick the one with the
Maximum value (with a suitable tie-breaker rule).

f1=Max over Set-1 {1/latency-value (for desired eNo-
deB)}

At the end of this selection process, 11 1dentifies the -U

clement for which the inverse of the latency value reported
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for the eNodeB of interest 1s the maximum among all the -U
clements 1n Set-1. In other words, 11 1dentifies the SGW-U
that has the lowest latency value Wthh can help to reduce
the end-to-end latency for the data traflic for that UE. For
example: if Set-1={SGW-U 2, SGW-U 4!} and desired
eNodeB i1s EB1. Then, (from table in FIG. 4), f1=Max (V10
for SGW-U 2, Vis for SGW-U 4)=V10 for SGW-U 2. In this
example, SGW-U 2 1s chosen. An alternative 1s to express
this as the Minimum calculation over Set-1.

In another example, 12 can be used where:

2=Max over Set-1

{(1/Latency-value (for identified eNodeB)*proxy-avail-

able*(100-proxy’s current load))}

At the end of this selection process, 12 identifies the -U
clement for which the computed metric 1s the maximum. In
this example, the computed metric 1s the product of inverse
of the latency value reported for the desired eNodeB,
whether the appropriate proxy function 1s supported by the
-U (O=not supported, l1=supported), and, the available
capacity on the proxy function. This example 1s designed to
help ensure that the -U picked has support for the proxy
function 1n addition to the lowest latency measure. This can
help ensure that the requisite proxy functions are served by
a -U that 1s least loaded, according to an estimation of load,
among the alternatives. For example: if, Set-1={SGW-U 2,
SGW-U 5}, desired eNodeB is EB1, and proxy service
“Video” 1s required. Then, (from table 1n FIG. 4), 12=Max
(V10*1%80%) for SGW-U 2, (Vieo*1*80%) for SGW-U
5=(110*1%*80%) for SGW-U 2. In this example, SGW-U 2
1s chosen.

In another example, 13 can be used where:

f3=Max over Set-1

{(w1*(100-encryption-capacity-in-use)+w2 *encryption-
offload-capable)}

where wl and w2 1n [0,10] and are configurable, for

example, by a network operator.

At the end of this selection process, 13 i1dentifies the -U
clement for which the computed metric 1s the maximum. In
this example, the computed metric 1s the product of some
configurable weights wl and w2 1n the range 0 to 10 with the
hardware oflload capability for encryption and the available
capacity. In other words, as an example, the -U element
selected should allow for encryption oflfload (by setting w2
high)—this can help ensure that the least end-to-end latency
for user data 1s achieved. In some embodiments, a network
node with the highest or lowest score i1s chosen. For
example: say, Set-1={SGW-U 2, SGW-U 5}, desired eNo-
deB 1s EB1 and hardware oflload for encryption 1s desired.
Assume that wl=10, w2=1. Then, (from table 1n FIG. 4),
3=Max ((10*60%+1*1) for SGW-U 2, (10%90%+1*1) for
SGW-U 5)=(10%90%+1*1) for SGW-U 5. In this example,
SGW-U 5 1s chosen. In some embodiments, flexibility 1n
selection of an appropriate function defimtion allows for
network operators to custom tailor performance and efli-
ciency criteria to particular sets of UEs. A person having
ordinary skill in the art would understand based on the
present disclosure that these functions are merely exem-
plary, and that different functions based on different selec-
tion criteria, weighting techniques, etc. could be developed
or selected by different network operators based on their
particular priorities or network requirements.

According to some embodiments, after the selection pro-
cess, the selection module 140 can provide information
indicative of a preferred U-plane element to the appropriate
C-plane element. In some embodiments where the selection
module 140 and the C-plane element are separate nodes, the
providing can include sending a transmission including the
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information indicative of the preferred U-plane element to
the C-plane element, storing the information indicative of
the preferred U-plane element in a database to which the
C-plane element has access, or any other method of making
such imnformation available to the C-plane element. In some
embodiments where the C-plane element and the selection
module 140 are part of the same node, the information
indicative of the preferred U-plane element can be provided
to the C-plane element by making the information indicative
of the preferred U-plane element available to a module of the
C-plane element that assigns a U-plane element to each
session, for example, by storing the information indicative
ol the preferred U-plane element 1n a memory of the C-plane
clement, providing the information indicative of the pre-
terred U-plane element as an mnput to another processing
routine of the C-plane element, or any other method of
making such information available to the C-plane element.
The C-plane element can then assign the session to the
preferred U-plane element.

FIG. 5 1s a diagram showing a process for generating
latency and load reports, according to some embodiments of
the present disclosure.

Referring to step 502, S/PGW-U 1 124a/126a determines
a latency between itself and eNodeB 1 104a. Latency
measurement between nodes can be achieved by number of
ways. One such method 1s using an Internet Control Mes-

sage Protocol (ICMP) ping utility to calculate a round trip
delay (from -U to eNodeB and back).

Referring to step 504, S/PGW-U 2 1245/1265 determines
a latency between itsell and eNodeB 1 104a. Latency
measurement between nodes can be achieved by number of
ways. One such method 1s using ICMP ping utility and
calculate the round trip delay.

Referring to step 506, S/PGW-U 1 124¢/126¢ determines
a latency between itsell and eNodeB 1 104a. Latency
measurement between nodes can be achieved by number of
ways. One such method 1s using ICMP ping utility and
calculate the round trip delay.

Referring to step 308, each of S/PGW-U 1 124a 126a,
S/PGW-U 2 1245 1265, and S/PGW-U 1 124¢ 126¢ reports
the measured latency and load to S/PGW-C 132 134 as
dynamic information 202. The load 1s computed by the -U
clement as a fraction of available capacity that 1s 1n use. In
some embodiments, other information other than latency
and load can be communicated in the same communication

or a different communication and used as dynamic informa-
tion 202.

Referring to step 310, S/PGW-C 132 134 can use the
latency and load reports as one factor for selecting a user
plane network node. As described above, other factors can
include hardware oflload capabilities, proxy capabilities, etc.

FIG. 6 1s a tlow chart showing a process for selecting a
user plane network node, according to some embodiments of
the present disclosure.

Referring to step 602, a selection module receives static
information and dynamic information associated with a
plurality of user plane nodes. This information can be
provided, for example, to the selection module from the user
plane nodes. As described above, the static information 1s
generally associated with a user plane element and 1s related
to parameters (or characteristics) of a user plane element that
remain relatively constant (e.g., rarely changing) over the
lifetime of the user plane element and the dynamic infor-
mation 1s generally associated with characteristics of the
user plane element that can fluctuate with time. In some
embodiments, static information 1s recerved prior to
dynamic information.

5

10

15

20

25

30

35

40

45

50

55

60

65

14

Referring to step 604, the selection module selects a
subset of user plane nodes based on the static information.
As described above, the static information can be used to
generate a subset of the user plane nodes that meet the
requirements. In some embodiments, one among a subset of
nodes can be chosen based on a user plane network element
sharing a number of static information characteristics with
the user equipment.

Referring to step 606, the selection module generates a
score for each of the subset of user plane nodes based on the
dynamic imformation reported by those nodes. As described
above, the score can be based on weighting of one more
parameters of the dynamic information as described with the
example selection functions discussed above. According to
some embodiments, more than one of the selection functions
described above can be combined others of the selection
functions and/or combined with additional selection func-
tions to create more complicated calculations. The particular
selection functions disclosed above are merely non-limiting
examples.

Referring to step 608, the selection module selects a user
plane node of the subset of user plane nodes based on the
score. As described above, a user plane network element
with either a highest or lowest score can be chosen.

In some embodiments, the triggering event described
above can be based on the loading of a u-plane element
exceeding a threshold, or becoming overly loaded compared
to other u-plane elements. This type of a triggering event can
cause a re-balancing of u-plane elements. For example, 11 1t
1s determined by a SGW-C or a selection module 140 that
one of SGW-U 2, SGW-U 4, and SGW-U 5 has become
more loaded (or has receirved an increased capacity) either
based on a static threshold or as compared to the other -U
clements, the selection module 140 may be triggered again,
and can reassign u-plane elements to various sessions asso-
ciated with the loaded u-plane element. Accordingly, the
same or a similar selection process can be used to redistrib-
ute u-plane traflic. In some embodiments, this can be per-
formed upon the nstantiation of a new u-plane element.

FIG. 7 shows a hybrid CUPS architecture, according to
some embodiments. The architecture of FIG. 7 1s similar to
FIG. 1 except that FIG. 7 includes hybrid c-plane elements
PGW-C/PGW 732, SGW-C/SGW 734, and TDF-C/TDF
736. The operation of FIG. 7 1s similar to that of FIG. 1,
except that, as described below, the PGW-C/PGW 732,
SGW-C/SGW 734, and/or TDF-C/TDF 736 can perform the
functions of both CUPS PGW-C 132, SGW-C 134, and/or
TDF-C 136 as well as the non-CUPS functions (1.e., both
user plane and control plane functions) of a non-CUPS
PGW, SGW, and TDEF, respectively. This process 1is
described in more detail with reference to FIG. 8.

FIG. 8 1s a flow chart showing the process by which
hybrid c-plane elements, such as PGW-C/PGW 732, SGW-
C/SGW 734, and TDF-C/TDF 736 establish CUPS or non-
CUPS sessions, according to some embodiments. In some
embodiments, the process begins at a triggering event 802,
such as when a UE 1s connecting to the core network and the
core network needs to select the user plane element to
facilitate data trathic (for example, as described above with

reference to FIG. 2). After the triggering event 802, at step
804, one or more of the PGW-C/PGW 732, SGW-C/SGW

734, and/or TDF-C/TDF 736 can determine whether a
u-plane support should be established with a CUPS session
or a non-CUPS session based on one or more CUPS enable-
ment criteria. I 1t 1s determined at step 804 that a CUPS
session 15 to be established, the process proceeds to step 806,
where the c-plane element establishes a CUPS session with
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the corresponding u-plane element. For example, with ref-
erence to FI1G. 7, i1 PGW-C/PGW 732 determines that CUPS

1s to be used, PGW-C/PGW 732 may proceed with a CUPS
session with one of PGW-U 124a, 1245. This can be
performed after selection module 140 selects a PGW-U. The
process proceeds to step 810, where the appropriate u-plane
clement (1n this example, the PGW-U 124a or 124b) per-
forms the u-plane tasks, such as connecting to the internet
via PDN 118.

If 1mnstead at step 804 1t 1s determined that a non-CUPS
session 1s to be implemented, the method proceeds to step
808 where a non-CUPS session 1s mitiated. In a non-CUPS
session, the c-plane node instead i1gnore the U-C plane
separation provided by CUPS, and instead performs both c-
and u-plane functions at step 812. For example, PGW-(C/
PGW 732 can act like a non-CUPS PGW and establish an
appropriate connection with PDN 118 and one of eNodeBs
104a, 104bH. Accordingly, the selection of a corresponding
u-plane element, either based on a static or dynamic deter-
mination, 1s not required.

A person having ordinary skill in the art would under-
stand, based on the present disclosure, that a number of
different CUPS enablement criteria could be used. Examples
include subscriber information, such as the level of service,
status as an IoT communication (which may not require a
long session with many data packets which thus does not
stand to benefit as much from u- and c-plane separation),
loading of the u-elements, or any other policies determined
by a network operator. In an example, some service levels
(e.g., Bronze) are configured not to be able to take advantage
of CUPS architecture whereas others (e.g., Silver/Gold) are.
In another example, IoT communications do not take advan-
tage of CUPS architecture because they do not frequently
require long data sessions and do not require fast user plane
services such as data transfer. In another example, high
loading of the u-plane elements may cause the control plane
clements to begin performing u-plane functions for certain
data sessions to reduce the load. Other examples are con-
templated, and the above-listed examples are merely exem-
plary and should not be considered to be limiting.

Systems and methods are described herein for selecting a
user plane node. In some embodiments, a computing device
receives characteristics of a user session associated with a
user device and receives static and dynamic information
associated with a plurality of user plane nodes. In some
embodiments, the computing device selects a subset of the
user plane nodes based on the static information matching,
user device, processes dynamic information associated with

a subset of the plurality of user plane nodes, generates a
score for each of the subset of the user plane nodes based on
the dynamic mnformation, and selects a user plane node from
the subset of user plane nodes based on the score such that
data associating with the user session i1s routed to the
selected user plane node.

The subject matter described herein can be implemented
in digital electronic circuitry, or in computer software,
firmware, or hardware, including the structural means dis-
closed 1in this specification and structural equivalents
thereol, or 1in combinations of them. The subject matter
described herein can be implemented as one or more com-
puter program products, such as one or more computer
programs tangibly embodied in an mnformation carrier (e.g.,
in a machine readable storage device), or embodied 1n a
propagated signal, for execution by, or to control the opera-
tion of, data processing apparatus (e.g., a programmable
processor, a computer, or multiple computers). A computer
program (also known as a program, software, software
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application, or code) can be written 1n any form of program-
ming language, including compiled or interpreted lan-
guages, and 1t can be deployed 1n any form, including as a
stand-alone program or as a module, component, subroutine,
or other unit suitable for use in a computing environment. A
computer program does not necessarily correspond to a file.
A program can be stored 1n a portion of a file that holds other
programs or data, 1n a single file dedicated to the program in
question, or in multiple coordinated files (e.g., files that store
one or more modules, sub programs, or portions of code). A
computer program can be deployed to be executed on one
computer or on multiple computers at one site or distributed
across multiple sites and interconnected by a communication
network.

The processes and logic flows described 1n this specifi-
cation, including the method steps of the subject matter
described herein, can be performed by one or more pro-
grammable processors executing one or more computer
programs to perform functions of the subject matter
described herein by operating on mnput data and generating
output. The processes and logic flows can also be performed
by, and apparatus of the subject matter described herein can
be implemented as, special purpose logic circuitry, e.g., an
FPGA (field programmable gate array) or an ASIC (appli-
cation specific itegrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processor of
any kind of digital computer. Generally, a processor will
receive 1structions and data from a read only memory or a
random access memory or both. The essential elements of a
computer are a processor for executing nstructions and one
or more memory devices for storing instructions and data.
Generally, a computer will also include, or be operatively
coupled to receive data from or transier data to, or both, one
or more mass storage devices for storing data, e.g., mag-
netic, magneto optical disks, or optical disks. Information
carriers suitable for embodying computer program instruc-
tions and data include all forms of nonvolatile memory,
including by way of example semiconductor memory
devices, (e.g., EPROM, EEPROM, and flash memory
devices); magnetic disks, (e.g., internal hard disks or remov-
able disks); magneto optical disks; and optical disks (e.g.,
CD and DVD disks). The processor and the memory can be
supplemented by, or incorporated 1n, special purpose logic
circuitry.

To provide for interaction with a user, the subject matter
described herein can be implemented on a computer having
a display device, e.g., a CRT (cathode ray tube) or LCD
(liguid crystal display) monitor, for displaying information
to the user and a keyboard and a pointing device, (e.g., a
mouse or a trackball), by which the user can provide input
to the computer. Other kinds of devices can be used to
provide for interaction with a user as well. For example,
teedback provided to the user can be any form of sensory
teedback, (e.g., visual feedback, auditory feedback, or tactile
teedback), and input from the user can be received in any
form, including acoustic, speech, or tactile input.

The subject matter described herein can be implemented
in a computing system that includes a back end component
(e.g., a data server), a middleware component (e.g., an

application server), or a front end component (e.g., a client
computer having a graphical user interface or a web browser
through which a user can interact with an implementation of
the subject matter described herein), or any combination of
such back end, middleware, and front end components. The
components of the system can be interconnected by any
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form or medium of digital data communication, e.g., a
communication network. Examples of communication net-
works 1nclude a local area network (“LLAN"") and a wide area
network (“WAN?), e.g., the Internet.

It 1s to be understood that the disclosed subject matter 1s
not limited 1n 1ts application to the details of construction
and to the arrangements of the components set forth 1n the
following description or illustrated in the drawings. The
disclosed subject matter 1s capable of other embodiments
and of being practiced and carried out in various ways. Also,
it 1s to be understood that the phraseology and terminology
employed herein are for the purpose of description and
should not be regarded as limiting.

As such, those skilled in the art will appreciate that the
conception, upon which this disclosure 1s based, may readily
be utilized as a basis for the designing of other structures,
methods, and systems for carrying out the several purposes
of the disclosed subject matter. It 1s important, therefore, that
the claims be regarded as including such equivalent con-
structions insofar as they do not depart from the spirit and
scope of the disclosed subject matter.

Although the disclosed subject matter has been described
and 1illustrated in the foregoing exemplary embodiments, 1t
1s understood that the present disclosure has been made only
by way of example, and that numerous changes in the details
of implementation of the disclosed subject matter may be
made without departing from the spirit and scope of the
disclosed subject matter, which 1s limited only by the claims
which follow.

The invention claimed 1s:

1. A method comprising:

storing, 1n a static information database of a selection

module associated with a control plane node, static
information associated with a plurality of user plane
nodes;

periodically recerving, by the selection module, dynamic

information associated with the plurality of user plane
nodes, wherein the dynamic information comprises
latency information, and wherein the latency informa-
tion comprises a plurality of measured latency values;
storing, by the selection module, the dynamic information
associated with the plurality of user plane nodes 1n a
dynamic information database of the selection module;
receiving, by the selection module, an indication of a
triggering event, the triggering event being associated
with at least one user session:

identifying, by the selection module, a subset of the

plurality of user plane nodes by comparing the static
information stored in the static information database
with at least one static selection criteria;

calculating, by the selection module, a dynamic informa-
tion score for each of the subset of the plurality of user
plane nodes, wherein the dynamic information score 1s
calculated based at least in part on the plurality of
measured latency values;

identifying, by the selection module, a preferred user
plane node of the subset of the plurality of user plane
nodes based on the calculated dynamic information
scores; and

providing, by the selection module, the i1dentification of
the preferred user plane node to the control plane node,
wherein the control plane node assigns user plane
functionality for at least one of the at least one user
session to the preferred user plane node.

2. The method of claim 1, wherein the static information

comprises one or more of an access point name (“APN”), a
radio access technology (“RAT”) type, a packet data net-
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work (“PDN”) type, a location, a serving public land mobile
network i1dentifier (“PLMN ID”), or a subscription profile.

3. The method of claim 1, wherein the dynamic informa-
tion further comprises one or more ol support service
capabilities, service-specific load information, or hardware
acceleration support information.

4. The method of claim 1, wherein the control plane node
comprises one or more ol a control plane packet gateway
(PGW-C), a control plane serving gateway (SGW-C), a
control plane tratlic detection function (TDF-C), or a control
plane module having one or more of a PGW-C, SGW-C or
a TDF-C.

5. The method of claim 1, wherein the plurality of user
plane nodes comprise one or more of a user plane packet
gateway (PGW-U), a user plane serving gateway (SGW-U),
a user plane tratlic detection function (ITDF-U), or a user
plane module having one or more of a PGW-U, SGW-U or
a TDF-U.

6. The method of claim 1, wherein the static information
database and the dynamic information database comprise the
same database.

7. The method of claim 1, wherein the triggering event
comprises a user equipment connecting to a core network of
a network of a networked system.

8. The method of claim 1, wherein the triggering event
comprises a loading status of at least one of the plurality of
user plane nodes.

9. The method of claim 1, wherein the storing the dynamic
information associated with the plurality of user plane nodes
in the dynamic mnformation database comprises replacing
previously stored mformation associated with the plurality
of user plane nodes 1n the dynamic information database
with the received dynamic information associated with the
plurality of user plane nodes.

10. The method of claim 1, wherein the identifying the
preferred user plane node comprises identifying a user plane
node having a highest dynamic information score or a lowest
dynamic information score.

11. The method of claim 1, further comprising assigning,
by the control plane node, the user plane functionality for at
least one of the at least one user session to the preferred user
plane node.

12. The method of claim 1, wherein the selection module
1s part of the control plane node.

13. The method of claim 1, wherein:

the method further comprises determining a desired eNo-

deB based on where a user equipment access a net-
work:;

the plurality of measured latency values comprise a

distinct measured latency value for each possible com-
bination of a user plane node in the subset of the
plurality of user plane nodes and the desired eNodeB;
and

calculating the dynamic information score comprises

determining a lowest latency value among the plurality
of measured latency values.

14. The method of claim 1, wherein the dynamic infor-
mation further comprises support service capabilities, ser-
vice-specilic load information, and hardware acceleration
support mformation.

15. The method of claim 14, wherein calculating the
dynamic iformation score comprises weighting at least one
of the support service capabilities, the service-specific load
information, the latency information, or the hardware accel-
eration support information.

16. A system comprising:

a control plane node;
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a selection module associated with the control plane node,

the selection module including a static information

database, a dynamic information database, and a non-

transitory computer readable storage medium having

istructions stored thereon to cause a processor to:

store, 1n the static information database of the selection
module, static information associated with a plurality
ol user plane nodes;

periodically receive, by the selection module, dynamic
information associated with the plurality of user
plane nodes, wherein the dynamic information coms-
prises latency information, and wherein the latency
information comprises a plurality of measured
latency values;

store, by the selection module, the dynamic information
associated with the plurality of user plane nodes 1n
the dynamic information database of the selection
module;

receive, by the selection module, an indication of a
triggering event, the triggering event being associ-
ated with at least one user session;

identify, by the selection module, a subset of the
plurality of user plane nodes by comparing the static
information stored in the static information database

with at least one static selection criteria;
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calculate, by the selection module, a dynamic informa-
tion score for each of the subset of the plurality of
user plane nodes, wherein the dynamic information
score 1S based at least in part on the plurality of
measured latency values;

identify, by the selection module, a preferred user plane
node of the subset of the plurality of user plane nodes
based on the calculated dynamic information scores;
and

provide, by the selection module, identification of the
preferred user plane node to the control plane node,
wherein the control plane node assigns user plane
functionality for at least one of the at least one user
session to the preferred user plane node.

17. The system of claim 16, wherein the dynamic infor-
mation further comprises one or more of support service
capabilities, service-specific load information, or hardware
acceleration support information.

18. The system of claim 16, wherein the control plane
node 1s configured to assign the user plane functionality for

at least one of the at least one user session to the preferred
user plane node.
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