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In one embodiment, a method includes determining, by an
access point, that a first connection between a first device
and the access point 1s not functional. A non-functional
connection between the first device and a backhaul network
causes the first connection between the first device and the
access point to become not functional. The method also
includes selecting, by the access point, a second device
operable to provide backhaul to the access point. The
method also includes establishing, by the access point, a
second connection between the second device and the access
point and receiving, by the access point, mnformation from
the second device via the second connection. The second
connection 1s a wireless connection. The method further

includes communicating, by the access point, the informa-
tion to the first device.
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300 METHOD
N START 305

DETERMINE THAT A FIRST CONNECTION BETWEEN A

FIRST DEVICE AND AN ACCESS POINT IS NOT FUNCTIONAL 310

DUE TO A NON-FUNCTIONAL CONNECTION BETWEEN THE
ACCESS POINT AND A BACKHAUL NETWORK

DISCOVER A SECOND DEVICE TO PROVIDE BACKHAUL 315
TO THE ACCESS POINT

320

THE SECOND DEVICE
AUTHORIZED TO DEDICATE ONE OR
MORE RAN CHANNELS TO A SECOND CONN:
BETWEEN THE SECOND DEVICE
AND THE ACCESS
POINT?

YES

NO

SELECT THE SECOND DEVICE 325
ESTABLISH A SECOND CONNECTION BETWEEN THE 330
SECOND DEVICE AND THE ACCESS POINT
RECEIVE INFORMATION FROM THE SECOND DEVICE VIA 335
THE SECOND CONNECTION
COMMUNICATE THE INFORMATION TO THE FIRST DEVICE 340

345

HAS
THE NON-FUNCTIONAL
NO CONNECTION BETWEEN THE ACCESS POINT
AND THE BACKHAUL NETWORK BEEN
RESTORED?

YES
TERMINATE THE SECOND CONNECTION BETWEEN THE
SECOND DEVICE AND THE ACCESS POINT 350

END 360
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SYSTEMS AND METHODS FOR
ESTABLISHING NETWORK CONNECTIONS

TECHNICAL FIELD

This disclosure generally relates to network connections,
and more specifically to systems and methods for establish-
ing network connections.

BACKGROUND

Access points provide end user connectivity to a network.
Network connectivity may be impaired due to physical
damage to the access point, a lack of available power, or an
inability of the access point to provide network backhaul.
For example, an access point such as a base station may be
unable to provide backhaul necessary for end user connec-
tivity due to a damaged physical connection between the
access point and a wide area network.

SUMMARY

According to an embodiment, a method 1ncludes deter-
mimng, by an access point, that a first connection between
a first device and the access point 1s not functional. A
non-functional connection between the first device and a
backhaul network causes the first connection between the
first device and the access point to become not functional.
The method also 1ncludes selecting, by the access point, a
second device operable to provide backhaul to the access
point. The method also includes establishing, by the access
point, a second connection between the second device and
the access point and receiving, by the access point, nfor-
mation from the second device via the second connection.
The second connection 1s a wireless connection. The method
turther includes communicating, by the access point, the
information to the first device.

According to another embodiment, a system includes one
or more processors and a memory storing instructions that,
when executed by the one or more processors, cause the one
Or more processors to perform operations including deter-
miming, by an access point, that a first connection between
a first device and the access point 1s not functional. A
non-functional connection between the first device and a
backhaul network causes the first connection between the
first device and the access point to become not functional.
The operations also include selecting, by the access point, a
second device operable to provide backhaul to the access
point. The operations also include establishing, by the access
point, a second connection between the second device and
the access point and receiving, by the access point, nfor-
mation from the second device via the second connection.
The second connection 1s a wireless connection. The opera-
tions further include communicating, by the access point, the
information to the first device.

According to yet another embodiment, one or more com-
puter-readable storage media embody instructions that,
when executed by a processor, cause the processor to
perform operations including determining, by an access
point, that a first connection between a first device and the
access point 1s not functional. A non-functional connection
between the first device and a backhaul network causes the
first connection between the first device and the access point
to become not functional. The operations also include select-
ing, by the access point, a second device operable to provide
backhaul to the access point. The operations also include
establishing, by the access point, a second connection
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between the second device and the access point and receiv-
ing, by the access point, information from the second device
via the second connection. The second connection 1s a
wireless connection. The operations turther include commu-
nicating, by the access point, the information to the first
device.

Technical advantages of this disclosure may include one
or more of the following. By enabling a device to provide
backhaul to an access point (e.g., a cell site) through a
“normal” cellular connection, the access point can be
returned to service significantly faster than current solutions
that bring an alternate access point (e.g., a Cell on Light
Trucks (COLT) or Cell on Wheels (COW)) to the location of
the access point. Utilizing a device to provide backhaul to
the access point eliminates the need for service personnel to
physically gain access to the facility of the access point,
which 1s physically safer for personnel and equipment.
Utilizing the backhaul device reduces power requirements
for recovery solutions and removes the need for additional
powered devices. Using the same connectivity for the alter-
nate backhaul eliminates the need for cabling between the
access point and the backhaul, which may save time and
resources.

Channels allocated to the connection between the access
point and the backhaul device may be tailored to the actual
available backhaul, which may improve channel efliciency.
Backhaul devices may be pre-staged (e.g., pre-connected) as
part of areca network deployments by placing backhaul
devices at cell sites such as video-ready access devices
(VRADs), serving area interfaces (SAls), neighborhood
boxes (e.g., U-Verse boxes), etc. Multiple redundant back-
haul devices may be provided for in-range cell sites. The
backhaul devices may be automatically enabled remotely,
which prevents the need for imitial emergency personnel
deployment and reduces network downtime and risk. The
backhaul devices can be used to remotely monitor alarms
and status of access points. The backhaul devices may allow
phone service and limited bandwidth connectivity while the
damaged backhaul 1s repaired.

Other technical advantages will be readily apparent to one
skilled 1n the art from the following figures, descriptions,
and claims. Moreover, while specific advantages have been
enumerated above, various embodiments may include all,
some, or none of the enumerated advantages.

BRIEF DESCRIPTION OF THE DRAWINGS

To assist in understanding the present disclosure, refer-
ence 1s now made to the following description taken 1n
conjunction with the accompanying drawings, 1n which:

FIG. 1 illustrates an example system for establishing a
network connection;

FIG. 2 illustrates an example access point that may be
used by the system of FIG. 1;

FIG. 3 illustrates an example method for establishing a
network connection; and

FIG. 4 1llustrates an example computer system that may
be used by the systems and methods described herein.

DETAILED DESCRIPTION

A connection between a device and an access point may
be not functional due to a backhaul failure. Alternate back-
haul solutions, such as satellite and microwave, require
direct connectivity to the access point network infrastruc-
ture, which requires service personnel to physically access
the location of the access point to connect the alternate
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backhaul. The access point may not be easily accessible due
to security concerns, road damage, and equipment and
personnel availability.

Another backhaul solution i1s to establish a transient
network provided by mobile solutions such as COLTs,
COWs, Flying Cell Towers on drones, blimps, and other
aircraft, and the like. However, these mobile solutions may
require clear skies, the range of the mobile solution may be
less than the range of the access point, and the backhaul may
experience high latency.

This disclosure provides systems and methods for estab-
lishing network connections by enabling a backhaul device
to connect to an access point and provide backhaul through
a cellular connection. The backhaul device works as a
reverse hotspot to provide backhaul to the access point,
which may eliminate the need to physically access the
access point, reduce latency, and increase the connection
range as compared to other backhaul solutions.

FIGS. 1 through 4 show example systems and methods for
establishing network connections. FIG. 1 shows an example
system for establishing a network connection, and FIG. 2
shows an example access point that may be used by the
system of FIG. 1. FIG. 3 shows an example method for
establishing a network connection. FIG. 4 shows an example
computer system that may be used by the systems and
methods described herein.

FIG. 1 1llustrates an example system 100 for establishing
a network connection. System 100 of FIG. 1 includes an
access point 110, a device 120, a connection 122 between
access point 110 and device 120, information 126, a back-
haul device 130, a connection 132 between access point 110
and backhaul device 130, a network 140, a backhaul net-
work 145, a connection 150 between backhaul network 145
and access point 110, and a connection 160 between back-
haul network 145 and backhaul device 130. System 100 or
portions thereof may be associated with an enftity, which
may include any entity, such as a business or company that
provides network (e.g., cellular) services. The elements of
system 100 may be implemented using any suitable com-
bination of hardware, firmware, and soitware. For example,
one or more components of system 100 may be implemented
using one or more components of the computer system of
FIG. 4.

Access pomnt 110 represents any component used to
establish a connection to one or more components of net-
work 140. For example, access point 110 may establish a
wireless network connection 122 between device 120 and
backhaul network 145. As another example, access point 110
may establish a wireless network connection 132 between
backhaul device 130 and backhaul network 1435. Access
point 110 may be a base station. The base station may
include a radio recerver/transmitter that serves as a hub of a
network (e.g., a local wireless network portion of network
140). Access pomnt 110 may serve as a gateway between a
wired network (e.g., connection 150) and a wireless network
(e.g., connection 122).

Access point 110 may include a cell tower, one or more
antennas, one or more cables, one or more radios, one or
more controllers, one or more routers, one or more power
sources, and/or any other suitable equipment for establishing
a connection to network 140. Access pomnt 110 may be
connected (e.g., hardwired) to other devices (e.g., network
switches, routers, broadband modems, and the like). Access
point 110 may handle access requests from one or more
devices (e.g., device 120 and backhaul device 130). Access
point 110 may allocate access to device 120 and/or backhaul
device 130. Access point 110 may revoke access from device
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120 and/or backhaul device 130. Access point 110 may have
a range represented by an area surrounded by access point
110 where a device can receive signals from access point
110. The range of access point 110 may be measured 1n miles
from access point 110. The range of access point 110 may
vary depending on a location (e.g., a rural or open area) of
access point 110, a height of a cell tower of access point 110,
a type ol radio of access point 110, and the like. Access point
110 1s described 1n more detail 1n FIG. 2 below.

Device 120 of system 100 represents any suitable com-
puting component that may be used to communicate nfor-
mation. Device 120 may include one or more mobile
devices, such as a phone (e.g., a smartphone), a laptop
computer, a tablet computer, a camera (e.g., a video camera),
wearables, and toys. Device 120 may include one or more
non-mobile devices, such as a television, a desktop com-
puter, a webcam, a printer, speakers, a smart appliance, and
a smart meter. Device 120 may include one or more sensing
devices, such as a motion detector, a smart thermostat, a
door lock sensor, a smart light bulb, and a lawn moisture
sensor. Device 120 may have wireless network connection
capabilities (e.g., WI-FI and/or Bluetooth capabilities).
Device 120 may be used to provide voice connections,
browse websites, stream multimedia (e.g., linear non-inter-
active multimedia), provide an augmented reality (AR) or a
virtual reality (VR) interactive experience, and the like.
Device 120 may be used to monitor traflic, environmental
conditions, security, and the like.

Device 120 may communicate with access point 110 via
connection 122. Connection 122 receives backhaul from
connection 150 between access point 110 and backhaul
network 145. Connection 122 may be a wireless connection.
Range 124 between device 120 and access pomnt 110 1s
within the range of access point 110. Device 120 may
receive information 126 from access point 110 and/or com-
municate mformation 126 to access point 110.

Connection 122 provides device 120 access to other

devices (e.g., device 130 of FIG. 1) connected to backhaul
network 145. Connection 122 may be 1solated from the
underlying infrastructure (e.g., access point 110 and con-
nection 150) to prevent device 120 from eavesdropping on
another device 120 connected to access point 110 and/or to
prevent device 120 from directly accessing access point 110
or connection 150. Connection 120 may be 1solated from the
underlying infrastructure with a Virtual Local Area Network
(VLAN) construct.
Information 126 1s any information communicated
between components of network 140. Information 126 may
include one or more requests from one or more components
of network 140 to access one or more portions of network
140. Information 126 may include one or more requests for
data (e.g., voice data). Information 126 may include regis-
tration information associated with device 120. Registration
information may include a hardware address (e.g., a MAC
address) of device 120 and a type of device 120. Information
126 may include requirements of device 120 for accessing
network 140. The requirements of device 120 may include
minimum bandwidth requirements, maximum bandwidth
requirements, directional requirements, latency require-
ments, Quality of Service (QoS) requirements, frequency
band capabilities, and the like.

Information 126 may include information associated with
a data session. The data session 1s any temporary and
interactive information mterchange between device 120 and
network one or more components of network 140. The data
session may be an audio session, a video session, a {ile
transier, or a combination thereof. The data session may be




US 11,026,285 B2

S

a text message or a social media message, a web conference,
or a voice telephone call. The data session may volve
online gaming, downloading music files, streaming music
(e.g., streaming music on a smart phone), streaming televi-
sion shows, streaming movies, uploading statistics (e.g.,
uploading statistics for connected and/or autonomous
vehicles and/or drones), downloading firmware, and/or
updating software.

In certain embodiments, device 120 may include a hot-
spot. A hotspot 1s a wireless local area network (LAN) node
that provides a connection from device 120. The hotspot
may be designed to provide a bridge between two types of
networks (e.g., a wireless to wireless network or wireline to
wireless network). For example, device 120 may be a
cellular phone or a home phone and internet device that
provides WI-FI and physical network access to nearby
devices from a subscribed cellular (e.g., 4G, Long Term
Evolution (LTE), 3G, etc.) service.

Backhaul device 130 of system 100 represents any suit-
able computing component that may be used to provide
backhaul to access point 110. Backhaul 1s the ability to
establish a connection (e.g., connection 160) with backhaul
network 145. Backhaul device 130 may utilize the same or
similar hardware as a traditional hotspot to provide backhaul
service to access point 110 by reversing the network con-
nection. Backhaul device 130 1s connected to an available
backhaul service via a non-cellular network. In the illus-
trated embodiment, backhaul device 130 1s connected to
backhaul network 145 using connection 160. Connection
160 may utilize one or more of the following: a satellite dish,
a very-high-bit-rate digital subscriber line (VDSL), a fiber
source, a copper source, a microwave source, and the like.
Connection 160 may be a physical link (e.g., Ethernet) or a
wireless link (e.g., WI-FI). Range 134 between backhaul
device 130 and access point 110 1s within the range of access
point 110.

Backhaul device 130 may connect to access point 110 via
connection 132. Connection 132 may be a cellular connec-
tion established from backhaul device 130 to access point
110. Connection 132 may be implemented when access
point 110 cannot access backhaul network 145. Connection
132 receives backhaul from connection 160 between back-
haul deice 130 and backhaul network 145. Backhaul device
130 may establish a handshake with access point 110 1f
access point 110 determines that backhaul device 130 is
authorized to use one or more channels (e.g., Radio Access
Network (RAN) channels) for connection 132. The one or
more channels are dedicated to connection 132 such that
connection 132 will not be released (e.g., bumped) while
providing service. Backhaul device 130 may be granted
access to a portion of network 140 that 1s normally prohib-
ited from a cellular client connection. In an embodiment,
firmware on backhaul device 130 may be upgraded to
provide security (e.g., to enable the handshake) and allow
access to one or more components of network 140.

Backhaul device 130 may include one or more mobile
devices, such as a cellular phone (e.g., a smartphone), a
laptop computer, a tablet computer, a camera (e.g., a video
camera), wearables, and toys. Backhaul device 130 may
include one or more non-mobile devices, such as a television
or a desktop computer. Backhaul device 130 may have
wireless network connection capabilities (e.g., WI-FI and/or
Bluetooth capabilities).

Network 140 1s any type of network that facilitates
communication between components of system 100. One or
more portions of network 140 may include an ad-hoc
network, an intranet, an extranet, a virtual private network
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(VPN), a LAN, a wireless LAN (WLAN), a wide area
network (WAN), a wireless WAN (WWAN), a metropolitan
area network (MAN), a portion of the Internet, a portion of
the Public Switched Telephone Network (PSTN), a cellular
telephone network, a 3G network, a 4G network, a 5G
network, a LTE cellular network, a combination of two or
more of these, or other suitable types of networks. One or
more portions of network 140 may include one or more
access (e.g., mobile access), core, and edge networks (e.g.,
a 5G core network). A 5G network may include a 3G New
Radio (3G NR). Network 140 may include one or more
networks.

Network 140 may be any communications network, such
as a private network, a public network, a connection through
the Internet, a mobile network, a WI-FI network, a Bluetooth
network, etc. One or more components of system 100 may
communicate over network 140. For example, access point
110 may communicate over network 140, including receirv-
ing information from and/or transmitting information to
device 120, backhaul device 130, and/or backhaul network
145. One or more components of network 140 may include
one or more access, core, and edge networks.

Backhaul network 145 1s a portion of network 140 that
provides backhaul to one or more components of system
100. For example, backhaul network 145 may provide
backhaul to backhaul device 130 via connection 160. In
certain embodiments, backhaul network 145 may be a
non-cellular network. In the 1llustrated embodiment of FIG.
1, backhaul network 145 1s a WAN. A WAN may extend over
a large geographical distance. Backhaul network 145
includes one or more nodes that serve as redistribution
points or communication endpoints. The nodes of backhaul
network 145 may include one or more physical network
nodes (e.g., computers, packet switches, modems, and the
like). Although this disclosure shows backhaul network 145
as being a particular kind of network, this disclosure con-
templates any suitable network.

Connection 150 represents any connection between back-
haul network 145 and access pomnt 110 that facilitates
communication between backhaul network 145 and access
point 110. Connection 150 provides backhaul to connection
122 between access point 110 and device 120. Connection
150 may include one or more physical links (e.g., Ethernet)
and/or wireless links (e.g., WI-FI). Connection 150 may
utilize one or more of the following: a satellite dish, a VDSL,
a fiber source, a copper source, a microwave source, and the
like. In the 1llustrated embodiment of FIG. 1, connection 150
1s a wireline connection.

Connection 150 between access point 110 and backhaul
network 145 may not function as a result of one or more
conditions. The conditions may include physical damage to
access pomnt 110. For example, one or more components
(e.g., a tower, an antenna, cabling, equipment, etc.) of access
point 110 may become mmoperable due to wear (e.g., corro-
sion), fractures, weather conditions (e.g., rain, ice, sun,
wind, etc.), and the like. The conditions may include 1nsui-
ficient power of access point 110 to establish connection
150. For example, one or more components of access point
110 may lose power due to a power outage. The conditions
may include physical damage 155 to connection 150. For
example, connection 150 may include fiber that has been
damaged due to crimping, bending, straiming, and the like.
As another example, connection 150 may include one or
more components (e.g., connectors) that become damaged
due to scratches, detfects, dirt, and the like. Since connection
122 between access point 110 and device 120 depends on
backhaul from connection 150 between access point 110 and
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backhaul network 145, connection 122 may not function
(e.g., fail) as a result of connection 150 not functioning (e.g.,
failing).

Although FIG. 1 illustrates a particular arrangement of
access pomnt 110, device 120, connection 122 between
access point 110 and device 120, information 126, backhaul
device 130, connection 132 between access point 110 and
backhaul device 130, network 140, backhaul network 145,
connection 150 between backhaul network 145 and access
point 110, and connection 160 between backhaul network
145 and backhaul device 130, this disclosure contemplates
any suitable arrangement of access point 110, device 120,
connection 122 between access point 110 and device 120,
information 126, backhaul device 130, connection 132
between access point 110 and backhaul device 130, network
140, backhaul network 145, connection 150 between back-
haul network 145 and access point 110, and connection 160
between backhaul network 145 and backhaul device 130.

Although FIG. 1 illustrates a particular number of access
points 110, devices 120, connections 122 between access
point 110 and device 120, information 126, backhaul devices
130, connections 132 between access point 110 and back-
haul device 130, networks 140, backhaul networks 145,
connections 150 between backhaul network 145 and access
point 110, and connections 160 between backhaul network
145 and backhaul device 130, this disclosure contemplates
any suitable number of access points 110, devices 120,
connections 122 between access point 110 and device 120,
information 126, backhaul devices 130, connections 132
between access point 110 and backhaul device 130, net-
works 140, backhaul networks 145, connections 150
between backhaul network 145 and access pomnt 110, and
connections 160 between backhaul network 145 and back-
haul device 130. For example, system 100 may include
multiple backhaul devices 130.

In operation, access point 110 (e.g., a base station) deter-
mines that connection 122 between device 120 (e.g., a
smartphone) and access point 110 1s not functioning. For
example, access point 110 may determine that access point
110 1s unable to receirve backhaul from backhaul network
145 (e.g., a WAN) due to physical damage to access point
110, an insuflicient power supply of access point 110, or
damage 155 to physical connection 150 between access
point 110 and backhaul network 145. Access point 110 then
selects backhaul device 130 (e.g., a smartphone) from a
plurality of backhaul devices 130 that are equipped to
provide backhaul to access poimnt 110. Access poimnt 110
determines that backhaul device 130 1s authorized to dedi-
cate one or more RAN channels to connection 132 between
access point 110 and backhaul device 130 and grants back-
haul device 130 access to access point 110. Access point 110
then establishes connection 132 between backhaul device
130 and access point 110. Backhaul device 130 receives
backhaul from connection 160 (e.g., a wireline connection)
between backhaul device 130 and backhaul network 145.
Backhaul device 130 recerves information 126 from back-
haul network 145 via connection 160 and communicates
information 126 to access point 110 via connection 132 (e.g.,
a wireless connection). Access point 110 then communicates
received mformation 126 to device 120. In the event that
access point 110 determines that connection 150 between
access point 110 and backhaul network 145 has been
restored, access point 110 terminates connection 132
between access point 110 and backhaul device 130.

As such, system 100 of FIG. 1 enables backhaul device
130 to provide backhaul to access point 110 1n the event of
backhaul failure at access point 110, which may allow access
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point 110 to return to service in less time than the time
required to repair the original backhaul service or to bring in
an alternate access point (e.g., a COLT or a COW).

FIG. 2 1llustrates an example access point 110 that may be
used by system 100 of FIG. 1. As described above 1n FIG.
1, access pomnt 110 represents any component used to
establish a connection to one or more other components of
a network (e.g., network 140 of FIG. 1). Access point 110 of
FI1G. 2 includes a base station 205, a controller 210, a router
270, and a power source 280. Access point 110 or portions
thereol may be associated with an entity, which may include
any entity, such as a business or company that provides
network (e.g., cellular) services. Access point 110 may be
implemented using any suitable combination of hardware,
firmware, and software. For example, one or more compo-
nents of access point 110 may be implemented using one or
more components of the computer system of FIG. 4. One or
more components ol access point 110 may be physically or
logically co-located with each other in whole or in part.

Base station 205 of access point 110 1s a fixed point of
communication that provides a connection (e.g., connection
122, 132, 150, and/or 160 of FIG. 1) between devices (e.g.,
device 120 and/or backhaul device 130 of FIG. 1) and a
network (e.g., backhaul network 145 of FI1G. 1). Base station
205 may include one or more receivers (e.g., a Global
Positioning System (GPS) receiver), one or more antennas
(e.g., a GPS antenna), one or more base station radios, one
or more controllers 210, one or more routers 270, one or
more power sources 280, and/or any other suitable compo-
nent for providing a network connection. Base station 2035
may be coupled to a network node of a network. For
example, base station 205 may be connected to a physical
network node of backhaul network 1435 of FIG. 1 via a
wireline connection (e.g., DSL, coaxial cable, fiber, copper,
and the like).

Controller 210 of access point 110 of 1s a component that
controls and/or monitors the operations of access point 110.
For example, controller 210 may control the operations of
one or more components of base station 205. Controller 210
may manage and/or direct the flow of data between two
components of a network (e.g., device 120 and a node of
backhaul network 145 of FIG. 1). Controller 210 may
include one or more hardware devices and/or one or more
soltware programs. In the illustrated embodiment of FIG. 2,
controller 210 of access point 110 includes an interface 220,
a memory 240, and a processor 260.

Interface 220 of controller 210 represents any suitable
computer element that can receive nformation from a
network (e.g., network 140 of FIG. 1), transmit information
through the network, perform suitable processing of the
information, communicate to other components (e.g., device
120 and backhaul device 130 of FIG. 1), or any combination
of the preceding. Interface 220 represents any port or
connection, real or virtual, including any suitable combina-
tion of hardware, firmware, and software, including protocol
conversion and data processing capabilities, to communicate
through a LAN, a WAN, or other communication system that
allows access point 110 to exchange information between 1ts
components and/or components of system 100 of FIG. 1.

Memory 240 of controller 210 stores, permanently and/or
temporarily, recerved and transmitted information, as well as
system software, control software, other software for con-
troller 210, and a variety of other information. Memory 240
may store information for execution by processor 260.
Memory 240 includes any one or a combination of volatile
or non-volatile local or remote devices suitable for storing
information. Memory 240 may include Random Access
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Memory (RAM), Read-only Memory (ROM), magnetic
storage devices, optical storage devices, or any other suit-
able information storage device or a combination of these
devices. Memory 240 may include any suitable information
for use in the operation of controller 210. Additionally,
memory 240 may be a component external to (or may be
partially external to) controller 210. Memory 240 may be
located at any location suitable for memory 240 to commu-
nicate with controller 210. Memory 240 may store a mal-
function detection engine 242, a seclection engine 244, a
connection engine 246, and an access engine 248.

Malfunction detection engine 242 of controller 210 1s an
application that determines whether a connection between
one or more components of system 100 of FIG. 1 1s not
functioning. Referring to FIG. 1, malfunction detection
engine 242 may determine that connection 122 between
device 120 and access point 110 1s disabled. For example,
malfunction detection engine 242 may determine that con-
nection 122 between device 120 and access point 110 1s
unable to receive backhaul from connection 150 between
access pomt 110 and backhaul network 145. As another
example, malfunction detection engine 242 may determine
that access point 110 1s physically damaged and/or has
insuilicient power to establish connection 122. As still
another example, malfunction detection engine 242 may
determine that connection 150 between access point 110 and
backhaul network 145 has physical damage 155.

Malfunction detection engine 242 may determine whether
a connection between one or more components of system
100 of FIG. 1 has been restored. For example, referring to
FIG. 1, malfunction engine 242 may determine that connec-
tion 122 between device 120 and access point 110 1s
operational, that physical damage to access point 110 has
been repaired, that damage to connection 150 between
access point 110 and backhaul network 145 has been
repaired, any combination of the preceding, and the like.
Malfunction detection engine 242 may determine that a
connection 1s not functioning and/or has been restored by
performing one or more diagnostic tests. Malfunction detec-
tion engine 242 may determine that a connection 1s not
functioning and/or has been restored based on information
received from a network administrator.

Selection engine 244 of controller 210 1s an application
that selects one or more backhaul devices (e.g., backhaul
device 130 of FIG. 1) to provide backhaul to access point
110. Sclection engine 244 may discover a plurality of
devices (e.g., smartphones) within the range of access point
110 that can provide backhaul to access point 110. Selection
engine 244 may then select one or more backhaul devices
from the plurality of backhaul devices to provide backhaul
to access point 110.

Selection engine 244 may select one or more backhaul
devices based on one or more factors. Selection engine 244
may select a backhaul device based on a determination that
the selected backhaul device has the highest signal strength
of the discovered backhaul devices. The signal strength may
be represented as a received signal strength indicator (RSSI),
which 1s a measurement of the power present in the recerved
signal. Selection engine 244 may select a backhaul device
based on a determination that the selected backhaul device
has one or more available channels required for the back-
haul. Selection engine 244 may select a backhaul device
based on a determination that the selected backhaul device
has available bandwidth capacity for the backhaul. Selection
engine 244 may select a backhaul device based on a deter-
mination that the selected backhaul device i1s authorized to
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dedicate one or more channels (e.g., RAN channels) to the
connection between the selected backhaul device and access
point 110.

In certain embodiments, selection engine 244 may select
multiple backhaul devices to provide backhaul to access
point 110 across multiple channels. For example, selection
engine 244 may select a first backhaul device to provide
backhaul to access point 110 across one or more first
channels, and selection engine 244 may select a second
backhaul device to simultaneously provide backhaul to
access point 110 across one or more second channels.
Selection engine 244 may determine a number of backhaul
devices required to provide backhaul to access point 110
based on available channels, signal strength, available band-
width, and the like.

Connection engine 246 of controller 210 1s an application
that establishes connections between access point 110 and
other network components. As an example, referring to FIG.
1, connection engine 246 may establish wireless, cellular
connection 132 between access point 110 and backhaul
device 130. Connection engine 246 may then control the
flow of data (e.g., information 126 of FIG. 1) from backhaul
device 130, through access point 110, and to device 120. As
another example, connection engine 246 may determine that
connection 150 between access point 110 and backhaul
network 145 has been restored and establish wireless, cel-
lular connection 122 between device 120 and access point
110 using backhaul received from backhaul network 145 via
connection 150. Connection engine 246 may then control
the flow of data from backhaul network 145 to access point
110 and from access point 110 to device 120. In the event
connection engine 246 determines that connection 150
between access point 110 and backhaul network 1435 has
been restored, connection engine 246 may terminate con-
nection 132 between backhaul device 130 and access point
110.

In certain embodiments, connection engine 246 may
determine that the aggregate bandwidth of multiple devices
120 of FIG. 1 exceeds the capacity of connection 150 of
and/or the provisioned bandwidth of backhaul network 145
to connection 150, which may result 1n lack of service to one
or more devices 120. As a result of this determination,
connection engine 246 may establish connections 132 and
160. The added bandwidth via connection 160, which 1s
constrained by the capacity of connection 132, may be added
to the overall capacity of access point 110 such that access
point 110 virtually pairs connections 150 and 160.

In certain embodiments, connection engine 246 may
determine that connection 150 between backhaul network
145 and access pomnt 110 of FIG. 1 has a planned event
window (e.g., a service repair) that may constrain or inter-
mittently cause connection 150 to become not functional.
Based on this determination, connection engine 246 may
replace connection 150 with connections 132 and 160 during
the determined event window to avoid any potential network
1ssues due to intermittent connectivity.

Access engine 248 of controller 210 1s an application that
determines whether one or more components of a network
are authorized to communicate with access point 110. For
example, access engine 248 may determine that device 120
and/or backhaul device 130 of FIG. 1 are authorized to
exchange information with access point 110. As another
example, access engine 248 may determine that one or more
backhaul devices are authorized to dedicate one or more
RAN channels to the second connection. Based on this
determination, access engine 248 may grant the one or more
backhaul devices access to access point 110. Access engine
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248 may determine whether a device 1s authorized to com-
municate with access point 110 based on a security level
associated with a requested connection. Access engine 248
may implement a handshake procedure between access point
110 and one or more backhaul devices prior to granting the
one or more backhaul devices authorization. Access engine
248 may revoke access to one or more connections of the
network. For example, access engine 248 may revoke access
of one or more backhaul devices to access point 110 1n the
event that access point 110 no longer requires backhaul from
the one or more backhaul devices.

Memory 240 of controller 210 may store database 250.
Database 250 may store certain types ol information for
system 100 of FIG. 1. For example, database 250 may store
information 126 of FIG. 1. As another example, database
250 may store one or more logs associated with the opera-
tions of controller 210. Database 250 may be any one or a
combination of volatile or non-volatile local or remote
devices suitable for storing mnformation. Database 250 may
include RAM, ROM, magnetic storage devices, optical
storage devices, or any other suitable information storage
device or a combination of these devices. Database 250 may
be a component external to (or may be partially external to)
controller 210. Database 250 may be located at any location
suitable for database 250 to communicate with controller
210.

Processor 260 of controller 210 controls certain opera-
tions of controller 210 by processing information received
from 1interface 220 and memory 240 or otherwise accessed
by processor 260. Processor 260 communicatively couples
to interface 220 and memory 240. Processor 260 may
include any hardware and/or software that operates to con-
trol and process information. Processor 260 may be a
programmable logic device, a microcontroller, a micropro-
cessor, any suitable processing device, or any suitable com-
bination of the preceding. Additionally, processor 260 may
be a component external to mobility controller 210. Proces-
sor 260 may be located 1n any location suitable for processor
260 to communicate with controller 210. Processor 260 of
controller 210 controls the operations of malfunction detec-
tion engine 242, selection engine 244, connection engine
246, and access engine 248.

Router 270 of access point 110 1s a hardware device that
forwards data between components of a network (e.g.,
network 140 of FIG. 1). Router 270 may be a wired or a
wireless router. Router 270 may utilize one or more con-
nections established by connection engine 246 to reverse a
hotspot and provide service to other devices connected to
access point 110. For example, referring to FIG. 1, router
270 may reverse connection 132 between backhaul device
130 and access point 110 to provide backhaul service to
device 120.

Router 270 may reverse connection 132 by establishing
connection 132 between access point 110 and 130 such that
connection 132 1s granted direct access to access point 110
similar to connection 150 of FIG. 1. Access point 110 may
then utilize connection 160 via backhaul device 130 and
connection 132 as an alternate backhaul provider. Connec-
tion 132 may pierce the layered protections that prevent a
normal device (e.g., device 120) from utilizing connection
122 to gain similar access. In the 1llustrated embodiment of
FIG. 1, backhaul device 130 1s explicitly connected to an
alternate backhaul path via connection 160, whereas device
120 1s reliant on access point 110 for access.

Power source 280 of access point 110 1s a hardware device
that provides power to one or more components of access
point 110. Power source 280 may include one or more
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components that connect access pomnt 110 to an electrical
orid. Power source 280 may include one or more batteries,
generators, solar panels, and the like.

Although FIG. 2 illustrates a particular arrangement of
access point 110, base station 205, controller 210, interface
220, memory 240, malfunction detection engine 242, selec-
tion engine 244, connection engine 246, access engine 248,
database 250, processor 260, router 270, and power source
280, this disclosure contemplates any suitable arrangement
of access point 110, base station 205, controller 210, inter-
face 220, memory 240, malfunction detection engine 242,
selection engine 244, connection engine 246, access engine
248, database 250, processor 260, routers 270, and power
source 280.

Although FIG. 2 illustrates a particular number of access
points 110, base stations 205, controllers 210, interfaces 220,
memories 240, malfunction detection engines 242, selection
engines 244, connection engines 246, access engines 248,
databases 250, processors 260, routers 270, and power
sources 280, this disclosure contemplates any suitable num-
ber of access points 110, base stations 205, controllers 210,
interfaces 220, memories 240, malfunction detection
engines 242, selection engines 244, connection engines 246,
access engines 248, databases 2350, processors 260, routers
270, and power sources 280. One or more components of
access point 110 may be implemented using one or more
components of the computer system of FIG. 4.

FIG. 3 shows an example method for establishing a
network connection. Method 300 begins at step 305. At step
310, an access point (e.g., access pomnt 110 of FIG. 1)
determines that a first connection (e.g., connection 122 of
FIG. 1) between a first device (e.g., device 120 of FIG. 1)
and the access poimnt 1s not functioning due to a non-
functional connection (e.g., connection 150 of FIG. 1)
between the access point and a backhaul network (e.g.,
backhaul network 145 of FIG. 1). The access point (e.g., a
base station) may determine that the {first connection
between the first device (e.g., a smartphone) and the access
point 1s disabled. As another example, the access point may
determine that the access point 1s physically damaged and/or
has insuflicient power to establish the first connection. As
still another example, the access point may determine that a
physical connection between the access point and a wide
area network (e.g., backhaul network 145 of FIG. 1) 1s
damaged.

At step 315, the access point discovers a second device
(e.g., backhaul device 130 of FIG. 1) that can provide
backhaul to the access point. The second device may be a
smartphone located within the range of the access point. At
step 320, the access point determines whether the second
device 1s authorized to dedicate one or more RAN channels
to the second connection. If the access point determines that
the second device 1s not authorized to dedicate one or more
RAN channels to the second connection, method 300 moves
from step 320 to step 360, where method 300 ends. If the
access point determines that the second device 1s authorized
to dedicate one or more RAN channels to the second
connection, method 300 advances from step 320 to step 325.

At step 325, the access point selects the second device to
provide backhaul to the access point. The access point may
select the second device from a plurality of devices that can
provide the backhaul to the access point based on a signal
strength of the second device, the second device’s availabil-
ity of channels, an available bandwidth capacity of the
second device, and/or any other suitable critena.

At step 330, the access point establishes a second con-
nection (e.g., connection 132 of FIG. 1) between the second
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device and the access point. The second connection may a
wireless, cellular connection. Establishing the connection
between the second device and the access point enables the
second device to provide backhaul to the access point. For
example, referring to FIG. 1, the second device may be
backhaul device 130, which receives backhaul from back-
haul network 145 via connection 160 between backhaul
device 130 and backhaul network 145. Backhaul device 130
then provides backhaul to access point 110 via connection
132.

At step 335, the access point receives mformation (e.g.,
data packets) from the second device via the second con-
nection. The second device may receive the information
from a wide area network (e.g., backhaul network 145 of
FIG. 1) using at least one of the following sources: a satellite
dish, a VDSL, a fiber source, a microwave source, a base
station, and the like. At step 340, the access point commu-
nicates the information received from the second device via
the second connection to the first device.

At step 345, the access point determines whether the
non-functional connection between the access point and the
backhaul network has been restored. For example, referring,
to FIG. 1, access point 110 may determine that non-func-
tional connection 150 between access point 110 and back-
haul network 145 has been restored 11 access point 110 1s
able to receirve backhaul from backhaul network 1435 via
connection 150 between access point 110 and backhaul
network 145.

If the access point determines that the non-functional
connection between the access pomnt and the backhaul
network has been restored, method 300 advances to step
360, where method 300 ends. If the access point determines
that the non-functional connection between the access point
and the backhaul network has been restored, method 300
advances from step 343 to step 350, where the access point
terminates the second connection. Method 300 then
advances from step 350 to step 360, where method 300 ends.

Modifications, additions, or omissions may be made to
method 300 depicted in FIG. 3. Method 300 may include
more, fewer, or other steps. For example, method 300 may
include discovering a plurality of second devices operable to
provide backhaul to the access point at step 3135, selecting
the plurality of second devices at step 323, and establishing
a plurality of second connections between each of the
plurality of second devices and the access point at step 330.
As another example, referring to FIG. 1, method 300 may
add a step of establishing (e.g., automatically establishing)

a connection between device 120 and access point 110 such
that device 120 receives backhaul via connection 150 1n the
event non-functional connection 150 has been restored.
Steps may be performed 1n parallel or 1n any suitable order.
While discussed as specific components completing the
steps of method 300, any suitable component may perform
any step of method 300.

FIG. 4 shows an example computer system that may be
used by the systems and methods described herein. For
example, access point 110, device 120, backhaul device 130,
network 140, and/or backhaul network 145 of FIG. 1 may
include one or more interface(s) 410, processing circuitry
420, memory(ies) 430, and/or other suitable element(s).
Interface 410 (e.g., interface 220 of FIG. 2) receives nput,
sends output, processes the mput and/or output, and/or
performs other suitable operation. Interface 410 may com-
prise hardware and/or software.

Processing circuitry 420 (e.g., processor 260 of FIG. 2)
performs or manages the operations of the component.
Processing circuitry 420 may include hardware and/or sofit-
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ware. Examples of a processing circuitry include one or
more computers, one or more miCroprocessors, one or more
applications, etc. In certain embodiments, processing cir-
cuitry 420 executes logic (e.g., mstructions) to perform
actions (e.g., operations), such as generating output from
input. The logic executed by processing circuitry 420 may
be encoded 1n one or more tangible, non-transitory computer
readable media (such as memory 430). For example, the
logic may comprise a computer program, software, com-
puter executable instructions, and/or mstructions capable of
being executed by a computer. In particular embodiments,
the operations of the embodiments may be performed by one
or more computer readable media storing, embodied with,
and/or encoded with a computer program and/or having a
stored and/or an encoded computer program.

Memory 430 (or memory unit) stores information.
Memory 430 (e.g., memory 240 of FIG. 2) may comprise
one or more non-transitory, tangible, computer-readable,
and/or computer-executable storage media. Examples of
memory 430 include computer memory (for example, RAM
or ROM), mass storage media (for example, a hard disk),
removable storage media (for example, a Compact Disk
(CD) or a Digital Video Disk (DVD)), database and/or
network storage (for example, a server), and/or other com-
puter-readable medium.

Herein, a computer-readable non-transitory storage
medium or media may include one or more semiconductor-
based or other integrated circuits (ICs) (such as field-
programmable gate arrays (FPGAs) or application-specific
ICs (ASICs)), hard disk drives (HDDs), hybrid hard drives
(HHDs), optical discs, optical disc drives (ODDs), magneto-
optical discs, magneto-optical drives, floppy diskettes,
floppy disk drives (FDDs), magnetic tapes, solid-state drives
(SSDs), RAM-drives, SECURE DIGITAL cards or drives,
any other suitable computer-readable non-transitory storage
media, or any suitable combination of two or more of these,
where appropriate. A computer-readable non-transitory stor-
age medium may be volatile, non-volatile, or a combination
of volatile and non-volatile, where appropriate.

Herein, “or” 1s inclusive and not exclusive, unless
expressly indicated otherwise or indicated otherwise by
context. Therefore, herein, “A or B” means “A, B, or both,”
unless expressly indicated otherwise or indicated otherwise
by context. Moreover, “and” 1s both joint and several, unless
expressly indicated otherwise or indicated otherwise by
context. Theretfore, herein, “A and B” means “A and B,
jointly or severally,” unless expressly indicated otherwise or
indicated otherwise by context.

The scope of this disclosure encompasses all changes,
substitutions, variations, alterations, and modifications to the
example embodiments described or 1llustrated herein that a
person having ordinary skill in the art would comprehend.
The scope of this disclosure 1s not limited to the example
embodiments described or 1illustrated herein. Moreover,
although this disclosure describes and 1llustrates respective
embodiments herein as including particular components,
clements, feature, functions, operations, or steps, any of
these embodiments may include any combination or permu-
tation ol any of the components, elements, features, func-
tions, operations, or steps described or 1llustrated anywhere
herein that a person having ordinary skill in the art would
comprehend. Furthermore, reference 1n the appended claims
to an apparatus or system or a component of an apparatus or
system being adapted to, arranged to, capable of, configured
to, enabled to, operable to, or operative to perform a
particular function encompasses that apparatus, system,
component, whether or not it or that particular function 1s
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activated, turned on, or unlocked, as long as that apparatus,
system, or component 1s so adapted, arranged, capable,
configured, enabled, operable, or operative. Additionally,
although this disclosure describes or illustrates particular
embodiments as providing particular advantages, particular
embodiments may provide none, some, or all of these
advantages.

What 1s claimed 1s:

1. A method, comprising:

determining, by an access point, that a first connection
between a first device and the access point 1s not
functional, wherein a non-functional connection
between the first device and a backhaul network causes

the first connection between the first device and the
access point to become not functional;
identifying, by the access point, a plurality of devices
adapted to provide backhaul to the access point;

selecting, by the access point, a second device from the
plurality of devices, wherein the second device has a
highest signal strength of the plurality of devices;

establishing, by the access point, a second connection
between the second device and the access point;

receiving, by the access point, mmformation from the
second device via the second connection, wherein the
second connection 1s a wireless connection via a dedi-
cated channel of a radio access network of the second
connection, wherein the dedicated channel will not be
released while providing service via the second con-
nection; and

communicating, by the access point, the mformation to

the first device.

2. The method of claim 1, further comprising;:

determining, by the access point, that the second device 1s

authorized to dedicate one or more radio access net-
work (RAN) channels comprising the dedicated chan-
nel to the second connection;

granting, by the access point, the second device access to

the access point 1n response to determiming that the
second device 1s authorized to dedicate the one or more
RAN channels comprising the dedicated channel to the
second connection;

determining, by the access point, that the non-functional

connection between the first device and the backhaul
network has been restored; and

terminating, by the access point, the second connection 1n

response to determining that the non-functional con-
nection between the first device and the backhaul
network has been restored.

3. The method of claim 1, wherein determining, by the
access point, that the first connection between the {first
device and the access point 1s not functional comprises at
least one of the following:

determining that the first connection between the first

device and the access point 1s disabled;

determining that the access point 1s physically damaged;

determining that the access point has insufficient power to

establish the first connection; and

determining that a physical connection between the access

point and the backhaul network 1s damaged.

4. The method of claim 1, wherein the second device
receives the information from a wide area network using at
least one of the following sources:

a satellite dish;

a very-high-bit-rate digital subscriber line (VDSL);

a fiber source;

a microwave source; and

a base station.
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5. The method of claim 1, wherein:

the second connection 1s a cellular connection;

the backhaul network 1s a cellular service backhaul net-

work;

the first device 1s a smartphone;

the second device 1s a smartphone; and

the access point 1s a cellular base station.

6. The method of claim 1, wherein the access point and the
second device are located more than one mile apart while the
access point receirves the information from the second
device.

7. The method of claim 1, wherein selecting the second
device 1s based on at least one of the following:

a signal strength;

available channels; and

available bandwidth capacity.

8. A system comprising one or more processors and a
memory storing instructions that, when executed by the one
Or more processors, cause the one or more processors to
perform operations comprising:

determining, by an access point, that a first connection
between a first device and the access point has 1s not
functional, wherein a non-functional connection
between the first device and a backhaul network causes

the first connection between the first device and the
access point to become not functional;

identifying, by the access point, a plurality of devices to

provide backhaul to the access point;
selecting, by the access point, a second device from the
plurality of devices, wherein the second device has a
highest signal strength of the plurality of devices;

establishing, by the access point, a second connection
between the second device and the access point;

recerving, by the access point, mnformation from the
second device via the second connection, wherein the
second connection 1s a wireless connection via a dedi-
cated channel of a radio access network of the second
connection, wherein the dedicated channel will not be
released while providing service via the second con-
nection; and

communicating, by the access point, the mformation to

the first device.

9. The system of claim 8, the operations further compris-
ng:

determining, by the access point, that the second device 1s

authorized to dedicate one or more RAN channels
comprising the dedicated channel to the second con-
nection;

granting, by the access point, the second device access to

the access point 1n response to determining that the
second device 1s authorized to dedicate the one or more
RAN channels comprising the dedicated channel to the
second connection;

determiming, by the access point, that the non-functional

connection between the first device and the backhaul
network has been restored; and

terminating, by the access point, the second connection 1n

response to determining that the non-functional con-
nection between the first device and the backhaul
network has been restored.

10. The system of claim 8, wherein determining, by the
access point, that the first connection between the first
device and the access point 1s not functional comprises at
least one of the following:

determining that the first connection between the first

device and the access point 1s disabled;
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determining that the access point 1s physically damaged;

determining that the access point has insufficient power to

establish the first connection; and

determining that a physical connection between the access

point and the backhaul network 1s damaged.

11. The system of claim 8, wherein the second device
receives the information from a wide area network using at
least one of the following sources:

a satellite dish;

a VDSL;

a fiber source;

a microwave source; and

a base station.

12. The system of claim 8, wherein:
the first device 1s a smartphone;
the second device 1s a smartphone; and
the access point 1s a base station.

13. The system of claim 8, wherein the access point and
the second device are located more than one mile apart while
the access point receives the iformation from the second
device.

14. The system of claim 8, wherein selecting the second
device 1s based on at least one of the following:

a signal strength;

availlable channels; and

available bandwidth capacity.

15. One or more computer-readable non-transitory stor-
age media embodying instructions that, when executed by a
processor, cause the processor to perform operations com-
prising:

determining, by an access point, that a first connection
between a first device and the access point 1s not
functional, wherein a non-functional connection
between the first device and a backhaul network causes

the first connection between the first device and the

access point to become not functional;

identifying, by the access point, a plurality of devices to
provide backhaul to the access point;

selecting, by the access point, a second device from the
plurality of devices, wherein the second device has a
highest signal strength of the plurality of devices;
establishing, by the access point, a second connection
between the second device and the access point;

receiving, by the access point, information from the
second device via the second connection, wherein the
second connection 1s a wireless connection via a dedi-
cated channel of a radio access network of the second
connection, wherein the dedicated channel will not be
released while providing service via the second con-
nection; and

communicating, by the access point, the mformation to
the first device.

10

15

20

25

30

35

40

45

50

18

16. The one or more computer-readable non-transitory
storage media of claim 13, the operations further compris-
ng:

determiming, by the access point, that the second device 1s

authorized to dedicate one or more RAN channels
comprising the dedicated channel to the second con-

nection;

granting, by the access point, the second device access to
the access point 1n response to determining that the
second device 1s authorized to dedicate the one or more
RAN channels comprising the dedicated channel to the
second connection;

determining, by the access point, that the non-functional

connection between the first device and the backhaul
network has been restored; and

terminating, by the access point, the second connection 1n

response to determining that the non-tunctional con-
nection between the first device and the backhaul
network has been restored.

17. The one or more computer-readable non-transitory
storage media of claim 135, wheremn determining, by the
access point, that the first connection between the first
device and the access point 1s not functional comprises at
least one of the following:

determining that the first connection between the first

device and the access point 1s disabled;

determining that the access point 1s physically damaged;

determiming that the access point has insuflicient power to

establish the first connection; and

determiming that a physical connection between the access

point and the backhaul network 1s damaged.

18. The one or more computer-readable non-transitory
storage media of claim 15, wherein the second device
receives the information from a wide area network using at
least one of the following sources:

a satellite dish;

a VDSL;

a fiber source;

a microwave source; and

a base station.

19. The one or more computer-readable non-transitory
storage media of claim 15, wherein:

the first device 1s a smartphone;

the second device 1s a smartphone; and

the access point 1s a base station.

20. The one or more computer-readable non-transitory
storage media of claim 15, wherein the access point and the
second device are located more than one mile apart while the
access point receirves the information from the second
device.
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