12 United States Patent

Kanunikov et al.

US011020854B2

US 11,020,854 B2
Jun. 1, 2021

(10) Patent No.:
45) Date of Patent:

(54) ROBOTIC SYSTEM WITH WALL-BASED
PACKING MECHANISM AND METHODS OF
OPERATING SAME

(71) Applicant: MUJIN, Inc., Tokyo (IP)

(72) Inventors: Denys Kanunikov, Tokyo (JP); Rosen
Nikolaev Diankov, Tokyo (JP)

(73) Assignee: MUJIN, Inc., Tokyo (JP)

(*) Notice: Subject to any disclaimer, the term of this

patent 1s extended or adjusted under 35
U.S.C. 154(b) by 0 days.

(21) Appl. No.: 16/905,837
(22) Filed: Jun. 18, 2020

(65) Prior Publication Data
US 2021/0129333 Al May 6, 2021

Related U.S. Application Data
(60) Provisional application No. 62/931,161, filed on Nov.

5, 2019.
(51) Int. CL

GOGF 7/00 (2006.01)

B25J 9/16 (2006.01)

B65G 61/00 (2006.01)

GO6T 7/70 (2017.01)

GO5B 19/4155 (2006.01)

GO6T 7/00 (2017.01)
(52) U.S. CL

CPC .......... B25J 9/1671 (2013.01); B25J 9/1666

(2013.01); B25J 9/1697 (2013.01); B65G
61/00 (2013.01); GOSB 19/4155 (2013.01);
GO6T 7/0004 (2013.01); GO6T 7/70 (2017.01):
B65G 2203/041 (2013.01); GOSB 2219/39101
(2013.01)

160

(38) Field of Classification Search
CPC ... B251 9/1671; B235]J 9/1666; B23J 9/1697;
GO6T 7/0004; GO6T 7/70; B63G 61/00;

B65G 2203/041; GOSB 19/4155; GO3B
2219/39101

See application file for complete search history.

(36) References Cited
U.S. PATENT DOCUMENTS

2017/0043953 Al* 2/2017 Battles ................. G06Q 10/087
2020/0398441 Al* 12/2020 Marchese .............. B25J 9/1697

FOREIGN PATENT DOCUMENTS

JP 2003335417 A 11/2003
JP 2004307111 A 11/2004
JP 201839614 A 7/2018

OTHER PUBLICATTONS

Decision to Grant dated Aug. 28, 2020 for Japanese patent appli-

cation No. 2020-130375, original and translation, 6 pages.

U.S. Appl. No. 17/003,774, filed Aug. 26, 2020, First Inventor:
Denys Kanunikov, 121 pages.

* cited by examiner

Primary Examiner — Yolanda R Cumbess
(74) Attorney, Agent, or Firm — Perkins Coie LLP

(57) ABSTRACT

A system and method for operating a robotic system to place
objects into containers that have support walls 1s disclosed.
The robotic system may derive a packing plan for stacking
objects on top of each other. The robotic system may derive

placement locations for one or more objects overhanging
one or more support objects below. The derived placement
locations may be based on utilizing one or more of the
support walls to secure the placed object.

20 Claims, 15 Drawing Sheets

34 310

- -
[ [l
302
112
J 304




U.S. Patent Jun. 1, 2021 Sheet 1 of 15 US 11,020,854 B2

108

100
04
S
ﬂ-‘iit
1

ﬁi
FIG. 1

102




U.S. Patent Jun. 1, 2021 Sheet 2 of 15 US 11,020,854 B2

100

PROCESSOR _202
INSTRUCTIONS

ACTUATION DEVICE
INSTRUCTIONS

MASTER DATA 252

REGISTRATION
DATA 254

TRANSPORT MOTOR
214

COMM DEVICE _206

/0O DEVICE 208
DISPLAY 21

SENSOR 216

IMG DEVICE 22

2
POSITION SNSR 224

FIG. 2



U.S. Patent Jun. 1, 2021 Sheet 3 of 15 US 11,020,854 B2

310

314
112
-L



U.S. Patent

412

41 0\

430

410\

430

414

414

?

Tolelaleloteleto et tatuted

414

R R R AR RR,

Jun. 1, 2021

-

e o

"

S

",

"

S W S

'I'_'_i:‘r

<]
o
NN

Jx

N

LI S e |

L L L et

412

»

»

S
<
A

FIG. 44

Sheet 4 of 15

426

420

_;" 426
N o

US 11,020,854 B2

L & F u L ] * i u ] T L u L a * L L

G
422

0
430

FIG. 4D

R R

Jx

—

424

424
422

SRaleteleleteletelette et le et het 2y

¥

%
}%
o

i |
i»
% A

o
o
%
tﬁ
%

K
i
2
<2

FIG. 4C

e

s

o

e

»

S



U.S. Patent

Jun. 1, 2021 Sheet 5 of 15 US 11,020,854 B2

302 502

\
-

522
l 514 539

st { Y\
A T AR, Y . Y . ¥ S
A T A, T S Y A ¥ A

FIG. 5A
502
/—%
305 N -|'
N

524 —_—>

534

112

FIG. 5C



US 11,020,854 B2

Sheet 6 of 15

Jun. 1, 2021

U.S. Patent

F* k% a

608

606
602

LA N B O B B

LB BE N B B ]

LB N

LB R BRI B B N

L RN B I L B I B I O R B I L R B ]

L
L]
ir
k]
*
| 3
L ]
*
-
E
L
L3
L J
A
=
*
-
E.J
ir
L
F's
4
v
*
&
L ]
F
L]
s
L
*

L . E ] S AR A
L}
|
r
n
L]
L}
L]

LA L BB B N I I N B L B I I B B B NN S B B R L BRI N RN L BN R I BB AL B R IR B AL R B R I BB NN
LA R L B B A I N BE R B RE I BN B N S B B I N O B R N B BRI I B BRI AL R B RN B B
ol o ko ko B Rk R R AR R R R e R R EY R R ER R AR E Y R

603
-
o

-
-
Itt
[ ]
-
It+
u
-
|ti

LA I B RN B O I N RE N B B BN N N RN BN B O R IR R N B BRI N B BRI B LB B R B B

|
|t¥

o kA R R Rk R R R kR R PR R EY PR GRS EY RN AR EY R E

l:lt
-

600
606

LRI B N I

LI B BB B B L ] LI BB B N B IR O B

ERLE B B B B B N

HE>ESA FEEFFFPEARAIEFESEA BT RFIAINHENA T
TS >*»ET I EFPEFEARETERFFFRSEDA FLESIAREADd T

HF>»Fd X F>XEE BN FSRFd B S PEISFES EEIESFFESPRFTBEAESFEDES BAESES FAFA RS EAdA BFAEAEEEEFAdBRAED
s bd N LS XA A R FPER SRS BT R EARS NP NPT FPEA FA RN ERFPEA FAET T EDA AR

ltt
-
a

LA R L B NE O I N BE N B IE I BN B N B B I B O BE I BRI BE I BN B BB A B B RN R B

LN

"

e

LRI
4

¥
o

610

]
i
'
E]
&
L ]
|

L] iy + L] =+ L] 4
* ] * L] * ' *
- ] ¥ » a L] ¥

-
M
-
-
-
-

: .
;

S .es

ES Esd BFA &S EAdA B 32 FFFAd A SSFAd BRSSP

A FErFiFEYE3FL>FE B3I FEABREESELESFAdIdEsESFAdBR

e SN

e ESA Y KR P Y R FA PR K ERFE R R E R P EPER SRS B FREAFASRAEPEA AR A TR A S

-

4% E% Fd A FEv ENd Id S FEFFo FddFEdEAd BAASFEAd BB ETAEFFYd BFASAETEFFABRAES

*+>*»E>F1 812

o

ol

A B A NS A FAFAERANAYL S A ERANALFLFEA

L
L ]
F
#*
-
*
-
-
L
L ]
=
#*
»
+*
]
L ]
L ]
E
»
*
-
[ ]
L
L ]
L ]
E ]
»
*
-
=
r
L ]
+
L ]
=
*
-
-
*
L ]
4
+*
=
*
L
&+
*
L ]
Y
+*
L
+*
]
&+
»
L ]
L]
+*
L
+*
]
&+
-

A1 AL HEAd BEEESFTI SN B EFETAENENAdEBEAdFESEABRAEFESEALETEFAad A4 RN ddadieALlERral
A1 FEA SRS EFA EFEEdSFEFEHA B ESFE SN BRSPS MA S WSS SRS AR Edd NS AL
LI BE BN BN AR RN B BN B BE L B BRI B BN I R IR A BN L BN R BE I B RN BN A O B B CBECRE B N NE B R RN N N NC B BN AR R I

LI B B B N I B B R BT I B B BB BTN L RN B LT B R BRI B A BRI R R B T
'IiIi'i'IIiIi'iiIII"ii'l‘ll’.il‘
L B O B B BN L B B O B I N I BN B R B B N B BN BRI BRI B B BN R B B R E T R I B

L N
L B
L B
L B
L B
L B
Lk B

-
¥
-
)
»
€

........,............,.........................,“.........p.,............,.........i.“,.............“..“..“4.“..“...“..

R TR 5ud-..-.iu- "

uutl'nlirui1

L |

~

ti#il.#li-ﬂl’-ﬂ II#'EHI] Fdk

l‘i-l:-l-i-ﬂl:a
L ]
"
]
-
L |

=-Ill-l-llill=-l I-Ii-lii=i'l-i.ﬂ-til=-ll.itllili=-I.Hi'-l‘Il-i=-l'Hiill#:tltil.-‘aiiiii.i

lli-llitilE-llEiiiﬁ#:ilibiit:iiiiii

L]
a

Iililitllililﬂt'tililﬂt

:ihli-ﬁ-ﬂi:i#tihii

-‘Elili‘iﬂl:
-
| |
-
a
L]

-
L
&
&
-

L r |
4
a1
n
L
.
&
&

T
4
L
F ]
L
#
E ]
|

T
4
L
L]
L
o
E ]
L |

T
F]
-
»
L ]
L]
&
L

L ;|
»
L
A
+
A
&
-

H

ook B bod Ao R B b o ol b koo e b ko o M od b d W

-

=
'Ilill'ib'

-

L B N BN

W Wa

[ BN O BN N B

[ 3 B 3¢ BN N N

-
iiiliiii:li*iiii

-
=-i.i--liilii

b |
2
-
2
E
L ]
L
L= |
b
2
K}
#*
E ]
+&
4
L} |
+
h
E ]
k]
£l
&
4
e
n
h
£l
*
-
+
-
L5 |
b
h
E |
L ]
L
L ]
»
L5 |
A
2
A
E ]
L
L]
k]
L5 |

Eiiiiii#‘

-
iﬂiiii#:-ﬁiihii

WA

L
[
L
-
ip-ﬂliﬂi:-ﬂﬂllii
L]
L]
L4
L ]
L]
L ]

[ 3 B B N I

Mo Ed RN

-
u Euii i!i!!! Hiiﬂi:ﬁ!illi&liiilﬂil#%iﬁ‘lkiidliiiEllliiiilliiiii:hli!dﬁiiiiiqlitiiiliit=lthll1llt

TR RN E R RN RN

———ee e

-~
i
»

622 <

kW kYN

N WM K

F)
ibli!iiiiili’iiii’il.!it:titﬁtitiiﬂtﬁ!iiii’ﬂ-iihﬂiitﬂi‘ii--l-ii-tﬂ‘ﬂ‘iiliititﬂi.-‘itiiﬂiﬁt

]
Fe ey wauay

‘lﬂl'l‘iiiﬂi!i
[ ]
]
[ ]
L
L]
L]

IItI'H!HI‘iJ
pluilnnipuid

[P L T

L0 B

s dma

-

r-iuiﬁriunipi-ri

Mt-mumu

¥

L
L !

634 < g
I

FIG. 6



/22
712

N

] ]
L] ] L. n - L [ .-._.._ o F] rr n - 'r P PO o F] rr ", 'r " AT - 1 i i
T L -u.-..- A S W R I .,..l._._- Tr r ..q-_.-\ iy S M T wat r r T e e “uat e r r *-
r L ] - L. 4 -, - L -4 TE F L . - -4 TEd F " Fl
' \L.ﬂ -L ﬁ... - 4 . . . .-.__ > .I.- - ....-A-__. ....llL_. J_..-. - g - ) ..._l W o . 1.._-._ .-.__ .I.- - ....- A._-.L ....ll.-_. J_..-. - g - _.-.-. ..._l L 'l - l..‘ n... !l-“.._... ._._..- L..-. L.... '
Fm - : ; ' . . pt ] ’ S " ..\1__ p ; . v pt ‘ ’ Y Fry o - ._ . -
" F - ._-L e, T .1_.__ _1.- " .ll._.L._._ ..1- .__‘.. .-J_. -..1- 1-.11 4 .._1-. Ln =r = 1! - 1.; _1.l ! .ll._.h.-._ ..-I .-_‘_. .-J_. ?11 1111 4 n1-. -+ -ﬁ.ﬁ._. N !."._.I ll .F-. “r -..1111 [
r r s, - a- " = iy L " [} ] r T " " iy L " o gr r LI . [] [] r
- oo L . L -...-... . . LI AL . . L ., r e ” e L | e
1 at 15 r 1" A - 1 uL.-._.- rad L. r 1 s k 2 [ 1 1 L - 2 . 4 'y ] iy
oo r r o i e o, o i o r ]
. | ad - F ] - uow . . a4 LIFpe - ] - *+ uow . . a4 ] - - 'r L
o - K 3 iy - e L.J_. - -1 3 = - - e - - iy iy . Tl T ol

US 11,020,854 B2

L B B LI N LI B B LB BB LI B B B LB B I LI BE N B B LB BB B L BE N B B LB BB B LR BB B L L B * B0 kAN LU N LB B BB )

LB LI B B B B LI I BB LB N BB LI B B B LB B B
E

.

L B R B RN B B N B N B NI SRR B I

L BB N B BN B B N B N B RIS R BB

L BB B BN B N B B B RN SRR B I

L BN B BN B B B RIS B B I

L BB B RN B N B N B BN SRR B I

L BB B RN B N B B B NI SRR B I
S

]
=
-
*
&
]
-
]
-
=
-
-
x®
L )
*
]
]
-
-
-
&
»
*

L BB B RN B N B N B BN SRR B I
L B RN B BN B B BRI S R B I
L BB B RN B N B N B BN SRR B I
L BN B RN B B BRI B B B
o kb rF m kb ok Fd RNk
L BN B RN B B BRI B B B
o kb rF m kb ok Fd RNk
L BB B BN B N B B B RN SRR B I
L BB B BN B N B B B RN SRR B I

L B RN BRI R BB B BRI I
L B R BRI R B BRI I

L
*
-
*
*
L
*
-
E ]
*
L ]
-
*
L L
* *
N R R R N O N N e N T O Y O O T N O N O T O I T R T R E R TR R N T N E R R R R R R R R L T
L L
+ *
L ] -
- &
+* *
- -
+ *
o ol == S s < = A A : - S - PR o -l ST = - - -;-.-_.....,-....-I_I_I‘ -
“ “ “ “ 5&?&&%1\. ..._-.....__.._._.___.._.uﬂ..-_._..-._.u...-._nu\lnh. .._-.._._lh__. 3 .._“1}\_.‘“.\\.1._.\15..“.-11;{.1{.&.\\hhﬂ.hkﬁ}\.ﬂw.\-.._.i“}\uﬁ-ﬁ “ “ “ T .._..u..-.mL N h.ﬁ.hu,!..... - “
- - - - ﬁ1 ...“..,“ ......“ -”.“.--.. A v _‘_._._._.1--," 1”.“.........“..».#1. 1t|,.....\.... ._‘W.....-_.......-.“ ....-.f" _..1. “_r._.”-‘.h.-..-“.r P ...“ - - - .--......u.-. ..‘”_F ...a....:..hv .-_” ..”.. . -
S - - - - ﬂ R e Ol A .._.“__.._...__.__..L.‘.m ik e el ¥ 1..“huw.q“h\w;..._ﬁ\k“miﬂh.ﬁh&ih\j.m‘-j.w‘ﬂ\&..u.\u_....._____v\ _.m.— - - - P -
. . . . .__“. l“ q“ .1“.1..-._ LR LN & .".-_l“. 1“_ #. e i PR LN ._" q“._1“. LI B _L“- = . = LI | g 1 F o . ] T o r =
‘g . - . : . : - - -t : i ety R . . . e RIS L
y— : : : : A AL IO Sl O d AT ok Sk S Mg A A Ao Tk e e A : : : R SIS A :
._...,-4..-#.....,-....-#....+l..__.-ﬁ_...__+_-.._1-#__._._+_-.____,-.—..ﬂ._..-."___..q.......,._........__._...._.__......_____......_“......"......t._....____.,...__... iu.....ﬂ.-..ﬁ..nﬁﬁ......... T R R n.....___“__-._...ﬁ”—‘_.__..__-.__._.:__...__t_._.._._-*__..__i_._.__, EE R R R ] X AR R I e Y L X I X (X |
- . . " . _w.“fn..“Iamw.m..ﬁ.mx&amﬂnwﬂ;wﬁhuxiﬁk# ...m....._...,___Hqu.wﬂ.wﬁdaxﬂﬂwkﬁwxﬁﬁﬂawﬂ.wﬂ._ . . . -,..,n_..........ﬁ.. SR A A .
- - - - LR ..l-.. ..l " . .lI‘ .._1.1‘ -_1 E.__l1 1l-. .-HI .lu. i.k -k.. - h.!.-‘..!1.1..l1 L .ll.- h-._..k .ll- .lIﬁ. i!. hl.mh!. F - - - ..-1 hI l.1 ‘1 .._ll ll. h-' hiu th LI. -
0 v v v v u»__“_.J..._“nﬂi_._n....".-.....n.._...n.._...wnﬁuu%u.uau A i uu.:.u..___;u.“..nu_____"..n...._.“n .___._J....u____r._..u__.ﬂ__:u.,\uu..‘.uﬂuu 1 v v s R T v
- = - = A N N R L N A SRR e R A O R S N S B = - * SR T N AL P =
g A4 . L A 4 ) - T T L S . L r . . . . . .
8 ” ” H ” *—A“.ﬁiliﬂﬁn\ﬁuﬁﬂq\“im\htﬁ\huﬂ\ﬁ.ﬁt—ﬁﬁh.ﬁ.\xﬁ-\t\.ﬁm\rxﬂ“_— .__..“_-.....__...m_-.....__..l“_w ...__r.“.‘-.___.w._t.‘“.__.. .-_“.‘..u\t_-__r_‘r-....\._-‘-___..-..._..__..- .-n.__.m‘.t...__rl__.-..__...__r ._.“ ” H H L, ....1” B Hl. P ”
I I LI L R L T R L I R L I R L I Y T e I T A I B L T P R e T I R R I X X I | ERETERENSRNE] LEPYETH RN YR EESE I IEN PR B (N |
™~ - BE : : : O O B N R W S MW TR o : : : S L :
' .oaF . pd g [ | | I | » F1 r Fx [ ] 1 1 a = f. r B, a1 r 'm | I 1 1 | r Fa 1 Tx - r [ ] P 1 F 1 [ ] 1 s 1
: : : : g e : : : bl e .
7 v v v v ﬂ.ﬂnﬁnﬁ,-nﬂqn._-qn..“undn.nﬁn._n i T n___ﬁn.n__..___n.n_._._.n..n __.n.__-q-n__uu..n.qu..__.qu.__.;.uhnfn__.“.n.u_._.___.n.u-“n v v - . a r # - a4 - . F A a v
- : . . : A A IR R A I I AR NI T S A : : : R SO R :
<P > 5 5 : Y Fnp e cr ffnd foup et Lafd din i alp s fw s ff o ot e p e din Pt fup ol 2 fn 2 it f e : - . .o ny e :
Py S R PRy S R Wy S N iy S e R S e U t.rl...-..l..-...__..,..-.._.ﬂ{- r.....ﬁn....ul_____...-..“n u.i.tvl.lp.___...___.n..__.u.t......_rl...___“..-l.._.“..-n “...-1.1. I R .-.r. X F 1" F ¥ F ' E ¥ R RN R EEEEX] LE X I Er AR s T YY)
D : : : . LTI A e a e Rl L S el g e e Bt o gt L ] . " : RV AR R AT R -
O - - - - ...-...-...____....‘-_. ..11. L.n -..... _...1 ."1ﬁ_-.n.-_“__“..-"__h m.__._- .“.-!.14. __._‘ .._1._\ |1)“”-“_.“-.-..1 -“_..-. .."-.- .l!i.-__“-__.h. ..__.“-_..1_-“.-“|.Iﬁ._._h - - * ...-.... -_...1 .-_1- l11..;.-....!. __._- i! - -
. - " 4 F] e . FE - “Fe=FE="fFg="nQ"= = - - il e L Pl T iy = = i ro4 r a LI ] L
h “ “ - “ ”-.. .-.1 LN I L T .“.“1...._.._11..._“. -“. -.“__.. .M.. ..‘._.._1..-.“”\.....“”“_ “1._..._“_. _..ﬂ. -.“.__ ...__“.. ...-..__-..“_.l_......ﬁ1...“ “ ” - A r m .”. LI ’ H- - 4or “
— IR R TREAPREI - . S R IR . . . SR RN Lt 2 I
S ” ” H ” _ I -'.1 -“_q....-..-. .'..- .'..ﬂ-.l_“_____ .ll-_..-..-_.lt._..h_.”ﬂ-h....___.“__.i-.-__%.l .ﬁi-.._-.._._“”.1..!.“”..“_.lh.‘-.-.ln“.-.._...”-ﬂ.i..ﬂ.-l__-in..._..-__".l..-_..-."..!\-hui_-.h.“_\_ih\_. ” H H g .-. P W e a1 ' _... ”.- ”
TR EE RS R IR E R R E R R ; — S SR RS SR SRR EENY IR ER1 XL (KK |
_I.l " . . . h.__v\.r..,..}.”u{ﬁx.._._r“.{uv L.“.ﬁ_r.__.rv&@vk}u‘“rxa{ﬁtia}vuvmu{tﬂ " . s o .
A GITNER 103 10 P L1900 0 40 15 S . _ IEEH
- ” ” “ H. ."q “._.11‘_m..1.ml ..m-._. __-....u_.._.“._“.ﬂF .,“.._u._..l 1..1- " “_1 “..1..“ -..“. . .“____..... ...‘-_-.w.__... -..\.l h..._..q.“_ 1M‘. “ ” ” “ f‘*l**lh
o - r - - -‘ - - r - - . . 1* L] ‘ - -
. . . . ' B u.Tﬁl...._?...._Tx.ﬂ:..%q{ m...nﬁa ﬁ..“}_.f.....“n......?.x.._‘x}bq_i.an..;..,ﬁm..,ﬂnu . . : - _..‘:‘:A
R y X Ly Ly T T aara g e A A _.__..._.___....A. I I A P _.__.....1_....“....."...:_...___......_.-+__..__.,-_....14....+._...._-4....+_._..__, Ny IR ER1 T (XK EX ‘.-‘.-‘.
-.#....# G e G @ ﬂ.ﬂ. . vﬁiﬁnk.."m\s“:}___ntﬁ s ‘Fﬂaﬁmﬁnﬁuuuxiﬂxvﬁnwﬂ}w.“ruﬂ}mﬂwh 4 : + s : _..‘..‘..A
g-r.ﬂqhﬂ -I.ﬂq“.ﬂ.r. .I.E-ihd .I.ﬂq“#.r. .I.ﬂqhﬂ -r.ﬂ-i“.ﬂ-:. .I.Equd .I.ﬂqudnl. ..hv..t‘h-..t .ll- .lI“.h!.“tuhl.“-..-I.—.l I-..l-....l.l“_h\\..ll“..._l-“.-.““l1 1l-..-.!!..l.i.k -H.-u x® x* * x® ***
AT OBY wtemt wb e wF gt abe b b x P R e e ot s - = - - E
L L T L R P T PN N R VN i Y B M T R P A
EA g g S I C R S S R N T : : : : iy
D 8 L o Ll o Nl b WP redrt i bR e A e e el L IR N R N s s s o f.‘..‘..‘
6 -;*-4..-%..#4“_-&..#-.:_!1:.#%_-3..#-Jr#ﬂﬂ.@#.dn#ﬂﬂ.@#- m_ﬂﬁ..-ﬂ..qﬂ...“...“.-.h. FRER o ..“”.u_._“...._.qu__..1" ..“__.h.._-.. u......_.___...ﬁﬂ*...__.,-;..-4....*_._...._—,4...__*-.__., EREER D P N LR P ‘.-‘.-‘.
Y ; O I I L e g o i e F ol Tl i e e s i e e o ¢ v . - . - B
D ) ) -__..I.-J .__.-iui. ..WJ .__.-Iui. -__..Ihi. -_mi. -__.-IuJ .__.-I.-J -ﬁ.h‘nu._-..h“l-“_..I.“h..k.h. \.-...qtul q.-lh._._..m-_-l.“-l.“.i.“_h.-hh.. .&.-.. _\-L_..‘t.lhu ” ” ” ” *
wh G e b b L G G L Y v ..ﬂ.-.u“__..qr.___u.._..rh.n.u____.n.u._.___.n.u..“r .n-\.n..___..1.n..4.rh..,.qn.___.un_a.nn..__.n.u..wn.u.a-u.__..nuq_...n.“__..qr.w.nﬁ s s . v F . .
A A T T T R G RS " Sainl-fanly Tl T ekl Skl Tt al ol s
7 o e .._.m.. o .__.m.. o e W o e . .n._L“___..._.__"..._..L. R n_...____"... "R A .L,.__._.._.“_T.._“..‘ * * * * ‘.-‘:‘.
: : : : : : : : : : : Yoo . - A a . : RN
0 —.._."m.T .._."..% .._."..#-.._."..# L__."..w .._."..1-.._."..# .___."..u.T .___."..#-.._."..# L__.“..w L__.“..w ¥ 4._.“\.__._‘3..,.__._.\..... .._......f__h__.._..u.____..____. ol __._..{....h_.__h\ _L“x_.,_____.\....._ﬁ\i&\kﬁhﬂﬁi\?\\kﬁ\%ﬁ\;\h : . . = ?.‘..‘..‘
..1.-....-*4._.. S e e e e 0 e e e e e e e O e e .._-.._.“L...“_F.u__“.1.....__u. T ..“1 ___“..hn.“__.-..“...“..-...u...-.._._..___. -._._.1..._n-h.,..u..u.“.-.“.-,-*__..__.,-_...._-4....__,-...._-_.....*-.__1 TRy Y ERI XL (XX B *-‘:‘.
- ST e G ke T e i ot facd gt gl g e et e L A i L gt £ gt e i . . * - ,_:i:i:‘
n..#.m_m #._mm #..m_a #.._qm #.mm #..m_a #.m_w. #._%.. #._m.a #.m_m #..m_m# RN AN E T TR A R e 3 * * . - ‘..‘..‘.
wYOWT mTe mT wt mTae bt omb uwtae v at o el Al A L .nu_..u.___.qu.ﬁ #m e e e T Tl e e T = e .ﬂ- - - - v k
| 2 f*eﬂﬂ#ﬁﬂ#el#ﬁ%?%&.%&.ﬁﬂ#ﬁﬂ# .___..__..iﬂ._....._..iﬂ.___. -.“._.....__“......- o .-ﬁ. ﬂ.-.“.-.“.n_..“._-q..h_. LI N ..".-“. -.“__.. ..___...‘ * + +* * ***
: : : : : : : : : . . : - . ol : : L. - - :
1 —J#"..“__.am#"m_. .ﬂ"..“._.-dﬂ.“._.iw#"..“___. ._.m_.“._.-dﬂ.“._.awﬂ.“._. ._ﬁ"..“._.-dﬂ.“._.aﬂ#"_.“._. ._.H_T"_.“___. , Nﬁuﬁﬁui&wiﬁwni‘wh : \jn.“.x&auuxﬂnx.n“n\” _,__...-.._.....:.._.__..-.n.._n._.._w et i e . : . : _..‘..‘..A
verere ol g o B o g oo B o ol ot B0 g it O XN ey woseos ooty wy ARl AL AL $: Joeqroprckqro|¥ b 3
® ﬂ_ﬂw T A G G G ..ﬂ.. it uﬁhﬂﬁuﬂthﬁiwﬁumﬂ. F S A A ._._.w._.,.. S Al it s S-St .______w..,.uv._— . . * . v.‘..‘.j
] - | i ] 7 - i i Eo . 1 . S "I X R R R I R e = = - = *l‘.i‘-
L L L L L L A L . . - e L . . T T T . o
n m..ﬂ.% ﬂ.& #"..1-#"..1 ;_n..u.T ##1.-##1 ;.T"m.T #"..#-#"..1 ﬂ.# ﬂ.# Pl ..___....“._.__, Al ﬂhuuﬁh.__.ih ot = “_r“m h.“u.nh&.whﬂjhﬂj}ﬂhxﬁwhuu+\;%.u . . . v f.‘..‘..‘
P A S eI EEFE o e e R T e e o e R T ; ; : :
u —.._."..%F .._."..%.__. .__."..1.&”.__."..1.__. L__."..#____. .._."..1.&”.._."..1.&. .___."..#.__. .___."..#g”.__.u..w.__. L__."..#____. L__."..W P ...”n.m_.x.r“{.m_v.._n."..n.ﬁ“.n.kﬁﬁk _ ...“_.n\._n“w\__n.“wm_._ﬁ“._..tﬁ.u.n. .h___.n...f.h_.__ o _..n.,.__..."h\._..uﬁ_.____.n.“vﬂ_n...ﬁ‘...»_ . . 8 b =
._..1-4..-&......&.%-&.#___Jr#ﬁﬂ.ﬁ;ﬂr-%rﬁiﬂ-ﬂﬂ-%rﬁﬂ-@#-. ..____.“p.:mr“ﬂ—.w..._h..._____....“...,"...“_...___...L..- __._u...______..._.__...J“....__.,“ __...."...-_..,.__..,..__-.-. _____..._._____-..ﬁw‘_.__..__.,-......4....+._....14....+-_..., P R R [ PP IR R
J G T R T T R T Y YR b b N S e e e g e o ..n-._.___.“1r._._.“..___r.ﬂhmﬂ.{‘_._fn._“_ﬂ.hn__.ﬂlinm\ﬂn:{nr-ﬂ.ﬂ . . 2 . R -
ﬂ .ihd .ihd 'w .iui._ .iud '%J .ihd .ihd 'w .Iud .Iud 1-—..-;Hn.!l“i--.i.‘r.lh_-.-l."!!.lu.l.k.. k.l..-llh.-‘-.h.1.11_..1%_.!.!.‘.11.'._1k.__ 1L-l.lﬁ.!h.._'thh.m-.l-1..l = - & |1.h.- 1I- ® *
.J.F .J.F -J. -J.F -I.F -J. -J.F .J.F .J. -J.F -I.F -I. N WL ] i.-.l i.-.-.h.__ 11l LI Fl -.l.m: _‘..!.l. 1-._11 ..l.-..-lr. .l.l._-. a k., pd llh.1l‘ Poa o a
w Y e wt b Ve gt dY gte wt Y o R R e e R N R e LY P - - * P v
f&.cﬂﬂ#cﬂﬂ#eﬂ#eﬂﬂ# eﬂﬂ#f#cﬂﬂ#eﬂﬂ#eﬂ#eﬂﬂ#eﬂﬂ# - .‘._.n_‘n.dr._‘...."____l.....“\._ﬂ-.1-.‘“_r.1“ 1."1 q.“._. OV ror .‘-r“‘.“. _....“._ 1._“. A S .__.“__. -“.L- » * * o T F F * —
H H H H - - i L] 1- L .1 . .- " . . . ‘1‘ ‘1 - . 1- .1 . . n ‘-‘ - - ‘l - - -
3 D 8 L o Lo o bl b WA ..___m ﬁhhﬁh&&ﬁxlﬂnﬂn‘i\nﬁ? /s hﬁxﬂa\ﬁhk.ahtﬁsﬁmﬁ‘ﬁu.ﬁh < dsetd, . : . S T ]
_._..__v_.:____._._Hﬂ.......ﬁﬂ.....ﬂ..irH.J...._._pdu_-.___.ﬂ..irH.Jr?iﬂ..:.ﬂﬂrﬂ.dn?dﬂi#ﬂ..ﬂﬂ. “.......‘-WW :1..._....._......_......__......._.___.h... .h._ ..“..__J“.n..“”..“*. 1..._._.1..___._. ._“__.h ..._._".... ﬁ....u ..Z__-L.____...ﬂ*...__.,_._.__..r;_...__ﬁ_._..__.._.;__..__ﬁ_._.___v AR .....u.....h._..qL wle + 1 LX) 7
SE T et b P b e v w Bat T e s e e g e e el e mke o e e e g el el e e g =4 . . . LR
ﬂ_ .ihi. .iui. .li. .i.-iu .i.-i. .-J .i.-i. .i.-i. .li. .iuJ .iuJ -.“h.-.“h..h-. ‘- L_..-___. L.. I -..l..-“h.q.-‘l -‘- .11 LRy h.-_ n I.“L ..\h - 'y el it L.. =
L L . L L S A Ay SRR PN o5 5 M) AN T2y BRI MY St et Culy M BN S, | . . . - v
A S Pl AP S P L A S A § Y I T PO A S S-S S I e : : : et v
N uN 4 .._..E.._..E.._..-_ﬂ...._..ﬂ.._..ﬂ T n_._t.._....-\\ ...-__.___._.-._..-._..1_....._.. i ol S e T R L___.H AT
—.._."..1.__. G LT G AL Y GE L b RN .\.L-\ \_Ln..___.“__._ﬂw.,._.h_-_.wihuhﬁu-umhv el Mot f o er oy o e o b P b o b Ao P s . . 4 . S el Tt o
EH ke i o antes i o anUae S aF anlas s ol anias 1...-\-”.!..“- I AT S L L L L LA u-ln...lu..........__.-.1l...._nl..Lh..l._.r|1.ﬁ.hnl—..:.u...ulu.....l..h_.—*__..__-_._.____._.:___...__ﬁ_._..__.._-___...__ﬁ_._.___v e e T A - i o alee
: : : : e T e T T T Tt L T : : N : T : o
* * * * . " * . |.-__..- . . 7 . et *
- - - - - - N T I e T I T P > . e - - - - ” LRI BT TR | ] -
- - - - ta O O A T Y L T N LN B T - - - o4 oa m - - j—
* L x* L . Lu. - ..Il I-1;L...¥I_.I-.|-i L-:.-L -.l .I1 -1LI ll_ L x* * ] .-_L- hl ..-.ll I1L L
- - . - - = o r r ol [ a « r [ ol [ o r ol - . [ ] r L] = ol r = r r = - 7
" * ._. - ; - - .
-.w-.u 1.......q 1.._. - .._.l.__.,. - .rl.,.h . ...- .-_-_.-ll L-._-.... .1.1_. 1.1._... qlh...h .:.-._._ [ . ...lh.,. - ...l.,.h *, ._.-. .-_-_.l_.‘l .....-.1-.... ] . 1.lh ...lh...h .r.l._._k...l. Ty ..q .-.-..r-.-. 1.rq 1|._.... ...1:... - .rl.,.h.... " ...‘. L 5 ‘ . . *.t-t-*iu ‘ lili*.*‘lﬁv ‘
-.__ 11.._. " - oo * ._,.._. ...1 x .1__ . .._.__ T - o l!- - " tm ._,.._. ._,.._. ...1 'l .1.._ .._.__ .....1.! T L J_..-. L._. .... 3 .-..._. « Ta T e B ™ ._,.... ..-.__
LRl L_...- ......1 Lﬂ.ﬂ.__. .-..__._.. .-..__J_. -.\1“.,_ 11..“I l..__-_ 1__.. ....._l..I .._._..._A._.”. llL_. 1..- L...! Lﬂ.n._.“ .-..-._.. .__.._. -.\1“.,_ 11..-.[ 1..1.._1-_ ' 1__.. ....._...._.. .....“A._.”. u.l..-___.___. .-.f -._.I“... -._-_.1 1-.1 1.._ 1.- .".‘...q I“A.“__. .-._.__.... .-..__J_. ‘... -- 2 *** **** ***** ***
I S S R,
- - _-k L_.1.-.._-h " ._..-. . l..1..._.__I-_.._J. ll.,... ‘q.,.L. ’ Ta L._.- “m *. h_.|.-...._._ “m ._..-. s l............!l.._.,n ‘IL..- ‘q..L. ! q..1L....;...1 . " I......l .111.._. . ‘.L....._!LL LM hh.r-. ‘. h-...1. -J...L.h-._... a 7 . 'l 'l 'l e e i’ e e e 'l 'l 'l 'l 'l wl r‘ 'l 'l b‘

. J

/00

U.S. Patent



US 11,020,854 B2

Sheet 8 of 15

Jun. 1, 2021

U.S. Patent

J

:
:.-l

. -
1
L}
1
“‘I“‘
L}
o e ol

el A arars

..1..1..“...1..1..“_..1‘ J.d_.- ) -._.._. _ "
ﬂ ¥ i -4 . \\‘........ ._..”.._.—
AR

A A
- IL-..‘. -L-.d

bk ' - r e et i i

SOId DNINIVINIA

.:i.:._In_ o _. o .,.‘. B
n\ .n\lf _,_

"...,H..“ .,__._ A
SOMd 319V 1IVAV

e o win ol

-CSL

Hnr —.._f .-_..-.._a.\.\\.

T

rlr.n\l\h..

d. OIA

L] L] L ] L ] *
e Aoy R R RN R

LI J

a
.
n
%
v
. » - » - . » - s a
shara™MeralaasmanrFaaa™ s Faaal s ateaa aF
a » n - n a » n - n
. - . - - - - . - - a
v w v * v v w v - v m:m:
R AN I R LR rF A R R F A E RS R E A vy o
- - - - - a - - " a
] ] ] . » v * v . » v - v
shasrn™mendrarmardarabtnafaartiesna*rna n i
L] [ ] L ] * l I i L ] L ]
- - n - n n
- - l a
li.l...l_ ]1J-1 "
__._. _.- |
l‘-‘.l .-. -
ke .n. " J
._. .-h 1_.._‘ II
- L
: n
. ’
"
. - . .
I TR I EE I L.
& a » a 5 & a » & & a > a >
[ R NN NN ENNL EEN SN NLENEEJIEENENNN NN [ AN L IR RN AR Y
n - » - - n - » n - -
- - - - - a - - -
. . . . - . » . .
PR TR WY R YR ET A TR LT RS EY Y YR F AR YA WY
- - - - - - - - -
v a » a - v a » w
u u u salaavasalraaSaasFaravadaaasblae s®™aa aa'saafazaas
L ] L ] * L L] L] [ ]
n . » . - n . » n
& & & & 5 & & & &

. VT

*
-

I EN L ENNFIEELENN FENLMN,]
-

A (VL

F » a » l F » a '
s s aa'saaFasamepaFraamasFara® ansFaaen
- » a » [ - » a -
- - - - - - - - -
= ] ) L) w = ] ) -
I FERENMENFEREENFNWYNWENIFNREN TN NN ES NN
- ' a - a - ' a -
= » a » w = » a =
shena*snalnesruaerndrnabasdarnlvad®nas
#* ] ] ] [ ] * ] ] #*
- » - » = - » - -
! - a - l ! - a '
..ii.i....lll.l q I_.I._I.I_.i_l
3 — LA 1___. 1- ._.-. ...__l._.
N T i RS
Im.-.ll.__ RUA- ro-
+*
-
| | |
- » - » = - » - - =
saralsas®aandavasaan Faarhaandfsaahaa s na
= L] L] L) L] = L] L] = L]
- » a » [ - » a - [
- - a - l - - a - a
gl g Rl gl W e o i o g e N e ek kR
= » - » l = » - - a
+* ] ] ] [ ] +* ] ] +* [ ]
sarnllisna™masFavneraFuanha -.-l-.-_-.l.-_ll.-_l
- M - - - - - [ -
= ] ) L) w = ] ) - )
- » - » = - » - - =
B Bl B A & b BuE & F U F AgE & & R & 4
= » - » L] =
! » a » a !
snervinve'vv e fanervv v
- » - » n -
! » - » l !
- ] L) L) L) -

L 3

a
asaa padrasmardaratha

FAdA%m s & 0Fa raN an ¥ AR

VSl




US 11,020,854 B2

Sheet 9 of 15

e

Jun. 1, 2021

U.S. Patent

36L

IL OIA

6.

_u.i._.i._.#1#1#4#{#{#1#1#4#4#{#“%#W...H._.i._.i{i{i{#ﬂ#ﬂ#{i{i{i{#ﬂiﬂ#ﬂ

g g e e e e e e e e e e e gy e e e e e e g e g e

VLl | oo .m__.m

(8L




US 11,020,854 B2

Sheet 10 of 15

Jun. 1, 2021

U.S. Patent

s | b b
10 ! T0 ! T0 ! T0 | TO !
T°0 _ 3T°0 LT°0 60°0 20
3L | m m m m
S O P B B R
S0'0 +9F6~ 610 | 8T0 | 6T°0 | mdemnee- oo momene- memenoe
28 e - T d-m oy dmmnmee- dmmmmee- . 00} 00 00 ! 00
GO'0=NIN+ ol N e T . . P
2/ 02011V 10 | ST'0 | 8T'OXEIO | 610} 0 m m m m
8ls 6z=v 1dds- | R S S S . Z0 ! 7O {670 TO
9T TZ =1ND- GO0 _ ¢0 | 7O | LT0}ST0} O s memenoe dll_l
18 SLO=WI 1 oo T j--mmee- 4-mmmee- dmmmmme dmmmmee- ' 70 610 | €0 ' T°0
2" 0=XVIN- " " " " “ “ “
SO0 | TO | TO §8T0} STO § T mdemnee- oo - remenos
2181 \z0=ysiyl mddng| -1 - e 50" 1 €0 | 820 €0
0°0=Ys4yL Hia 10/ 20 ! 20 !9T0!61T0! CTO A H— R R
o _ “ “ “ “ 67 1670 | €0 | €0
208 P=V3IYV ‘ e 208 m | m
X9=3ZIS| 7q -
908 ™~ 108

r08



US 11,020,854 B2

Sheet 11 of 15

Jun. 1, 2021

906

U.S. Patent

< 916

EEEEEEEEEEEEJ

- €06




J6 OIA

RS

r.‘..’..i-.’. ol

US 11,020,854 B2

58

Sheet 12 of 15

Jun. 1, 2021

CL6

U.S. Patent

: »
L > o o L
R R ]

, o
.__y_..-._____._._.____. ”'..i:‘.

¢ m&

. ¢ 2, ._

SRR WUHE WE WOV SRR Y SRUE S ST I
S O 55

(Sese
-
totel

s
e
%“
s

e

w
K
555

85
vt
e
o

1590
3
A
8

”'..i.
=
A

g
s

>
R
S
5

il

########

11111111

iiiiiiii

########

11111111

iiiiiiii

5.

iiiiiiii

********

11111111

llllllll

iiiiiii

########

iiiiiii

iiiiiiii

********

iiiiiiiiiiiiiiiiiiiiiiiii



US 11,020,854 B2

Sheet 13 of 15

¢001

Jun. 1, 2021

U.S. Patent

- -
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
[ 3 L 3

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

1111111111111111111111111111111111111111111111111111111111111111111111111111

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

M M A L A

¢001L

¢¢¢¢¢¢¢¢¢¢¢
;;;;;;;;;;;;
44444444444
------------
44444444444
444444444444

iiiiiiiiiii

E
*:
k

ﬁ, *&#.. :
s
el
el
ol

sl

"
¥

ol

ek
"l

i)’
vl

»
oy

ﬁ#ﬁ

S

, S
300 ESUTE TSR TV FUUUUOUL SUUTUTE SYUTOUIE JUUUOE SOTUUNE SYUTUUUE SUVTOTE SEUTIUOE
o7oTe%e! RN A A A

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

L r L] r L) ] ) r L

o ] L] ] ] L] ] ] o ]

[ ] o [ [ ] [ ] [ ] [ L] [ ] F ] [ ]

* r [ ] u n u L u L L ] n L ]
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

b " ] [ ) . ] [ » [ ¥ [

¥ L] L ] L] L ] L ] L ] L L ] L ] L ]

T #l* a [ . [ ) ) - [ - [

>

[ ; : ' : v : : : v : .
1 o ) - : : : : : : : ” : ”
}*m ”._-r-.-t.l.-m.--.-_I._—-_m.-.-.-!l.-.l.".-ul--_m-.-l!-_.-m---ilmn-ln-llm-un-tlmﬁ-ln-lnm-!-u-m nnnnnnnn

2

2

L
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

e,

' . : . ‘ . . . ' .

K . . » . . . . . . . a .

&& ¥ L} ] 1 ] L] ] L] " L "
* llllllll ” IIIIIII ” iiiiiii ” ------- " iiiiiii " ------- ” ------- ” iiiiiii " IIIIIII " ....... " lllllllll

L ¥ L] L] L] ¥ L) L L L

L » L] L] L] » L) L L L

M

q

:

244
%

o
e

S
S5
e

E
RS
R
RS
eletele tele
ST

LI

¢+
Bt A,
ﬁﬁn‘wﬂ%
SIS
Heleletelelele!
S
TN
ettty
ROTEIETR RS,
TelerateTesel

et
BB
ialelstslolets
Ranse
it

e e,
s
ooty

L

s

"

¢09

¢001

0001



U.S. Patent Jun. 1, 2021 Sheet 14 of 15 US 11,020,854 B2

1100

IDENTIFY OBJECTS AND CONTAINERS _1102
OBTAIN/AJDUST DISCRETIZED MODELS 1104
DETERMINE PACKAGE GROUPINGS 1106

DERIVE A PROCESSING ORDER _1108

DERIVE 2D PLANS 1110

DERIVE A CANDIDATE POSITION ASSOC W/ WALL-SUPPORT 1122

ESTIMATE ATTRIBUTES FOR THE CANDIDATE POSITION 1124

DERIVE COMBINED OBJECT ESTIMATION FOR MULT-OVERHANG 1132

CALCULATE EFFECTIVE SUPPORT/OVERHANG MEASURE 1134

ESTIMATE COM 1136

ESTIMATE PIVOT LOCATION _1138

DERIVE SHIFTED POSES 1140

DERIVE AN APPROACH PATH 1126

INCREMENTALLY IDENTIFY LANES AT DIFFERENT HEIGHTS 1142

ITERATIVELY IDENTIFY POTENTIAL OBSTACLES FOR THE LANES _1144

VALIDATE THE CANDIDATE POSITION FOR OBJECT PLACEMENT 1128

COMPUTE STACKING SCENARIOS 1112

CONVERT THE PLACEMENT PLANS INTO 3D STATES 1152

SELECT COMBINATIONS ACCORDING TO 3D SCORES/UPDATES 1154

——_———————————_———_————————————————————————_——————q

-
FIG. 11



U.S. Patent Jun. 1, 2021 Sheet 15 of 15 US 11,020,854 B2

1200/1116

OBTAIN PRECOMPUTED PACKING PLAN 1201

OBTAIN CONTAINER IMAGE _1202

yes '
IMPLEMENT PLAN _1206 «q@;—»

Nno
DYNAMICALLY GENERATE AN ACTUAL CONTAINER MODEL 1208

COMPUTE ACTUAL PACKING AREA/SPACE 1210

) Nno

e

yes
COMPUTE PACK OUTLINE _1216

DERIVE CANDIDATE PACK PLACEMENT LOCATION 1218

no
Ves @ @
VES
ANALYZE ADJUSTED PACK
PLACEMENT _1224
EXECUTE
SOLUTION 1230
yes

ADJUST EXISTING PACKING f _
PLAN 1228 IDENTIFY OBJECT SET AND

MODELS 1232

RELOAD CONTAINER 1214

OBTAIN OBJECT GROUPINGS

DYNAMIC AND ORDER 1234
PACK <
PLANNING
1110

FIG. 12



US 11,020,854 B2

1

ROBOTIC SYSTEM WITH WALL-BASED
PACKING MECHANISM AND METHODS OF
OPERATING SAME

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application claims the benefit of U.S. Provisional
Patent Application Ser. No. 62/931,161, filed Nov. 5, 2019,
which 1s incorporated by reference herein in its entirety.

TECHNICAL FIELD

The present technology 1s directed generally to robotic
systems and, more specifically, to systems, processes, and
techniques for packing objects within containers.

BACKGROUND

With their ever-increasing performance and lowering
cost, many robots (e.g., machines configured to automati-
cally/autonomously execute physical actions) are now
extensively used in many fields. Robots, for example, can be
used to execute various tasks (e.g., manipulate or transier an
object through space) 1n manufacturing and/or assembly,
packing and/or packaging, transport and/or shipping, etc. In
executing the tasks, the robots can replicate human actions,
thereby replacing or reducing the human mvolvement that
would otherwise be required to perform dangerous or repeti-
tive tasks.

However, despite the technological advancements, robots
often lack the sophistication necessary to duplicate human
sensitivity and/or adaptability required for executing more
complex and intricate tasks. For example, robots often lack
the granularity of control and flexibility 1in the executed
actions to fully utilize available resources. Also, robots often
are unable to account for deviations or uncertainties that
may result from various real-world factors. Accordingly,
there remains a need for improved techmques and systems
for controlling and managing various aspects of the robots to
complete the tasks despite the various real-world factors.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an illustration of an example environment in
which a robotic system with a wall-based packing mecha-
nism may operate.

FIG. 2 1s a block diagram 1llustrating the robotic system
in accordance with one or more embodiments of the present

technology.

FIG. 3 1s an illustration of the robotic system 1n accor-
dance with one or more embodiments of the present tech-
nology.

FIGS. 4A-4D are 1llustrations of example object contain-
ers 1n accordance with one or more embodiments of the
present technology.

FIGS. SA-5C are 1llustrations of an example end-eflector
in accordance with one or more embodiments of the present
technology.

FIG. 6 1s an illustration of an example discretized models
of packing components in accordance with one or more
embodiments of the present technology.

FIG. 7A 1s an 1llustration of an example packing plan in
accordance with one or more embodiments of the present
technology.
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FIG. 7B 1s an illustration of a placement planning process
in accordance with one or more embodiments of the present

technology.

FIG. 7C 1s an illustration of placement rules 1n accordance
with one or more embodiments of the present technology.

FIGS. 8A and 8B are illustrations of various aspects of a
support computation 1n accordance with one or more
embodiments of the present technology.

FIGS. 9A-9C are 1llustrated aspects of an example motion
plan computation 1n accordance with one or more embodi-
ments of the present technology.

FIG. 10 illustrates example real-time sensor data 1n accor-
dance with one or more embodiments of the present tech-
nology.

FIG. 11 1s a flow diagram for a first example method of
operating the robotic system of FIG. 1 1n accordance with
one or more embodiments of the present technology.

FIG. 12 1s a flow diagram for a second example method
of operating the robotic system of FIG. 1 1n accordance with
one or more embodiments of the present technology.

DETAILED DESCRIPTION

Systems and methods for robotic systems with wall-based
packing mechanisms are described herein. A robotic system
(e.g., an imtegrated system of devices that executes one or
more designated tasks) configured 1n accordance with some
embodiments provides enhanced control, usability, and flex-
ibility by packing objects (e.g., packages, boxes, cases, etc.)
with respect to container walls. For example, the robotic
system can stack the objects in layers, with one or more
objects above a base layer (1) contacting or leaning against
one or more container walls and/or (2) overhanging (e.g.,
laterally protruding beyond peripheral edge(s) of) one or
more base layer object(s) closest to the container wall.

The robotic system can pack the objects with respect to
the container walls (e.g., vertically-oriented walls or divid-
ers of carts, cages, bins, boxes, etc.) based on discretizing
various packing components. Some examples of the packing
components can include objects (e.g., registered or expected
objects and/or unrecognized objects), containers or packing
platiorms configured to receive the objects, and/or robotic
mampulators (e.g., an end-eflector, a robotic arm, a portion
thereof, or a combination thereof). The robotic system can
generate discretized models of the packing components.

Using the discretized models, the robotic system can
derive a packing plan that identifies placement locations of
objects 1n the containers. The packing plan can include the
placement locations that stack objects on top of each other
(e.g., 1n layers). The robotic system can calculate/estimate
separation distances between objects and/or between objects
and the contamner walls, overhang distances or portions,
other object-to-object measurements, and/or other object-to-
container measurements. Based on the calculations, the
robotic system can derive the packing plan with placement
locations where the placed object contacts/leans on the
container wall and/or overhangs one or more objects below.
In some embodiments, the robotic system can dernive and
utilize center-of-mass (CoM) location, rotation points, mass/
weight, dimensions, and/or other physical traits of the
objects to derive the packing plan.

In some embodiments, the robotic system can dernive
motion plans that correspond to the packing plan. Each
motion plan can correspond to an object and include a
motion path or a corresponding set of commands/settings for
the object and/or robotic units (e.g., a robotic arm and/or an
end-eflector). The motion plan can correspond to operations
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of the robotic units to approach an object at its starting
location, grip the object with the end-effector, lift and
transier the object to 1ts placement location, and release/
place the object at the placement location.

The robotic system can implement the packing plan, such
as by communicating one or more of the motion plans and/or
corresponding commands/settings to targeted robotic units.
The robotic system can further implement the packing plan
by executing the commands/settings at the targeted robotic
units. Accordingly, the robotic system can operate the
robotic units to transier the objects from the start locations
to the respective placement locations according to the pack-
ing plan.

The robotic system can be configured to dynamically
adjust the packing plan, such as to account for unexpected
conditions (e.g., container abnormalities). For example, con-
tainers (e.g., two-walled carts and/or three-walled cages)
may include vertically-oriented walls that may be deformed,
bent, misaligned, partially closed, and/or otherwise physi-
cally different than expected conditions. Such unexpected
conditions may aflect a placement area within the container
and/or approach paths into the placement area. The robotic
system can detect such unexpected conditions and dynami-
cally adjust the packing plan. As described 1n detail below,
the robotic system can use the discretized models to deter-
mine an axis aligned bounding box (AABB), oflset the
AABB, and/or validate the offset AABB. Also, based on the
dynamic adjustments, the robotic system can update the
motion plans to account for the unexpected conditions. In
some embodiments, the robotic system can start from
adjusted object placement locations and incrementally move
backwards to the starting locations to determine the motion
plans. The robotic system can place discretized model of the
end-eflector along the reverse-trace path to update and/or
validate the motion plans.

In the following description, numerous specific details are
set forth to provide a thorough understanding of the pres-
ently disclosed technology. In other embodiments, the tech-
niques introduced here can be practiced without these spe-
cific details. In other instances, well-known features, such as
specific functions or routines, are not described in detail 1n
order to avoid unnecessarily obscuring the present disclo-
sure. Relferences 1n this description to “an embodiment,”
“one embodiment,” or the like mean that a particular feature,
structure, material, or characteristic being described 1s
included 1n at least one embodiment of the present disclo-
sure. Thus, the appearances of such phrases 1n this specifi-
cation do not necessarily all refer to the same embodiment.
On the other hand, such references are not necessarily
mutually exclusive either. Furthermore, the particular fea-
tures, structures, materials, or characteristics can be com-
bined 1n any suitable manner 1n one or more embodiments.
It 1s to be understood that the various embodiments shown
in the figures are merely illustrative representations and are
not necessarily drawn to scale.

Several details describing structures or processes that are
well-known and often associated with robotic systems and
subsystems, but that can unnecessarily obscure some sig-
nificant aspects of the disclosed techniques, are not set forth
in the following description for purposes of clarity. More-
over, although the following disclosure sets forth several
embodiments of diflerent aspects of the present technology,
several other embodiments can have different configurations
or diflerent components than those described in this section.
Accordingly, the disclosed techniques can have other
embodiments with additional elements or without several of
the elements described below.
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Many embodiments or aspects of the present disclosure
described below can take the form of computer- or proces-
sor-executable 1nstructions, including routines executed by a
programmable computer or processor. Those skilled in the
relevant art will appreciate that the disclosed techniques can
be practiced on computer or processor systems other than
those shown and described below. The techniques described
herein can be embodied 1n a special-purpose computer or
data processor that 1s specifically programmed, configured,
or constructed to execute one or more of the computer-
executable instructions described below. Accordingly, the
terms “computer” and “processor’ as generally used herein
refer to any data processor and can include Internet appli-
ances and handheld devices (including palm-top computers,
wearable computers, cellular or mobile phones, multi-pro-
cessor systems, processor-based or programmable consumer
clectronics, network computers, mini computers, and the
like). Information handled by these computers and proces-
sors can be presented at any suitable display medium,
including a liquid crystal display (LCD). Instructions for
executing computer- or processor-executable tasks can be
stored 1 or on any suitable computer-readable medium,
including hardware, firmware, or a combination of hardware
and firmware. Instructions can be contained 1n any suitable
memory device, including, for example, a flash drive and/or
other suitable medium.

The terms “coupled” and “connected,” along with their
derivatives, can be used herein to describe structural rela-
tionships between components. It should be understood that
these terms are not mtended as synonyms for each other.
Rather, 1n particular embodiments, “connected” can be used
to 1ndicate that two or more elements are in direct contact
with each other. Unless otherwise made apparent in the
context, the term “coupled” can be used to indicate that two
or more elements are 1n either direct or indirect (with other
intervening elements between them) contact with each other,
or that the two or more elements cooperate or interact with
cach other (e.g., as 1n a cause-and-eflect relationship, such as
for signal transmission/reception or for function calls), or
both.

Suitable Environments

FIG. 1 1s an 1illustration of an example environment 1n
which a robotic system 100 with a wall-based packing
mechanism may operate. The robotic system 100 can
include and/or communicate with one or more units (e.g.,

robots) configured to execute one or more tasks. Aspects of
the wall-based packing mechanism can be practiced or
implemented by the various units.

For the example 1llustrated 1n FIG. 1, the robotic system
100 can include an unloading unit 102, a transfer unit 104
(e.g., a palletizing robot and/or a piece-picker robot), a
transport unit 106, a loading unit 108, or a combination
thereof 1n a warechouse or a distribution/shipping hub. Each
of the units in the robotic system 100 can be configured to
execute one or more tasks. The tasks can be combined 1n
sequence to perform an operation that achieves a goal, such
as to unload objects from a truck or a van and store them 1n
a warchouse or to unload objects from storage locations and
prepare them for shipping. For another example, the task can
include placing the objects on a target location (e.g., on top
ol a pallet and/or inside a bin/cage/box/case). As described
below, the robotic system can derive plans (e.g., placement
locations/orientations, sequence for transierring the objects,
and/or corresponding motion plans) for placing and/or stack-
ing the objects. Each of the units can be configured to
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execute a sequence of actions (e.g., by operating one or more
components therein) according to one or more of the derived
plans to execute a task.

In some embodiments, the task can include manipulation
(e.g., moving and/or reorienting) of a target object 112 (e.g.,
one ol the packages, boxes, cases, cages, pallets, etc.,
corresponding to the executing task) from a start location
114 to a task location 116. For example, the unloading unit
102 (e.g., a devanning robot) can be configured to transfer
the target object 112 from a location 1n a carrier (e.g., a
truck) to a location on a conveyor belt. Also, the transier unit
104 can be configured to transier the target object 112 from
one location (e.g., the conveyor belt, a pallet, or a bin) to
another location (e.g., a pallet, a bin, etc.). For another
example, the transfer unit 104 (e.g., a palletizing robot) can
be configured to transier the target object 112 from a source
location (e.g., a pallet, a pickup area, and/or a conveyor) to
a destination pallet. In completing the operation, the trans-
port unit 106 can transier the target object 112 from an area
associated with the transfer unit 104 to an area associated
with the loading umt 108, and the loading unit 108 can
transier the target object 112 (e.g., by moving the pallet
carrying the target object 112) from the transier umt 104 to
a storage location (e.g., a location on the shelves). Details
regarding the task and the associated actions are described
below.

For illustrative purposes, the robotic system 100 1s
described 1n the context of a shipping center; however, 1t 1s
understood that the robotic system 100 can be configured to
execute tasks 1n other environments/for other purposes, such
as Tor manufacturing, assembly, packaging, healthcare, and/
or other types of automation. It 1s also understood that the
robotic system 100 can include other units, such as manipu-
lators, service robots, modular robots, etc., not shown 1in
FIG. 1. For example, in some embodiments, the robotic
system 100 can include a depalletizing unit for transferring
the objects from cage carts or pallets onto conveyors or other
pallets, a container-switching unit for transierring the
objects from one container to another, a packaging unit for
wrapping the objects, a sorting unit for grouping objects
according to one or more characteristics thereol, a piece-
picking umt for manipulating (e.g., for sorting, grouping,
and/or transferring) the objects differently according to one
or more characteristics thereof, or a combination thereof.

The robotic system 100 can include and/or be coupled to
physical or structural members (e.g., robotic manipulator
arms) that are connected at joints for motion (e.g., rotational
and/or translational displacements). The structural members
and the joints can form a kinetic chain configured to manipu-
late an end-eflector (e.g., the gripper) configured to execute
one or more tasks (e.g., gripping, spinning, welding, etc.)
depending on the use/operation of the robotic system 100.
The robotic system 100 can include the actuation devices
(e.g., motors, actuators, wires, artificial muscles, electroac-
tive polymers, etc.) configured to drive or manipulate (e.g.,
displace and/or reorient) the structural members about or at
a corresponding joint. In some embodiments, the robotic
system 100 can include transport motors configured to
transport the corresponding units/chassis from place to
place.

The robotic system 100 can include sensors configured to
obtain information used to implement the tasks, such as for
manipulating the structural members and/or for transporting,
the robotic units. The sensors can include devices configured
to detect or measure one or more physical properties of the
robotic system 100 (e.g., a state, a condition, and/or a
location of one or more structural members/joints thereot)
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and/or of a surrounding environment. Some examples of the
sensors can include accelerometers, gyroscopes, force sen-
sors, strain gauges, tactile sensors, torque sensors, position
encoders, etc.

In some embodiments, for example, the sensors can
include one or more 1maging devices (e.g., visual and/or
inirared cameras, 2D and/or 3D 1maging cameras, distance
measuring devices such as lidars or radars, etc.) configured
to detect the surrounding environment. The 1imaging devices
can generate representations of the detected environment,
such as digital images and/or point clouds, that may be
processed via machine/computer vision (e.g., for automatic
inspection, robot guidance, or other robotic applications). As
described in further detail below, the robotic system 100 can
process the digital image and/or the point cloud to 1dentify
the target object 112, the start location 114, the task location
116, a pose of the target object 112, a confidence measure
regarding the start location 114 and/or the pose, or a com-
bination thereof.

For manipulating the target object 112, the robotic system
100 can capture and analyze an 1mage of a designated area
(e.g., a pickup location, such as inside the truck or on the
conveyor belt) to 1identity the target object 112 and the start
location 114 thereof. Similarly, the robotic system 100 can
capture and analyze an 1mage of another designated area
(e.g., a drop location for placing objects on the conveyor, a
location for placing objects 1inside the container, or a location
on the pallet for stacking purposes) to identity the task
location 116. For example, the imaging devices can include
one or more cameras configured to generate 1mages of the
pickup area and/or one or more cameras configured to
generate 1mages of the task area (e.g., drop area). Based on
the captured 1images, as described below, the robotic system
100 can determine the start location 114, the task location
116, the associated poses, a packing/placement plan, a
transier/packing sequence, and/or other processing results.

In some embodiments, for example, the sensors can
include position sensors (€.g., position encoders, potentioms-
eters, etc.) configured to detect positions of structural mem-
bers (e.g., the robotic arms and/or the end-eflectors) and/or
corresponding joints of the robotic system 100. The robotic
system 100 can use the position sensors to track locations
and/or orientations of the structural members and/or the
jomts during execution of the task.

Suitable System

FIG. 2 1s a block diagram illustrating the robotic system
100 in accordance with one or more embodiments of the
present technology. In some embodiments, for example, the
robotic system 100 (e.g., at one or more of the units and/or
robots described above) can include electronic/electrical
devices, such as one or more processors 202, one or more
storage devices 204, one or more communication devices
206, one or more input-output devices 208, one or more
actuation devices 212, one or more transport motors 214,
one or more sensors 216, or a combination thereof. The
various devices can be coupled to each other via wire
connections and/or wireless connections. For example, the
robotic system 100 can include a bus, such as a system bus,
a Peripheral Component Interconnect (PCI) bus or PCI-
Express bus, a Hyperlransport or industry standard archi-
tecture (ISA) bus, a small computer system interface (SCSI)
bus, a umversal serial bus (USB), an 1IC (I12C) bus, or an
Institute of Electrical and Electronics Engineers (IEEE)
standard 1394 bus (also referred to as “Firewire™). Also, for
example, the robotic system 100 can include bridges, adapt-
ers, processors, or other signal-related devices for providing
the wire connections between the devices. The wireless
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connections can be based on, for example, cellular commu-
nication protocols (e.g., 3G, 4G, LTE, 5G, etc.), wireless
local area network (LAN) protocols (e.g., wireless fidelity
(WIFI)), peer-to-peer or device-to-device communication
protocols (e.g., Bluetooth, Near-Field communication
(NFC), etc.), Internet of Things (IoT) protocols (e.g., NB-
IoT, LTE-M, etc.), and/or other wireless communication
protocols.

The processors 202 can include data processors (e.g.,
central processing units (CPUs), special-purpose computers,
and/or onboard servers) configured to execute instructions
(c.g., solftware instructions) stored on the storage devices
204 (e.g., computer memory). In some embodiments, the
processors 202 can be included in a separate/stand-alone
controller that 1s operably coupled to the other electronic/
clectrical devices illustrated 1n FIG. 2 and/or the robotic
units illustrated 1 FIG. 1. The processors 202 can imple-
ment the program instructions to control/interface with other
devices, thereby causing the robotic system 100 to execute
actions, tasks, and/or operations.

The storage devices 204 can include non-transitory com-
puter-readable mediums having stored thereon program
istructions (e.g., software). Some examples of the storage
devices 204 can include volatile memory (e.g., cache and/or
random-access memory (RAM)) and/or non-volatile
memory (e.g., flash memory and/or magnetic disk drives).
Other examples of the storage devices 204 can include
portable memory drives and/or cloud storage devices.

In some embodiments, the storage devices 204 can be
used to further store and provide access to processing results
and/or predetermined data/thresholds. For example, the stor-
age devices 204 can store master data 252 that includes
descriptions of objects (e.g., boxes, cases, and/or products)
that may be manipulated by the robotic system 100. In one
or more embodiments, the master data 252 can include
registration data 254 for each such object. The registration
data 254 can include a dimension, a shape (e.g., templates
for potential poses and/or computer-generated models for
recognizing the object in different poses), a color scheme, an
image, 1dentification information (e.g., bar codes, quick
response ((QR) codes, logos, etc., and/or expected locations
thereot), an expected weight, other physical/visual charac-
teristics, or a combination thereot for the objects expected to
be manipulated by the robotic system 100. In some embodi-
ments, the master data 252 can include manipulation-related
information regarding the objects, such as a center-of-mass
(CoM) location or an estimate thereot on each of the objects,
expected sensor measurements (e.g., for force, torque, pres-
sure, and/or contact measurements) corresponding to one or
more actions/maneuvers, or a combination thereof.

The communication devices 206 can include circuits
configured to communicate with external or remote devices
via a network. For example, the communication devices 206
can include receivers, transmitters, modulators/demodula-
tors (modems), signal detectors, signal encoders/decoders,
connector ports, network cards, etc. The communication
devices 206 can be configured to send, receive, and/or
process electrical signals according to one or more commu-
nication protocols (e.g., the Internet Protocol (IP), wireless
communication protocols, etc.). In some embodiments, the
robotic system 100 can use the commumnication devices 206
to exchange information between units of the robotic system
100 and/or exchange information (e.g., for reporting, data
gathering, analyzing, and/or troubleshooting purposes) with
systems or devices external to the robotic system 100.

The mput-output devices 208 can include user interface
devices configured to commumnicate mmformation to and/or
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receive mformation from human operators. For example, the
input-output devices 208 can include a display 210 and/or
other output devices (e.g., a speaker, a haptics circuit, or a
tactile feedback device, etc.) for communicating information
to the human operator. Also, the mput-output devices 208
can include control or recerving devices, such as a keyboard,
a mouse, a touchscreen, a microphone, a user interface (UI)
sensor (e.g., a camera for receiving motion commands), a
wearable mput device, etc. In some embodiments, the
robotic system 100 can use the mput-output devices 208 to
interact with the human operators 1n executing an action, a
task, an operation, or a combination thereof.

The robotic system 100 can include physical or structural
members (e.g., robotic manipulator arms) that are connected
at joints for motion (e.g., rotational and/or translational
displacements). The structural members and the joints can
form a kinetic chain configured to manipulate an end-
cllector (e.g., the gripper) configured to execute one or more
tasks (e.g., gripping, spinning, welding, etc.) depending on
the use/operation of the robotic system 100. The robotic
system 100 can include the actuation devices 212 (e.g.,
motors, actuators, wires, artificial muscles, electroactive
polymers, etc.) configured to drive or manipulate (e.g.,
displace and/or reorient) the structural members about or at
a corresponding joint. In some embodiments, the robotic
system 100 can include the transport motors 214 configured
to transport the corresponding units/chassis from place to
place.

The robotic system 100 can include the sensors 216
configured to obtain information used to implement the
tasks, such as for manipulating the structural members
and/or for transporting the robotic units. The sensors 216 can
include devices configured to detect or measure one or more
physical properties of the robotic system 100 (e.g., a state,
a condition, and/or a location of one or more structural
members/joints thereol) and/or of a surrounding environ-
ment. Some examples of the sensors 216 can 1include accel-
erometers, gyroscopes, force sensors, strain gauges, tactile
sensors, torque sensors, position encoders, etc.

In some embodiments, for example, the sensors 216 can
include one or more 1imaging devices 222 (e.g., visual and/or
infrared cameras, 2D and/or 3D 1maging cameras, distance
measuring devices such as lidars or radars, etc.) configured
to detect the surrounding environment. The 1maging devices
222 can generate representations of the detected environ-
ment, such as digital images and/or point clouds, that may be
processed via machine/computer vision (e.g., for automatic
inspection, robot guidance, or other robotic applications). As
described in further detail below, the robotic system 100
(via, e.g., the processors 202) can process the digital image
and/or the point cloud to identily the target object 112 of
FIG. 1, the start location 114 of FIG. 1, the task location 116
of FIG. 1, a pose of the target object 112, a confidence
measure regarding the start location 114 and/or the pose, or
a combination thereof.

For manipulating the target object 112, the robotic system
100 (e.g., via the various circuits/devices described above)
can capture and analyze an 1mage of a designated area (e.g.,
a pickup location, such as 1nside the truck or on the conveyor
belt) to 1dentily the target object 112 and the start location
114 thereof. Similarly, the robotic system 100 can capture
and analyze an 1image of another designated area (e.g., a drop
location for placing objects on the conveyor, a location for
placing objects inside the container, or a location on the
pallet for stacking purposes) to identily the task location
116. For example, the imaging devices 222 can include one
or more cameras configured to generate images of the
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pickup area and/or one or more cameras configured to
generate 1images of the task area (e.g., drop area). Based on
the captured 1mages, as described below, the robotic system
100 can determine the start location 114, the task location
116, the associated poses, a packing/placement plan, a
transier/packing sequence, and/or other processing results.

In some embodiments, for example, the sensors 216 can
include position sensors 224 (e.g., position encoders, poten-
tiometers, etc.) configured to detect positions of structural
members (e.g., the robotic arms and/or the end-eflectors)
and/or corresponding joints of the robotic system 100. The
robotic system 100 can use the position sensors 224 to track
locations and/or orientations of the structural members and/
or the joints during execution of the task.

Example Object Transfer and Packing

FIG. 3 1s an 1llustration of the robotic system 100 of FIG.
1 1n accordance with one or more embodiments of the
present technology. The robotic system 100 can include or
be communicatively coupled to a robotic arm 302 that
includes an end-effector 304 (e.g., a gripper). The robotic
arm 302 can be one of or a part of one of the robotic units
illustrated 1n FIG. 1 (e.g., an 1instance of the transier unit 104
of FIG. 1). For example, the robotic arm 302 can include an
industrial robotic system employed in industrial applications
including package handling applications. The robotic arm
302 may be articulated along or about a number of axis, such
as for six-axis industrial robotic arm structures.

The robotic arm 302 can be configured to transier the
target object 112 between the start location 114 of FIG. 1 and
the task location 116 of FIG. 1. As illustrated 1in FIG. 3, the
start location 114 can correspond to a location (e.g., an
end/ingress point) on a conveyor 306 (e.g., an 1istance of the
transport unit 106 of FIG. 1). The task location 116 for the
robotic arm 302 can be a placement platform 308 (e.g., a
container, such as a cart or a cage) or a location therein. For
example, the robotic arm 302 can be configured to pick the
object 112 from the conveyor 306 and place them in/on the
placement platform 308 for transport to another destination/
task.

The end-eflector 304 can include any component or
components coupled to a distal end of the robotic arm 302.
The end-eflector 304 can be configured to interact with one
or more objects. In some embodiments, the end-eflector 304
can 1nclude a force-torque (F-T) sensor (not shown), an arm
interface, a gripper system, and/or a gripper interface. For
illustrative purposes, the end-eflector 304 1s shown having
rows of suction cups, however 1t 1s understood that the
end-eflector 304 can have a different configuration. For
example, the end-eflector 304 can have a suction pad with
integrated suction channels, a pincher type gripping device,
or any other type of gripping system for grabbing objects.

The robotic system 100 can use one or more of the sensors
216 of FIG. 2 1n performing the transier operation with the
robotic arm 302. The robotic system 100 can include or be
coupled to a set of sensors (e.g., 2D and/or 3D sensors, such
as cameras and/or depth sensors) at or about the start
location 114 and/or the task location 116. In some embodi-
ments, the robotic system 100 can include or be coupled to
a top-view sensor 310 over and directed at the task location
116 and/or a side-view sensor 312 adjacent to and directed
laterally toward the task location 116. The robotic system
100 can similarly include one or more source sensors 314
directed to the start location 114. The sensors can be
configured to 1mage and/or analyze corresponding locations.
For example, the top-view sensor 310 can generate and/or
process 1mage data depicting a top-view of the placement
plattorm 308 and/or objects thereon. Also, the side-view
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sensor 312 can generate and/or process image data depicting,
a side-view of the placement platform 308 and/or objects
thereon.

The robotic system 100 can use the image data from the
sensors 216 to perform tasks, such as for transierring the
objects from the start location 114 to the task location 116.
Accordingly, the robotic system 100 can use the image data
to derive and implement one or more packing plans and/or
motion plans to perform the tasks. As described 1n further
detail below, the robotic system 100 can derive and/or
dynamically adjust packing plans and corresponding motion
plans to place objects on or within the placement platform
308. The plans can correspond to one or more objects being
placed on top of other objects (e.g., stacking). The robotic
system 100 may derive and/or adjust the various plans such
that the stacked object (e.g., the object placed on top of a
lower object) 1s placed such that peripheral portion(s) of the
object laterally extends beyond peripheral portion(s) of the
lower object. In some 1nstances, the robotic system 100 may
derive and/or adjust the plans such that the protruding
stacked object contacts and/or leans against a vertically-
ortented wall or divider of the placement platform 308.
Accordingly, the robotic system 100 can derive the packing
plans and the motion plans to effectively increase the place-
ment zone within the placement platform 308 and use the
vertically-oriented walls or dividers to support objects
therein.

Also described 1n detail below, the robotic system 100 can
dynamically adjust the packing plans and/or the motion
plans based on detecting abnormalities associated with the
placement platform 308. For example, the robotic system
100 can obtain real-time 1mages of the actual placement
platforms (e.g., carts and/or cages) as they are placed during
operation of the robotic system 100. The robotic system 100
can analyze the real-time 1mages to detect abnormalities 1n
the placement platforms, such as reduction 1n a placement
zone (e.g., in comparison to a predetermined or an expected
space) caused by partial-opening, misalignment, and/or war-
page in the vertical walls. Based on detecting the anomalies
in real-time, the robotic system 100 can dynamically update
the plans (e.g., at the deployment site and/or immediately
before implementing/triggering the mitially dertved plans).
In some embodiments, the robotic system 100 can test and
verily various shifted placement locations. The robotic sys-
tem 100 can further test updated motion plans that corre-
spond to the placement location according to the real-time
conditions.

The robotic system 100 can similarly use one or more of
the sensors 216 to locate and track the robotic arm 302, the
end-eflector 304, and/or the target object 112. In some
embodiments, the robotic system 100 can track the location
(shown as a coordinate set (x, y, z) 1n FIG. 3) based on
readings from positional sensors. Also, the robotic system
100 can calculate and track the location based on the
communicated or executed commands/settings. The robotic
system can determine and track the locations according to a
predetermined coordinate system or a grid.

Example Placement Platforms

FIGS. 4A-4D are illustrations of example object contain-
ers (e.g., the placement platform 308 of FIG. 3) in accor-
dance with one or more embodiments of the present tech-
nology. FIG. 4A 1s a side-view of an example cart 410, and
FIG. 4B 1s a top-view of the cart 410. The cart 410 can be
an object container that has a cart-base 412 and a pair of
opposing cart-sidewalls 414. For example, the cart-base 412
can have a footprint (e.g., a perimeter shape or a silhouette
from a top or a bottom view) with a rectangular shape. The
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cart-sidewalls 414 can be attached to/over or integral with a
pair of opposing peripheral edges of the cart-base 412. Space
above the remaining peripheral edges of the cart-base 412
can remain open or unobstructed.

FIG. 4C 15 a side-view of an example cage 420, and FIG.
4D 15 a top-view of the cage 420. The cage 420 can be an
object container that has a cage-base 422 and three verti-
cally-oniented walls (e.g., a pair of opposing cage-sidewalls
424 and a cage-backwall 426). For example, the cage-base
422 can have a footprint with a rectangular shape. The
cage-sidewalls 424 can be attached to/over or integral with
a pair ol opposing peripheral edges of the cage-base 422.
The cage-backwall 426 can be attached to/over or integral
with one of the remaining peripheral edges of the cage-base
422. The space opposite the cage-backwall 426 can remain
open or unobstructed.

Each placement platform 308 can include an expected
placement zone 430 that can be occupied by carrnied/loaded
objects. In other words, the expected placement zone 430
can represent an intended or a predetermined cargo space for
the corresponding placement platform 308. Referring to
FIGS. 4A-4D together, the expected placement zone 430 for
the cart 410 and the cage 420 can extend up to and/or be
bounded by the vertically-oriented walls (e.g., the cart-
sidewalls 414, the cage-sidewalls 424, and/or the cage-
backwall 426). Accordingly, the robotic system 100 may
derive, implement, and/or execute plans to place objects
within the cart 410 and/or the cage 420 such that the objects
contact and/or are supported by the vertically-oriented walls.
The placement zone 430 may laterally extend (e.g., along
y-ax1is) up to (e.g., before or coplanar/coincident with) or
past the open/unobstructed edges of the cart-base 412 and/or
the cage-base 422. Similarly, the placement zone 430 may

vertically extend (e.g., along z-axis) up to or above a top
edge of the vertically-oriented walls. In other words, in some
instances, the robotic system 100 may derive, implement,
and/or execute plans to place objects such that at least a
portion of the placed object 1s above the top edge of the
vertically-oriented walls of the corresponding placement
platiorm 308.

Example End-Effector

FIG. SA-3C are illustrations of an example end-eflector
(e.g., the end-efiector 304 of FIG. 3) 1n accordance with one
or more embodiments of the present technology. FIGS. 5A
and 5B are a side-view and a top-view, respectively, of an
example gripper assembly 502 and a portion of the robotic
arm 302. In some embodiments, the gripper assembly 502
can correspond to a vacuum-based gripper configured to
create a vacuum between the gripper assembly 502 and an
object, thereby aflixing the object relative to the gripper
assembly 502 (e.g., gripping the object).

The gripper assembly 502 may include structural mem-
bers 512 (e.g., rotational joints, extension arms, etc.) that
structurally couple the robotic arm 302 to a gripper 514. The
gripper 514 can 1include circuits, motors, and/or other
mechanical components configured to operate a gripping
interface 516 to contact and aihix one or more targeted
objects relative to the gripper 514. In some embodiments,
the gripping interface 516 can include suction cups that are
controlled by actuators and/or other mechanical components
in the gripper 514. The gripper 514 can be configured to
form and control a vacuum within a space bounded by each
of the suction cups and the contacted surface, thereby
allixing and gripping the targeted object.

The gripper assembly 502 may include other components.
In some embodiments, the gripper assembly 3502 may
include a calibration board 518 configured to provide func-
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tionalities used to determine location of the gripper assem-
bly 502 and/or one or more portions thereof. The calibration
board 518 can be used as a reference 1n obtained 1mages
and/or provide detailed location information for the calibra-
tion process. The calibration board 518 may be attached to
or integral with a peripheral edge of the gripper 514 and
extend away from the peripheral edge. In some embodi-
ments, the calibration board 518 can extend vertically away
from a top surface of the gripper 514. The calibration board
518 may also extend laterally toward or away from the
structural members 512 and/or a center portion of the
gripper 514.

The gripper assembly 502 can have dimensions that are
predetermined or known by the robotic system 100. For
example, the gripper assembly 502 can have an assembly
height 522, a base length 524, and/or a base width 526. The
assembly height 522 can correspond to a distance (e.g.,
along a z-axis) between an outermost portion of the struc-
tural members (e.g., a top portion or a portion connected to
the robotic arm 302) and a portion of the gripping interface
516 opposite the outermost portion. The base length 524 and
the base width 526 can correspond to lateral dimensions of
the gripper 514 measured along orthogonal directions (e.g.,
the x-axis and the y-axis). The dimensions can correspond to
a predetermined pose/arrangement of the gripper assembly
502 associated with engaging or gripping the targeted object.

In some embodiments, one or more dimensions of the
gripper assembly 502 may change while gripping an object.
FIG. 5C 1s an illustrative side-view of the gripper assembly
502 after gripping and lifting the target object 112 1n
accordance with one or more embodiments of the present
technology. For vacuum-based grippers, an extended inter-
face height 532 may correspond to a height of the suction
cups in theirr mitial and unengaged state. In contacting,
creating, and maintaining the vacuum within the suction
cups, the shape of suction cups may deform and/or com-
press. Accordingly, when the gripper 514 engages and grips
the target object 112, the gripping interface 516 may corre-
spond to an engaged interface height 534 that is less than the
extended interface height 532. Accordingly, the assembly
height 522 may reduce when engaging/gripping the target
object 112. The robotic system 100 can determine or identity
the change 1n the height (e.g., the engaged interface height
534) to accurately determine and track the locations of the
gripper 514, the target object 112, and/or portions thereof. In
some embodiments, the robotic system 100 can have the
engaged interface height 534 predetermined and stored 1n
the storage devices 204 of FI1G. 2. In some embodiments, the
robotic system 100 can determine the engaged interface
height 534 in real-time (e.g., during deployment/operation)
based on capturing and analyzing image data from the
side-view sensor 312 of FIG. 3 after gripping the target
object 112 and lifting the gripper 514 by a predetermined
height.

Example Discretization Models

FIG. 6 1s an illustration of example discretized models
600 of packing components 1n accordance with one or more
embodiments of the present technology. The discretized
models 600 can include pixelated representations of the
packing components, such as the manipulated/packed
objects (e.g., the registered objects), robotic units or portions
thereol, and/or object receptacles (e.g., the placement plat-
form 308 of FIG. 3). For example, the discretized models
600 can describe physical sizes/shapes of the packing com-
ponents according to discretization umts 602 (i.e., one
discrete area/space corresponding to predetermined dimen-
sions). In other words, the discretization units 602 can
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correspond to unit pixels, such as polygons (e.g., squares or
cubes) having one or more dimensions corresponding to
discretization length.

Dimensions of the discretization units 602 can include a
length that 1s preset by a system operator, a system designer,
a predetermined put/setting, or a combination thereof. In
some embodiments, the dimensions of the discretization
units 602 can be adjusted dynamically during operation of
the robotic system 100. In some embodiments, the size of the
discretization units 602 (e.g., the discretization unit) can
change according to dimensions of the objects and/or dimen-
s1ons of the loading platforms. The size of the discretization
units 602 (e.g., pixels) can also be adjusted (via, e.g., a preset
rule/equation and/or operator selection) to balance required
resources (e.g., computation times, required memory, etc.)
with packing accuracy. When the size decreases, the com-
putation times and the packing accuracy can increase based
on the resulting increased data. Accordingly, discretization
of the packing tasks (e.g., the target packages, the end-
cllector assembly, and the packing platforms) using adjust-
able discretization units 602 provides increased flexibility
for palletizing the packages. The robotic system 100 can
control a balance between the computation resources/time
with the packing accuracy according to unique scenarios,
patterns, and/or environments.

The robotic system 100 can describe or represent the
robotic arm 302 of FIG. 3, the end-eflector 304 of FIG. 3, the
target object 112 of FIG. 1, the placement platform 308 (e.g.,
the cart 410 of FIG. 4A and/or the cage 420 of FIG. 4B),
already placed objects, and/or portions thereof via known or
predetermined units. Thus, the robotic system 100 can
transform continuous real-world space/area into computer-
readable digital information. Further, the discretized data
can provide reduced computational complexity in describing
spaces occupied by the packaging components and for
comparing various package placement locations. For
example, package dimensions can correspond to integer
numbers of discretization units rather than real-world deci-
mal numbers, thereby reducing the complexity of related
mathematical computations.

The robotic system 100 can utilize the discretized models
600 generated by a discretization mechanism (e.g., a pro-
cess, a circuit, a function, and/or a routine). In some
instances, the discretized models 600 may be provided by an
external source (e.g., a manufacturer, a distributor, a cus-
tomer, etc.). Also, the robotic system 100 may generate the
discretized models 600 based on segmenting target data
(c.g., 1mage data, shape templates, and/or other digitized
physical representations) representative of the packing com-
ponents. The robotic system 100 can 1dentily actual features
606 (c.g., edges and/or corners) in the segmenting target
data, such as using edge detection mechanisms (e.g., a Sobel
filter). Based on the identified actual features 606 (shown
using solid lines), the robotic system 100 can determine a
reference point/edge 604 (e.g., a corner, a center portion, a
central-portion, a visual mark, and/or a locating device) 1n
the segmenting target data. The robotic system 100 can use
the reference location 604 as an origin point and accordingly
divide the segmenting target data using predetermined
dimensions and/or directions that correspond to the discreti-
zation units 602 (shown using dotted lines). The resulting
segments can be the discretized/pixelated umts of the
imaged component. Thus, the robotic system 100 (e.g., via
the processors 202 of FIG. 2) can map continuous surfaces/
edges of real-world objects (e.g., packages, the robotic arm,
the gripper, one or more portions thereof, and/or other
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objects associated with the task) into discrete counterparts
(e.g., unit lengths and/or unit areas).

In some 1nstances, the actual features 606 may not coin-
cide with discretization unmits 602. In other words, the
packing component may have a dimension that has a deci-
mal/fractional component of the discretization units (e.g.,
1.2 units or 3% unit). The robotic system 100 can generate the
discretized models 600 based on rounding up or down
according to the context. For example, the discretized mod-
els 600 can be or iclude model objects (e.g., the target
object 112 of FIG. 1), the placement platform 308 of FIG. 3,
the robotic arm 302 of FIG. 3, and/or the end-eflector 304 of
FIG. 3. For components entering into the object receptacles
(e.g., the robotic arm 302, the end-eflector 304, and/or the
objects), the robotic system 100 may generate the corre-
sponding discretized models 600 by rounding up the dimen-
s1ons to the quantity of the discretization units 602. In other
words, the robotic system 100 can generate the discretized
models 600 with model boundaries 608 (shown using
dashed lines) beyond the actual features 606 of the modeled
components that go into the cart 410 of FIG. 4 and/or the
cage 420 of FIG. 4. For the object receptacles (e.g., the
placement platform 308, such as the cart 410 and/or the cage
420), the robotic system 100 may generate the correspond-
ing discretized models 600 by rounding down the dimen-
s1ons to the quantity of the discretization units 602. In other
words, the robotic system 100 can generate the discretized
models 600 before or between the actual features 606 of the
modeled components.

The robotic system 100 may generate the discretized
models 600 with the model boundary 608 beyond (e.g.,
separated from) the actual features 606 by a separation
distance 610. For example, the separation distance 610 can
correspond to an added bufler such that the robotic system
100 models or accounts for a larger space than the actual
component, such as for the end-effector 304. Accordingly,
the robotic system 100 can ensure that the modeled com-
ponent does not contact or collide with other objects/
structures during operation (e.g., while moving the compo-
nents). Thus, the robotic system 100 can provide decreased
collision rates using the discretized models 600 generated
according to the separation distance 610. Also, in some
embodiments, the robotic system 100 can generate the
discretized models 600 having rectangular cross-sectional
shapes with the model boundarnies 608 coinciding with or
based on outer-most portions of the modeled components.
Accordingly, the robotic system 100 can provide less com-
plex or simpler processing (1.¢., 1n comparison to consider-
ing all edges/corners/features) for testing locations/motions
for the modeled components.

In some embodiments, the discretized models 600 may be
predetermined or generated off-line (e.g., independent of
and before a corresponding operation/implementation) and
stored 1n the master data 252 for access during deployment
or operation of the robotic system 100. In other embodi-
ments, the discretized models 600 may be generated in
real-time (e.g., during operation) based on obtaining image
data representative of the start location 114 and/or the task
location 116.

The discretized models 600 can represent the shapes, the
dimensions, etc., of the packaging components 1n 2D and/or
3D. For example, the discretized models 600 can include an
object model (e.g., an object footprint model 612 and/or an
object profile model 614) for each instance or type of
registered or 1maged object. Also, the discretized models
600 can 1include a container model (e.g., a container footprint
model 622 and/or a container profile model 624) for each
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instance or type of the placement platform 308. The con-
tainer models 622 and 624 can represent a placement surface
(e.g., an mner bottom surface of an object receptacle having
a lateral enclosure as illustrated 1n FIGS. 4A-4D) according
to the discretization unit 602. The container models 622 and
624 can be based known or standard-size object receptacles.
Moreover, the discretized models 600 can include a gripper
footprint model 632 and/or a gripper profile model 634 that
represent portions of robotic units used to perform tasks
associated with placing the objects (e.g., the target objects
112) on/in the placement platform 308. For example, the
gripper models 632 and/or 634 can represent the end-
cllector 304, the robotic arm 302, and/or portions thereof.

The footprint models can correspond to perimeters of the
modeled components along a lateral plane (e.g., x-y plane).
The profile models can correspond to perimeters of the
modeled components along a vertical plane (e.g., x-z and/or
y-z plane). In some embodiments, the discretized models
600 can include 3-D models.

Example Placement Computations

FIG. 7A 1s an illustration of an example packing plan 700
in accordance with one or more embodiments of the present
technology. The robotic system 100 can use the discretized
models 600 of FIG. 6 to derive the packing plan 700 that
includes derived placement locations for a set of objects
within or on the placement platiorm 308 of FIG. 3 (e.g., a
container). The packing plan 700 can represent the place-
ment locations and/or the placed objects in 2D and/or 3D. In
some embodiments, the packing plan 700 can be a 3D
model. The packing plan 700 can correspond to a top-view
702 and/or a side-view 704 that represents lateral and/or
vertical occupancies of objects placed within the expected
placement zone 430 of FIG. 4A.

For the example illustrated in FIG. 7A, the targeted
objects can 1nclude objects of first, second, and third types
designated to be packed into an instance of the cart 410.
Accordingly, the robotic system 100 can derive the packing
plan 700 using a first object model 706, a second object
model 708, and a third object model 710 corresponding to
the first, second, and third object types, respectively, and the
container model (e.g., the container footprint model 622
and/or the container profile model 624). The robotic system
100 can derive the packing plan 700 based on deriving,
testing, and evaluating various positions of the object mod-
¢ls overlaid on the container model. According to the rules
and/or conditions described in detail below, the robotic
system 100 may derive the packing plan 700 that places the
first and second types of objects in the lower layer 712 (e.g.,
lower-most layer contacting the cart-base 412 of FIG. 4A)
and the third type of objects in the stacked layer 722.

The robotic system 100 can derive the packing plan 700
for placing/packing targeted objects in the designated/as-
signed placement platform 308. The robotic system 100 can
derive the packing plan 700 based on overlaying object
models (e.g., instances of the object footprint model 612 of
FIG. 6 and/or the object profile model 614 of FIG. 6) of the
targeted objects on the container model (e.g., the container
footprint model 622 of FIG. 6 and/or the container profile
model 624 of FIG. 6) of the designated placement platform
308. The robotic system 100 can derive and/or test the
corresponding placement locations according to a set of
predetermined rules and/or conditions. The robotic system
100 can 1teratively derive placement locations for the tar-
geted objects to derive the packing plan 700. The robotic
system 100 can further derive the packing plan 700 and/or
a corresponding set of motion plans based on minimizing
resource expenditures (e.g., number of maneuvers, corre-
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sponding durations, etc.), maximizing number of packed
objects, and/or minimizing errors/failures (e.g., piece-loss,
collisions, etc.).

Further, the robotic system 100 can derive the packing
plan 700 for stacking objects on top of each other, such as
in layers (e.g., a lower layer 712 and a stacked layer 722).
Also, the robotic system 100 can derive the packing plan 700
with objects contacting and/or leaning against the vertically-
oriented walls of the container (e.g., the cart-sidewalls 414
of FIG. 4A and/or the cage-sidewalls 424 of FIG. 4C). For
example, the lower layer 712 can include a lower-outermost
object 714 closest to a support wall 725 (e.g., a vertically-
oriented structure of the container that defines or 1s within
the expected placement zone 430 that may be used/desig-
nated to contact/support objects) and separated by an object-
wall separation 726 (e.g., a distance and/or a number of
pixels between the support wall 725 and a nearest peripheral
edge/point of a corresponding directly adjacent object).
Objects/walls may be directly adjacent when no other object
occupies the space between the corresponding pair of
objects, such as along a lateral direction. The upper stacked
layer 722 can include a stacked object 724 that i1s at least
partially placed on and supported by the lower-outermost
object 714. Peripheral portions of the stacked object 724 can
laterally protrude beyond a peripheral edge of the lower-
outermost object 714. The peripheral edge/surface of the
stacked object 724 (e.g., a vertically oriented surface/edge
and/or a top corner/edge) can be closer to or contact the
support wall 725. The robotic system 100 can derive the
packing plan 700 with the placement location for the stacked
object 724 (e.g., overhanging/protruding past the lower-
outermost object 714 and/or contacting the support wall
725) based on the object-wall separation 726. In some
embodiments, when the edge/surface of the nearest object 1s
not parallel with the support wall 725, the robotic system
100 can calculate the object-wall separation 726 as an
average ol the corresponding distances. The robotic system
100 can further derive the packing plan 700 according to
object reference locations 728, such as CoM locations
and/or center portions, of the targeted objects. Details
regarding the derivation are described below.

In some embodiments, the robotic system 100 can derive
and utilize an axis aligned bounding box (AABB) 730 for a
set of objects designated for placement in the container. In
other words, the AABB 730 can be a designated planar
shape (e.g., a rectangle) that encompasses and/or 1s coinci-
dent with outer-most portions of the objects according to the
derived placement plan. For the example 1llustrated in FIG.
7A, the AABB 730 can be a set of rectangles that are aligned
according to a set of predetermined axes (e.g., X, y, and z
axes) that coincides with outer-most points of the objects 1n
the packing plan 700. The AABB 730 can represent an
overall size (e.g., pack size) of the packing plan 700. The
robotic system 100 may derive and use the AABB 730 to
adjust the packing plan 700 and account for unexpected
real-world conditions (e.g., partially-opened containers and/
or warped container walls). As described 1n detail below, the
robotic system 100 may derive and use the AABB 730 in
altering or shifting the placement or position of the objects
(e.g., the packing plan 700). In some embodiments, using the
AABB 730, the robotic system 100 can consider the entire
stack of objects for the packing plan 700 as a single object.
The AABB 730 can be derived according to the discretized
units as described above.

FIG. 7B 1s an illustration of a placement planning process
in accordance with one or more embodiments of the present
technology. The robotic system 100 of FIG. 1 (via, e.g., the
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one or more processors 202 of FIG. 2) can derive the
packing plan 700 of FIG. 7A for a set of available packages
742. The available packages 742 can correspond to the
objects that need to be or are targeted to be packed for an
cgress shipment and/or for storage. For example, the avail-
able packages 742 can correspond to incoming objects
received via an ingress shipment and/or stored objects that
have been ordered for an egress shipment. In some embodi-
ments, the robotic system 100 can use a shipping manifest,
an order list, etc., to 1dentity the available packages 742 1n
real-time, such as directly in response to (1.e., within a
threshold duration from) receiving the manaifest, the list, etc.
Accordingly, the robotic system 100 may use the 1dentified
available packages 742 to derive the packing plan 700 1n
real-time. As such, the robotic system 100 can use real-time
conditions, availability, and/or demands to derive the pack-
ing plan 700 instead of ofi-line packing simulators that
utilize a hypothetical number/set/combination of packages
to derive plans that are applied regardless of real-time
conditions. In some embodiments, the robotic system 100
can use devices (e.g., one or more of the processors 202)
located at the location receiving, storing, and/or sending the
objects, such as a shipping hub and/or a warehouse. In other
embodiments, the robotic system 100 can use the expected
conditions to implement packing derivations ofl-line.

In deriving the packing plans, the robotic system 100 can
group and/or sequence the available packages 742. The
robotic system 100 can use the ordered set of the available
packages 742 to derive the packing plan 700. The robotic
system 100 can determine and evaluate unique placement
locations/combinations for the available packages 742 to
derive the packing plan 700. In other words, the robotic
system 100 can determine a set ol potential placement
combinations 744 and evaluate (e.g., score) them according
to a set of predetermined requirements, conditions, weights,
costs, subsequent implications, or a combination thereof.
Based on the evaluation, the robotic system 100 can select
a placement combination to derive the packing plan 700.

In at least one embodiment, the robotic system 100 can
derive the packing plan 700 using an algorithm that itera-
tively evaluates placements of the sequenced packages. As
illustrated 1n FIG. 7B, for example, the robotic system 100
can begin the derivation by determining an initial placement
for the first package 1n the available packages 742. Accord-
ingly, the robotic system 100 can overlap the corresponding
discretized object model (e.g., the first object model 706, the
second object model 708, and/or the third object model 710
as 1llustrated 1n FIG. 7A) over the discretized platform
model (e.g., the container models 622 and/or 624 of FIG. 6)
at an 1n1tial location (e.g., a corner, a middle location, and/or
another preset location). The robotic system 100 can track
remaining packages 752 based on removing the placed
package (e.g., the first package) from the available packages
742.

Based on the 1nitial placement, the robotic system 100 can
determine a set of possible placements for the second
package 1n the available packages 742. The robotic system
100 can determine the set of possible placements according
to a predetermined rule, pattern, or a combination thereof.
For example, the robotic system 100 can determine the
placement locations according to a pattern ol locations
relative to the previously placed package(s) (e.g., relative to
the previously placed package(s)). Also, the robotic system
100 can determine the placement locations based on a
mimmum/maximum separation distance or a lack thereof
required between one or more of the packages. Further, the
robotic system 100 can determine the placement locations
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based on rotating the package (1.e., the corresponding dis-
cretized object model) according to a predetermined
amount, such as 90 degrees. In some embodiments, the
robotic system 100 can limit the placement possibilities
according to a predetermined threshold and/or pattern. Fur-
ther, the robotic system 100 can update the remaiming
packages 752 accordingly.

The robotic system 100 can repeat the above-described
process and 1teratively process the available packages 742
until a stopping condition is reached. Some examples of the
stopping condition can represent that all packages have been
placed (1.e., the remaiming packages 752 1s empty), the
placements cannot be improved (e.g., same evaluation score
as the previous tier/iteration), no more packages can be
placed over the discretized platform model, or a combina-
tion thereof.

In some embodiments, the robotic system 100 can track
the possible placements and the corresponding potential
placement combinations 744 using a search tree 754. A root
of the search tree 754 can correspond to the initial placement
and each level or tier can include potential placements of the
subsequent package in the available packages 742. The
different tiers can be connected to form a branch that
corresponds to a unique combination of placements for the
set of packages.

For potential placements of each package, the robotic
system 100 can identity and eliminate (e.g., represented by
‘X’ 1n FI1G. 7B) redundant footprints. For example, at each
tier of the search tree 754, the robotic system 100 can
compare (e.g., overlay) the resulting footprints of the poten-
tial placement locations/combinations. Based on the com-
parison, the robotic system 100 can eliminate duplicates of
the resulting footprints. In some embodiments, the robotic
system 100 can further compare transposed, rotated, and/or
mirrored versions of the resulting footprints to eliminate
related duplicates. For example, the robotic system 100 can
rotate one footprint by +90 degrees and/or transpose the
footprint across one or more mirroring lines (e.g., a diagonal
line extending across opposing corners, a bisecting line(s)
extending along x and/or y directions, or a combination
thereol) and compare it to other footprints.

Also, for potential placements of each package, the
robotic system 100 can identily and eliminate placements
that violate one or more requirements/constraints. One
example of the requirements/constraints can be based on
collision probabilities. The robotic system 100 can calculate
an approach path for each placement location and a corre-
sponding collision probability according to the pre-existing
footprint, one or more dimensions of the packages, a loca-
tion of the transier robot, a previous event or history, or a
combination thereof. The robotic system 100 can eliminate
the placements where the collision probability exceeds a
predetermined threshold. Another example of the require-
ments/constraints can be a supported weight for stacking
(1.e., placing directly on/over one or more support packages)
the package. For one or more of the packages under the
placement location, the robotic system 100 can calculate a
support weight (1.e., a combined weight of packages or
portions thereof directly over) based on the weight of the
placed package. The robotic system 100 can eliminate the
placements where the support weight violates (e.g., exceeds
or 1s within a threshold range from) a fragility requirement
(e.g., a maximum supportable weight) for one or more of the
packages under the placement location.

In some embodiments, the robotic system 100 can track
and/or evaluate the placement combinations 744 using a
priority queue 756 (e.g., a heap structure etc.). The priority




US 11,020,854 B2

19

queue 756 can order the placement combinations 744
according to a sequence of preferences. The robotic system
100 can evaluate or score each of the placement combina-
tions 744 according to one or more predetermined criteria.
The criteria can include one or more costs associated with
already placed items and/or one or more heuristic scores
associated with how the current placement aflects future
placements or possibilities.

One example of the criteria can include maximization of
footprint density. The robotic system 100 can calculate the
footprint density for an outer perimeter 762 for a grouping
of packages. In some embodiments, the outer perimeter 762
can be determined based on exposed/outer perimeter edges
of the grouping of packages. The robotic system 100 can
turther enclose surrounding/related areas by extending two
or more edges and finding an 1ntersect and/or by drawing a
line that connects one or more corners of the footprint. The
robotic system 100 can calculate the footprint density as a
rat1o between an actual occupied area 764 (e.g., a number of
discretization units 602 of FIG. 6 or pixels corresponding to
the shaded area) and an empty area 766 (e.g., a number of
discretization units 602 corresponding to the enclosed/re-
lated areas). The robotic system 100 can be configured to
prefer (e.g., by assigning a higher/lower score) to placement
plans that minimize the empty area 766.

FIG. 7C 1s an 1illustration of example placement rules in
accordance with one or more embodiments of the present
technology. The robotic system 100 may use the placement
rules to derive placement locations of objects within the
designated container. For example, the robotic system 100
may discard or disqualily potential placement locations that
fail to satisty one or more placement rules.

Some 1nstances of the placement rules can be for placing
objects on top of each other, such as for stacking/placing one
or more layers of packages above one or more other layer(s)
of packages. The robotic system 100 can use the placement
rules for improving/ensuring stability of the stacked objects
and prevent any objects from slipping and/or tipping during
movement of the container. For illustrative purposes, FIG.
7C show multiple scenarios of a top package 772 directly
above and supported by (e.g., directly contacting) one or
more support packages 774.

The robotic system 100 may use a horizontal offset rule
776 to derive 3D placement locations (e.g., the 3D packing
plan 700 of FIG. 7A). The horizontal offset rule 776 can
include a regulation, a requirement, or a combination thereof
for controlling horizontal oflsets of vertical edges/surfaces
between stacked items. For example, the horizontal oflset
rule 776 can be based on an overlap requirement 778, an
overhang requirement 780, or a combination thereof. The
overlap requirement 778 can include a minimum amount
(e.g., a percentage or a ratio of length, width, and/or surface
area) of overlap between the stacked packages. In some
embodiments, the overlap requirement 778 can require that
a minmimum amount of horizontal dimension/surface area of
the top package 772 1s overlapped with and/or contacting
that of the support package 774. The overhang requirement
780 can include a maximum amount (e.g., a percentage or a
ratio of length, width, and/or surface area) of overhang, such
as a portion of the top package 772 that horizontally extends
past a perimeter edge/surface of the support package 774.

In some embodiments, the horizontal offset rule 776 can
be based on weight, dlmensmn and/or center-ol-mass
(CoM) locations 782. For example, the overlap requirement
778 and/or the overhang requirement 780 can be based on
the CoM locations 782, such as for evaluating a distance
between the CoM locations 782 of the top package 772 and
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the support package 774 relative to a distance between the
top CoM location and a horizontal edge/surface of the
support package 774. Also, the overlap requirement 778
and/or the overhang requirement 780 can correspond to
evaluation of distance between the CoM locations 782 of the
top package 772 and the support package 774 relative to an
overhang distance (e.g., a measure along a horizontal direc-
tion of a portion of the top package 772 extending past
peripheral edge(s) of the support package 774). In some
embodiments, the horizontal oflset rule 776 can be based on
a CoM oflset requirement 784 that requires the CoM loca-

tions 782 of the top packages 772 and the support packages
774 to be within a CoM support threshold. The CoM support

threshold can include a predetermined distance, a threshold
limait for a ratio between the oflset distance between the CoM
locations 782 relative to a horizontal dimension, an over-
hang distance, an overlapped distance, or a combination
thereof.

The robotic system 100 may also use a support separation
rule 786 to derive the 3D placement locations. The support
separation rule 786 can include a regulation, a requirement,
or a combination thereof for controlling a lateral separation
distance 788 between the support packages 774. The lateral
separation distance 788 can correspond to a horizontal
distance between peripheral surfaces/edges of directly adja-
cent support packages 774. In some embodiments, the
support separation rule 786 can be further based on locations
and/or amounts of overlapped surfaces between the top
package 772 and the support packages 774. For example, the
support separation rule 786 can require that the lateral
separation distance 788 be larger than any overhang dis-
tances by a predetermined percentage. Also, the support
separation rule 786 can require that the lateral separation
distance 788 extends under the CoM location 782 of the top
package 772. In some embodiments, when the placement
location of the top package 772 satisfies the support sepa-
ration rule 786, the robotic system 100 may consider por-
tions of the top package 772 between the support packages
774 (e.g., portions over the lateral separation distance 788)
as being supported by and/or contacting an object 1n the
bottom layer.

The robotic system 100 may also use a vertical offset rule
790 to derive 3D placement locations. The vertical oflset
rule 790 can include a regulation, a requirement, or a
combination thereof for controlling a support height difler-
ence 792 between vertical locations of the support packages
774. The support height difference 792 can correspond to a
vertical distance between top portions of corresponding
support packages 774, such as for portions that would likely
contact the top package 772 placed over the corresponding
support packages 774. In some embodiments, the vertical
oflset rule 790 can require the support height difference 792
to be under a predetermined threshold requirement for
stacking one or more packages on top of the support
packages 774.

In some embodiments, the vertical oflset rule 790 can
vary based on the layer height. For example, when the top
package 772 (e.g., the supported package) 1s part of the
top-most layer, the limit for the support height difference
792 can be greater than for the lower layers. In some
embodiments, the vertical oflset rule 790 can vary based on
proximity to vertically-oriented walls/dividers of the desig-
nated container. For example, when the support package 774
having the lower height 1s closest to the vertical wall (e.g.,
with no other objects between the support package 774 and
the wall), the limait for the support height difference 792 can
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be greater since the top package 772 may be supported by
the vertical wall even 1f the support fails and/or the top
package 772 shiits.

The robotic system 100 may derive/estimate a pivot
location 793 associated with an ornentation of the top
package 772 (e.g., tilt below a lateral/horizontal reference
plane). The pivot location 793 can be a top portion of the
taller support package (1.e., tallest support location). The
robotic system 100 can derive the pivot location 793 as a
peripheral edge and/or the highest portion of the support
package nearest to the shorter support package. The robotic
system 100 can further derive the pivot location 793 based
on the CoM location 782, the lateral dimensions of the top
package 772, and/or a weight of the top package 772.
Similarly, the robotic system 100 can estimate a rotation of
the top package 772 about the pivot location 793. The
robotic system 100 may estimate the rotation according to
the object reference location 728 (e.g., the CoM location
782), the lateral dimensions of the top package 772, and/or
a weight of the top package 772.

The robotic system 100 can generate packing plans (e.g.,
a 3D combination of multiple 2D placement plans/locations)
according to the placement rules. For example, the robotic
system 100 can generate the 2D placement plans (e.g.,
placement locations along a lateral layer/plane) according to
height requirements (e.g., for keeping the heights of the
object groupings within a threshold distance). Subsequently,
the robotic system 100 can generate the stacking plans based
on vertically overlapping (e.g., stacking) the 2D placement
plans.

The robotic system 100 can further generate the packing
plans according to placement rules for leaning objects
against the support wall 725. In some embodiments, the
placement rules can include a wall-support rule 794, a
tilt-support rule 796, and/or multiple overhang rule 798. The
wall-support rule 794 can include a regulation, a require-
ment, or a combination thereof for controlling placement of
objects against/contacting a vertically-oriented container
structure. In one or more embodiments, the wall-support rule
794 may be analyzed first and other rules (e.g., the tilt-
support rule 796 and/or the multiple overhang rule 798) may
be analyzed or checked when the proposed/analyzed place-
ment position satisfies the wall-support rule 794.

The wall-support rule 794 may be based on an effective
support 795 that corresponds to a portion of the top package
772 (e.g., a portion of a bottom surface thereof) that would
contact and/or be supported by the support package 774
when the top package 772 1s placed on the support package
774. In other words, the eflective support 795 may corre-
spond to overlapping portions between the support package
774 and the top package 772 and/or a portion of the top
package 772 excluding/remaining from the overhanging
portion thereof. In some embodiments, the wall-support rule
794 may require a mimimum amount (e.g., a minimum
percentage threshold, such as 51% or greater) of the etlec-
tive support 795. In other words, the wall-support rule 794
can require an overhang distance to be less than the effective
support 795 by a prescribed amount. In one or more embodi-
ments, the wall-support rule 794 may require a minimum
number of corners (e.g., 4 to 6 corners out of 8 corners 1n a
box-type structure) to be over/supported by the support
package 774.

The wall-support rule 794 may also be based on the
object-wall separation 726 measured between the support
wall 725 and the support package 774, one or more dimen-
sions of the top package 772, and/or the CoM location 782
of the top package 772. For example, the wall-support rule
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794 may require the CoM location 782 to be over or within
peripheral edges of the efiective support 795 such that the
CoM location 782 1s over and/or supported by the support
package 774. Also, the wall-support rule 794 may require
the object-wall separation 726 to be less than a lateral
dimension of the eflective support 795 (e.g., remaining/
overlapped portion of the top package 772). The wall-
support rule 794 may consider similar aspects as the hori-
zontal offset rule 776, but with lowered support
requirements based on contact with and/or the support
provided by the support wall 725 for the top package 772.
In other words, the robotic system 100 can derive, analyze,
and/or validate potential placement locations that violate the
horizontal offset rule 776 but satisty the wall-support rule
794. For example, the wall-support rule 794 can derive and
validate potential placement locations that overhang further
along a lateral direction than allowed by the horizontal offset
rule 776. Since the object placed at the placement location
would contact the support wall 725 and derive structural
support/stability ifrom the container, the object may be
placed at locations that would otherwise violate the hori-
zontal offset rule 776.

The tilt-support rule 796 can include a regulation, a
requirement, or a combination thereof for controlling place-
ment of objects according to a tilt or a change in pose of the
top package 772 with respect to contact between the top
package 772 and the support wall 725. In some embodi-
ments, the tilt-support rule 796 can be applied/tested when
the top package 772 1s adjacent to the support wall 725
without contact (e.g., having a non-zero separation distance
along a lateral direction between an outermost edge of the
top package 772 and the support wall 725). The tilt-support
rule 796 can be used to account for shifts and/or rotations of
the top package 772 that may occur during transport and
resulting eflect on other objects within the container.

In some embodiments, the tilt-support rule 796 may place
a limit (e.g., a maximum threshold) for a tilt angle 797
associated with the top package 772. The tilt angle 797 can
be an angle between a reference surface (e.g., a top surface)
of the top package 772 1n an intended pose or at a candidate
placement location and 1n a rotated pose. The robotic system
100 can calculate the tilt angle 797 based on rotating the
corresponding discretized model of the top package 772
about the pivot location 793 (e.g., a peripheral edge of the
support package 774 nearest to the support wall 725). The
t1lt angle 797 can correspond to a peripheral portion of the
top package 772 (e.g., a top portion nearest to the support
wall 725) contacting the support wall 725. Accordingly, the
tilt-support rule 796 may be used to validate the placement
location that would cause the top package 772 to contact
and/or be supported by the support wall 725 without exces-
sive rotation of the top package 772 (1.e. an amount of
rotation that would cause the support package 774 to shift in
position and/or cause the top package 772 to topple/fall into
the object-wall separation 726). The robotic system 100 can
use the tilt-support rule 796 to derive, analyze, and/or
validate potential placement locations that may violate other
rules, such as the horizontal offset rule 776 and/or the
wall-support rule 794. In other words, based on the ftilt-
support rule 796, the robotic system 100 can validate posi-
tions where the object would extend/overhang further than
allowed by the horizontal offset rule 776 since the object
would remain supported/fixed even 1n the event that the
object shifts during transport.

In one or more embodiments, the tilt-support rule 796
may further be based on the weight of the top package 772
and/or the CoM location 782 of the top package 772 relative
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to the pivot location 793. For example, the robotic system
100 can calculate an object-shiit likelithood (e.g., a likeli-
hood of lateral displacement during transfer) for the top
package 772 based on the weight thereof. Also, the robotic
system 100 can calculate an object-rotation likelithood for
the top package 772 based on the weight and the CoM
location 782 of the top package 772 relative to the pivot
location 793. The robotic system 100 may calculate the
various likelithoods according to one or more predetermined
equations/processes that account for forces encountered by
the objects during transfer, friction forces between placed
objects and/or container, and/or other associated physical
parameters. The robotic system 100 may include qualifying,
threshold(s) for the various likelihoods. In other words, the
robotic system 100 may conclude that the targeted place-
ment position satisfies the tilt-support rule 796 when the
calculated shift/rotation likelihoods are below the qualifying
thresholds with or without considering the tilt angle 797.

The multiple overhang rule 798 can 1nclude a regulation,
a requirement, or a combination thereof for controlling
placement of multiple/successive overhanging objects. In
other words, the multiple overhang rule 798 can be used to
evaluate a candidate placement location over and supported
by an intermediate object 799 that 1s over and supported by
the support package 774. The robotic system 100 may
consider the multiple overhang rule 798 when the candidate
placement location i1s over the intermediate object 799
overhanging one or more objects below with peripheral
portions of the intermediate object 799 laterally extending
past peripheral portions of one or more objects below. In
other 1nstances (e.g., when peripheral portions of the inter-
mediate object 799 extends laterally up to and not beyond
peripheral portions of objects below), the robotic system 100
may consider the candidate placement location relative to
intermediate object 799, such as by considering the inter-
mediate object 799 as the support object.

In processing the multiple overhang rule 798, the robotic
system 100 can derive the eflective support 795 of the top
package 772 relative to one or more packages below the
intermediate overhanging object 799. For example, the
robotic system 100 can derive the eflective support 795
based on overlap between the top package 772 and the
bottom-most package and/or the package that i1s furthest
away laterally from the support wall 725. In other words, the
robotic system 100 may designate the bottom-most object or
the object that 1s laterally the furthest from the support wall
725 as the support package 774 for objects above, including
the top package 772. In some embodiments, as part of
processing for the multiple overhang rule 798, the robotic
system 100 can use the resulting eflective support 795 for
the top package 772 to test for the horizontal offset rule 776
and/or the wall-support rule 794. The robotic system 100 can
validate the candidate placement location and determine the
multiple overhang rule 798 as being satisfied when the
adjusted eflective support 795 of the top package 772
satisfies the horizontal offset rule 776 and/or the wall-
support rule 794 as described above.

Alternatively or additionally, the robotic system 100 can
derive a combined object estimation 732 with a combined
reference location 734 for the objects above the designated
support package 774 (e.g., the bottom-most object and/or the
object below the candidate placement location and laterally
turthest from the support wall 725), including the candidate
placement location of the top package 772. The robotic
system 100 can derive the combined object estimation 732
as a designated planar shape (e.g., a rectangle) that encom-
passes and/or 1s coincident with outer-most portions of the
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combined objects (e.g., objects above and/or supported by
the designated support package 774). In other words, the
robotic system 100 can derive the combined object estima-
tion 732 similar to the AABB 730 but for the combined
objects. The robotic system 100 can derive the combined
reference location 734 based on combining the reference
locations (e.g., the CoM locations) of the combined objects.
For example, the robotic system 100 can derive the com-
bined reference location 734 based on combining (via, e.g.,
spatial averaging) the CoM locations 782 with the corre-
sponding package weights as parameter weights for the
CoM locations 782. Accordingly, the robotic system 100 can
estimate and process a CoM location for the combined set of
objects.

To test for compliance with the multiple overhang rule
798, the robotic system 100 can process/test the combined
object estimation 732 and/or the combined reference loca-
tion 734 in place of the top package 772 and/or the corre-
sponding CoM location 782. For example, the robotic sys-
tem 100 can validate the candidate placement location when
the corresponding combined object estimation 732 and/or
the combined reference location 734 satisiy the horizontal
offset rule 776, the wall-support rule 794, the tilt-support
rule 796, and/or any other placement rules.

In some embodiments, the robotic system 100 may com-
pare the object-wall separation 726 to a support threshold
distance that represents a limit for supporting the top pack-
age 772. The support threshold distance may be based on
one or more physical aspects of the top package 772 (e.g.,
package height). For example, the support threshold distance
can be for determining whether the object-wall separation
726 15 large enough for the top package 772 to laterally shait
and fall between the support wall 725 and the support
package 774. Accordingly, the horizontal offset rule 776, the
wall-support rule 794, the tilt-support rule 796, and/or other
placement rules may require the object-wall separation 726
to be below the support threshold distance (e.g., a fraction of
a dimension of the top package). In one or more embodi-
ments, the robotic system 100 may adjust the threshold
requirements for the effective support 795 based on the
relationship between the object-wall separation 726 and the
support threshold distance. For example, the robotic system
100 may increase the threshold requirement for the effective
support 795 (e.g., from between 51% and 60% to 75% or
greater) when the object-wall separation 726 1s greater than
the support threshold distance.

In some embodiments, the robotic system 100 can con-
sider and validate the candidate placement locations with the
top package 772 extending above a top edge of the support
wall 725. The robotic system 100 may validate such place-
ment locations based on, for example, (1) an overlap amount
between the support wall 725 and top package 772, (2) a
protrusion amount for the portions of the top package 772
protruding above the top edge, (3) a ratio between (1) and
(2), (4) the CoM location 782 of the top package 772 (e.g.,
vertical location of the CoM relative to the wall edge), (5)
a lateral distance between the top package 772 and the
support wall 725, (6) the pivot location, (7) estimated or
predetermined friction coeflicients for the placed objects, (8)
weight of the objects, (9) maximum acceleration/force
thresholds associated with shifting/toppling objects, and/or
other similar physical parameters.

The robotic system 100 may process the various place-
ment rules according to one or more predetermined
sequences and/or interaction patterns. For example, the
robotic system 100 may test the candidate placement loca-
tion according to a predetermined sequence and/or flow
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(e.g., ii-then type of processing) associated with the place-
ment rules. Also, the robotic system 100 may process a score
corresponding to each placement rule, aggregate the result-
ing scores, and compare the aggregate score to a placement
score threshold to validate the candidate placement location.
Example 3D Computations

FIGS. 8A and 8B are 1illustrations of various aspects of a
support computation in accordance with one or more
embodiments of the present technology. As described above,
the robotic system 100 of FIG. 1 can derive the packing plan
700 of FIG. 7A based on derniving and testing candidate
placement locations for the target object 112 of FIG. 1. The
candidate placement location can represent a node in the
search tree 754 of FIG. 7B. FIGS. 8A and 8B may illustrate
an example mechanism for computing 3D placements of
objects (e.g., stacking objects), which may be performed at
least partially ofl-line (using, e.g., expected or known
parameters) and/or at least partially 1n real-time (based on,
¢.g., real-time sensor data).

In some embodiments, the robotic system 100 can 1tera-
tively move the discretized model of the target object (e.g.,
the object footprint model 612 of FIG. 6) across the dis-
cretized model of the designated placement container (e.g.,
the container footprint model 622 of FIG. 6) to generate the
candidate positions. For example, the robotic system 100
can generate an 1nitial mstance of a candidate position 801
by placing a corresponding discretized object model accord-
ing to one or more orientations at a predetermined initial
location (e.g., a corner) of the discretized platform model.
For the next instance of the candidate position 801, the
robotic system 100 can move the discretized object model
by a predetermined distance (e.g., one or more unit pixels)
according to a predetermined direction/pattern.

When the candidate position 801 overlaps one or more
objects at a planned location or an existing object/structure
(such as for real-time placement computations), the robotic
system 100 can calculate and evaluate a measure of support
(e.g., ellective support 795 of FIG. 7C) provided by the
already-placed objects. To calculate and evaluate the mea-
sure ol support, the robotic system 100 can determine and
track heights/contour for the placement area. For example,
the robotic system 100 can update height measures 802 per
a unit area (e.g., the discretized units 602 of FIG. 6)
according to known/expected heights of processed objects
(c.g., objects with finalized or validated placement loca-
tions). For real-time processing, the robotic system 100 can
use depth measures (e.g., point cloud values) from one or
more of the imaging devices 222 of FIG. 2 directed toward
the task location 116 of FIG. 1. Since a vertical position of
the ground and/or the platform surface i1s known (e.g., a
height of the cart/cage-base above the facility ground sur-
face), the robotic system 100 can use the depth measure to
calculate the heights/contour of the exposed top surface(s) of
the platform, the placed objects, or a combination thereof.

The robotic system 100 can update the discretized plat-
form model to include the height measures 802 during the
iterative placement derivation. The robotic system 100 can
determine the height measures 802 according to each of the
discretized pixels in the discretized platform model. For
example, the robotic system 100 can determine the height
measures 802 as the maximum heights for the surface
portions of the container base and/or placed/processed
objects within the corresponding unit pixels.

For each of the candidate positions 801 that overlap one
or more of the already-placed objects, the robotic system
100 can evaluate the placement possibility based on the
height measures 802. In some embodiments, the robotic
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system 100 can evaluate the placement possibility based on
identifving the highest value of the height measures 802
overlapped in each of the candidate positions 801. The
robotic system 100 can further identily other height mea-
sures 802 located in each of the candidate positions 801 with
the height measures 802 within a limit of a difference
threshold relative to the highest measure of the height
measures 802. The qualifying cells/pixels can represent
locations that can provide support for the stacked object
such that the stacked object rests essentially flat/horizontal
(1.e. parallel relative to the placement surface of the con-
tainer base).

As 1llustrated 1n FIG. 8A, for the first of the candidate
positions 801 (e.g., upper-left corner of the container foot-
print model 622), the highest height measure can be 0.3 (1.¢.,
300 millimeters (mm) tall). For the difference threshold
predetermined as 0.02 (representing, e.g., 20 mm), the
robotic system 100 can identity the top four discretized
cells/pixels as satisitying the difference threshold. The
robotic system 100 can use the i1dentified/qualifying cells/
pixels to evaluate/represent the degree of support.

FIG. 8B illustrates a further example of the support
computation. FIG. 8B shows one of the candidate positions
801 with the container footprint model 622 (shown using
solid thicker outline) overlaid in an upper-left corner of the
candidate positions 801. The robotic system 100 can calcu-
late/utilize various support parameters 804, which are
parameters used to evaluate the candidate position 801. For
example, the support parameters 804 can include discretized
dimensions 806, an overlapped arca 808, a height difference
threshold 810, a support threshold 812, a maximum height
814, a lower height limit 816, a qualifying count 818, a set
of support area outlines 820, a support arca size 822, a
support ratio 824, the CoM location 782, or a combination
thereof.

The discretized dimensions 806 can describe physical
dimensions (e.g., length, width, height, circumierence, etc.)
of the target object 112 of FIG. 1 according to the discreti-
zation units 602 of FIG. 6. For example, the discretized
dimensions 806 can include quantities of the discretization
units 602 that form peripheral edges of the discretized object
model 612/614. The overlapped areca 808 can describe an
area (e.g., a footprint size along the horizontal plane) occu-
pied by the target object 112, which can similarly be
represented according to the discretization units 602. In
other words, the overlapped area 808 can correspond to a
quantity of the discretization units 602 within the discretized
object model. For the example illustrated in FIG. 8B, the
target object 112 can have the discretized dimension 806 of
s1x pixels by seven pixels, which corresponds to the over-
lapped arca 808 of 42 pixels.

The height difference threshold 810 and the support
threshold 812 can correspond to limits used to process
and/or validate the candidate positions 801. The height
difference threshold 810, which can be predetermined and/or
adjusted by an operator and/or an order, can represent
allowed deviations from another reference height (e.g., the
maximum height 814 corresponding to the highest instance
of the height measures 802 1n the area overlapped by the
discretized object model) for contacting and/or supporting
packages placed on top. In other words, the height difference
threshold 810 can be used to define a range of surface
heights that can contact and/or support the package placed
thereon. As such, relative to the maximum height 814, the
lower height limit 816 can correspond to a lower limit for
heights within the overlapped area 808 that can provide
support for the stacked package. For the example illustrated
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in FIG. 8B, the height difference threshold 810 can be 0.02.
When the maximum height 814 1s 0.2, the lower height limat
816 can be 0.18. Accordingly, 1n placing the target object
112 at the candidate position 801, the robotic system 100 can
estimate that surfaces/pixels with heights greater than 0.18
will contact and/or provide support for the target object 112.

Accordingly, 1n one or more embodiments, the robotic
system 100 can categorize the discretization units 602 within
the overlapped area 808 according to the height difference
threshold 810. For example, the robotic system 100 can
categorize the discretization units 602 having heights satis-
tying the height difference threshold 810 (i.e., values greater
than or equal to the lower height limit 816) as supporting,
locations 828 (e.g., a grouping of discretization units 602
that represent a surface capable of havmg objects stacked
thereon, such as represented 1n FIG. 4B via shaded pixels).
The robotic system 100 can categorize the other discretiza-
tion units 602 as unqualified locations 830 (e.g., pixels with
heights lower than the lower height limit 816).

The support threshold 812 can represent a limit for
evaluating the candidate positions 801 based on a sufliciency
of the supporting locations 828. For example, the support
threshold 812 can be for evaluating an amount, a ratio, an
area, a location, or a combination thereof associated with the
supporting locations 828. In some embodiments, the support
threshold 812 can be used to determine whether the quali-
tying count 818 (e.g., an amount of the supporting locations
828) for the candidate position 801 1s suflicient for support-
ing the target object 112.

In one or more embodiments, the support threshold 812
can be used to evaluate a supported area (e.g., the discreti-
zation units 602 that can provide support to an object stacked
thereon, as can be determined by the height threshold)
associated with the supporting locations 828. For example,
the robotic system 100 can determine the support area
outlines 820 based on extending edges and/or determining
lines that extend across or around the unqualified locations
830 to connect corners of outermost/perimeter instances of
the supporting locations 828. Thus, the support area outlines
820 can exclude the unqualified locations 830. Accordingly,
the support area outlines 820 can define a perimeter for the
supported area based on the perimeter instances of the
supporting locations 828. Since the support area outlines
820 can extend across and/or include the unqualified loca-
tions 830, the support areca size 822 (e.g., a quantity of the
discretization units 602 within the supported area) can be
greater than the qualifying count 818. As such, the support
area size 822 eflectively represents separations between the
outermost edges/corners where the support 1s provided.
Because wider supports are preferred (e.g., wherein portions
of the support area outlines 820 are greater than the overlap
areca 808 of the object for reducing overhangs and/or
improving stability), the support threshold 812 can corre-
spond to a minimum number of the discretization units 602
in the supported area (e.g., for evaluating the support area
outlines 820), thereby eflectively evaluating a separation
between the outermost edges/corners where the support 1s
provided.

In some embodiments, the support threshold 812 can be
for evaluating the support ratio 824, which can be calculated
based on comparing the qualifying count 818 and/or the
support area size 822 to the overlapped arca 808. For
example, the support ratio 824 can include a ratio between
the qualifying count 818 and the overlapped area 808 for
representing horizontal stability, supported weight concen-
tration, or a combination thereof. Also, the support ratio 824
can include a ratio between the support area size 822 and the
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overlapped area 808 for representing relative widths
between supporting edges/corners under the target object
112.

Further, the robotic system 100 can further evaluate the
candidate positions 801 based on the CoM location 782 of
the target object 112. In some embodiments, the robotic
system 100 can access the CoM location 782 of the target
object 112 from the master data 252 of FIG. 2 and/or
dynamically estimate the CoM location 782 based on grip-
ping and/or lifting the target object 112. Once accessed/
estimated, the robotic system 100 can compare the CoM
location 782 to the support area outlines 820. The robotic
system 100 can require the candidate position 801 to include
the CoM location 782 within the support area outlines 820
and eliminate/disqualily the candidate positions 801 that fail
to satisty such requirement. In one or more embodiments,
the robotic system 100 can calculate and evaluate a place-
ment score based on separation distances (e.g., along the x
and/or the y axes) between the CoM location 782 and the
support area outlines 820.

The robotic system 100 can use the support parameters
804 to evaluate constraints/requirements. For example, the
robotic system 100 can eliminate/disqualify the candidate
positions that do not satisty the support threshold 812, a
CoM location threshold (e.g., a requirement to include the
CoM location 782 within the support area outlines 820),
and/or other stacking rules. Also, the robotic system 100 can
use the support parameters 804 to calculate the placement
scores for the candidate positions 801 (e.g., the locations that
satisly the constraints) according to predetermined weights
and/or equations. As described 1n detail below, the robotic
system 100 can use the calculated placement score to rank
the candidate positions 801 according to the predetermined
preferences (e.g., as reflected by the weights/equations).

In some embodiments, the robotic system 100 can deter-
mine whether the end-eflector 304 of FIG. 3 can be posi-
tioned to place the target object 112. For example the
robotic system 100 can overlap the discretized end-eflector
model (e.g., the gripper footprint model 632 of FIG. 6 and/or
the gripper profile model 634 of FIG. 6) over the discretized
plattorm model (e.g., the container footprint model 622
and/or the container profile model 624) at the task location
116 of FIG. 1, according to the derived candidate positions
801. The robotic system 100 may verily the candidate
positions 801 when the discretized end-eflector model 1s
between (e.g., without overlapping) the support wall 725 of
FIG. 7C or corresponding discretized portions.

As an 1illustrative example, the robotic system 100 can
verily a set of available grip configuration of the end-eflector
304 (e.g., over a center portion, aligned against a peripheral
edge, rotated 1-359 degrees relative to the object, etc.) for
one or more (e.g., each) of the candidate positions 801. For
cach grip configuration, the robotic system 100 can adjust
the discretized end-eflector model according to the grip
configuration and overlay the adjusted model over the
discretized platform model. Using the overlaid models, the
robotic system 100 can calculate depth values for the
end-effector 304 at the placement position of the target
object 112 (1.e., with the target object 112 resting on the
placement surface in the candidate position 801). The depth
value(s) for a top surface of the target object 112 in the
candidate position 801 can be calculated as the sum of the
depth value of the placement surface according to the
discretized platform model, height of one or more objects
placed or planned for placement between the container tloor
and the candidate position 801, and/or the height of the
target object 112. The corresponding depth value(s) for the
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end-eflector can be calculated as the sum of the calculated
depth value of top surface of the target object at the
candidate position 801 and the depth value(s) corresponding
to the discretized end-eflector model.

For each grip configuration, the robotic system 100 can
compare the depth values of the discretized end-eflfector
model with the depth values surrounding the target object
112 1n the candidate position 801 (e.g., heights of other
objects and/or the support wall 725). The robotic system 100
can reject the grip configuration when the depth values for
the discretized platiorm and/or objects thereon indicate that
the 2D mesh for the discretized end-effector model waill
collide with portions of the container (e.g., the support wall
725) or objects stacked therein. The robotic system 100 can
detect likely collisions when the depth values are the same
or within a threshold range between the discretized platiorm
model and the discretized end-efifector model. The robotic
system 100 may also detect the likely collisions when the
depth values indicate that the discretized end-eflector is
lower than the corresponding/overlapping portions of the
discretized platform model. Similarly, the robotic system
100 can determine potential collisions when the 2D mesh
representing the end-effector and attached portion of the
robotic arm contact or extend beyond the boundaries of the
discretized platform model.

The robotic system 100 can accept or validate the grip
configuration that pass the collision analysis. In other words,
the robotic system 100 can validate the remaiming grip
configurations that do not correspond to any potential col-
lisions. The robotic system 100 can further validate the
corresponding candidate position 801 based on validating
the grip configuration. Thus, the robotic system 100 can
account for the end-eflector 304 1n deriving the placement of
the target object 112. The robotic system 100 can further use
the above-described process to account for the end-eflector
304 when updating the placement plans 1n real-time to adjust
for unexpected conditions (e.g., unexpected location and/or
shape of the support wall 725).

Example Motion Plannming,

FIGS. 9A-9C are illustrated aspects of an example motion
plan computation 1n accordance with one or more embodi-
ments of the present technology. FIGS. 9A and 9B are profile
views 1llustrating example approaches for placing the target
object 112 of FIG. 1. FIGS. 6A and 6B each illustrate an
approach path 901 for placing the target object 112 at the
corresponding candidate position 801 of FIG. 8A over one
or more preceding objects 508 (e.g., objects already placed

or planned for earlier placement) in the container.

The robotic system 100 of FIG. 1 can derive the approach
path 901 based on approach increments 903, which are
illustrated as the dashed boxes of F-1 to F-5. The approach
increments 903 can represent sampling increments that
correspond to sequential positions of the target object 112,
the robotic arm 302 of FIG. 3 (or a portion thereot), the
end-effector 304 of FIG. 3, or a combination thereof, 1n 3D
space along the corresponding approach path 901. In some
embodiments, the approach increments 903 can match one
or more dimensions of the discretization units 602 of FIG.
6 used for the models. The approach path 901 can include
path segments 904 that correspond to linear segments/
directions. The path segments 904 may include a final

segment 906 for placing the target object 112 at the corre-
sponding candidate position 801 of FIG. 8A. In some
embodiments, the final segment 906 can include a vertical
(e.g., a downward) direction or movement. In other embodi-
ments, the final segment 906 can include an angled down-
ward trajectory into the candidate position 801 following a
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vertical downward approach increment, such as to place the
object beneath and/or laterally extending into an overhang.

To derive the approach path 901, the robotic system 100
can 1dentily any of the preceding objects 902 and/or the
support walls 725 that may potentially become an obstacle
for the target object 112, the robotic arm 302, and/or the
end-eflector 304 when placing the target object 112 at the
candidate position 801. In one or more embodiments, the
robotic system 100 can identily potential obstacle(s) 910 as
instance(s) ol the preceding objects 902 overlapping a
horizontal line (e.g., a straight line along the x-y plane)
and/or a 2D plane extending between locations over the start
location 114 and the corresponding candidate position 801.
The robotic system 100 can further identily the potential
obstacle(s) 910 as instance(s) of the preceding objects 902
overlapping a lane 912 (as illustrated 1n FIG. 9C) derived
around the horizontal line, such as based on deriving the lane
912 parallel to and overlapping the horizontal line and
having a width based on one or more dimensions (e.g., a
width, a length, and/or a height) of the target object 112. As
illustrated 1n FIGS. 9A and 9B, the start location 114 can be

to the right of the candidate position 801. Similarly, the
robotic system 100 can further identify the potential
obstacle(s) 910 as the support walls 725 of the container.
In some embodiments, the robotic system 100 can vali-
date the potential obstacle 910 based on the depth measures
described above. For example, the robotic system 100 can
validate/identily the potential obstacles 910 with one or
more of the top surface depth measures greater than or equal
to those of the candidate position 801. The robotic system
100 can eliminate from the potential obstacles 910 the
preceding objects 902 that have the top surface depth
measures less than those of the candidate position 801. In
one or more embodiments, the robotic system 100 can
identify/eliminate the potential obstacles 910 based on an
ambiguity associated with the height of the candidate posi-
tion 801 and/or the height of the potential obstacles 910.
In some embodiments, the robotic system 100 can derive
the approach path 901 1n a reverse order, such as beginning
from the candidate position 801 and ending at the start

location 114. Accordingly, the robotic system 100 can derive
the final segment 906 first (e.g., before other segments) to
avoid the potential obstacles 910. For example, the robotic
system 100 can determine a set of the lanes 912 according
to dimensions of the object and the end-effector (e.g., a
combination of the gripper models and the object models
according to the engaged interface height 534 of FIG. 5C).
In some embodiments, the set of lanes can include one or
more laterally-extending lanes that correspond to a height
and/or a width of the target object. The set of lanes may also
include one or more vertically-extending lanes that corre-
spond to a length and/or a width of the target object.

The robotic system 100 can first derive the vertically-
extending lanes extending upward from the candidate posi-
tion 801. The robotic system 100 can evaluate whether the
vertically-extending lanes overlap/contact any preceding
objects 902 and/or the support walls 725. The robotic system
100 can disquality the candidate position 801 based on
detecting the overlap/contact and/or evaluate lateral move-
ments. When the vertically-extending lanes do not overlap/
contact any potential obstacles 910 (e.g., the preceding
objects 902 and/or the support walls 725), the robotic system
100 can derive the laterally-extending lanes from the verti-
cally-extending lanes to a location over the start location
114. The robotic system 100 can derive the laterally-extend-
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ing lanes at a predetermined minimum height (e.g., mini-
mum/maximum drop height and/or the container wall
height).

The robotic system 100 can similarly evaluate whether the
laterally-extending lanes overlap/contact any potential
obstacles 910. The robotic system 100 can iteratively
increase a height (e.g., by one or more approach increments
903) for the laterally-extending lanes based on detection of
a potential obstacle. The robotic system 100 can thus evalu-
ate lateral lanes at increasing heights until a clear approach
lane 1s determined and/or a maximum evaluation height 1s
reached. When the maximum evaluation height 1s reached
without a clear lane, the robotic system 100 can disregard
the candidate position 801. Otherwise, the robotic system
100 can validate the laterally-extending lane.

The robotic system 100 can derive the approach path 901
according to the validated vertical lanes (e.g., corresponding
to the final segment 906) and the validated lateral lanes (e.g.,
corresponding to the path segment 904). In some embodi-
ments, the robotic system 100 can similarly evaluate diago-
nally extending lanes (e.g., lanes that extend upward and
across at an angle) and/or multiple lane segments (e.g.,
iteratively going up and then moving across to follow a step
pattern) for the approach path 901.

As an 1illustrative example, the robotic system 100 can
continue to increase the height of the laterally extending
lanes until the bottom surface/lane edge 1s above the poten-
tial obstacles 910 and/or clears a nearest potential obstacle
by a clearance threshold 914 (e.g., a requirement for a
mimmum vertical separation for the target object 112 above
a highest point of the potential obstacles 910 to avoid contact
or collision between the target object 112 and the potential
obstacle 910). When the lanes satisiy the clearance threshold
914, the robotic system 100 may adjust the corresponding
approach increment along a horizontal direction (e.g.,
toward the start location 114) by a predetermined distance.
Accordingly, the robotic system 100 can derive the final
segment 906 and/or the subsequent path segments 904 based
on the candidate position 801 and the approach path 901.

Once dernived, the robotic system 100 can use the
approach path 901 to evaluate the corresponding candidate
positions 801. In some embodiments, the robotic system 100
can calculate the placement score according to the approach
path 901. For example, the robotic system 100 can calculate
the placement score according to a preference (e.g., accord-
ing to one or more weights that correspond to predetermined
placement preferences) for a shorter length/distance for the
final/vertical segment. In one or more embodiments, the
robotic system 100 can include a constraint, such as a
maximum limit, associated with the approach path 901 (e.g.,
for the final/vertical segment 906) used to eliminate or
disqualily candidate positions 801.

In some embodiments, the robotic system 100 can further
evaluate the corresponding candidate positions 801 accord-
ing to other collision/obstruction related parameters. For
example, the robotic system 100 can evaluate the candidate
positions 801 according to horizontal separations 916
between the candidate positions 360 and one or more of the
preceding objects 902. Each of the horizontal separations
916 can be a distance (e.g., a shortest distance) along a
horizontal direction (e.g., x-y plane) between the corre-
sponding candidate position 360 and an adjacent instance of
the preceding objects 902. The robotic system 100 can
calculate the placement scores for the candidate positions
360 based on the horizontal separation 916 similarly as
described above for the approach path 901. Also, the robotic
system 100 can eliminate or disqualily candidate positions
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360 based on the horizontal separation 916, such as when the
horizontal separation 916 fails a minimum requirement.
Since the final segment 906 1s generally the most dithicult for
object placement, validation of the approach path 901 begin-
ning with the final segment 906 provides reduced processing
time for validating the approach path 901.

Example Adjustments for Unexpected Conditions

FIG. 10 1llustrates example real-time sensor data (e.g.,
sensor output 1000) in accordance with one or more embodi-
ments of the present technology. The robotic system 100 of
FIG. 1 can obtain the sensor output 1000 via the correspond-
ing sensors. For example, the sensor output 1000 may
include a top-view 1image 1052 from the top-view sensor 310
of FIG. 3 and/or a side-view 1image 1054 from the side-view
sensor 312 of FIG. 3. The top-view image 1052 and/or the
side-view 1mage 1054 can depict the container (e.g., the cart
410 of FIG. 4A and/or the cage 420 of FI1G. 4C) at the task
location 116 of FIG. 1 and/or the objects 1n the container.

The robotic system 100 of FIG. 1 can analyze the sensor
output 1000 for unexpected features 1002 associated with
the container. For example, the robotic system 100 can
analyze the sensor output 1000 based on detecting the actual
teatures 606 (via, e.g., an edge-detection mechanism, such
as a Sobel filter) and comparing them to predetermined/
expected features (e.g., edges) of the container. The robotic
system 100 can detect the unexpected features 1002 when
the actual features 606 depicted in the sensor output 1000
deviate from the expected features of the container (repre-
sented by, e.g., a corresponding template) and/or template
patterns for predetermined error conditions. Some examples
of the unexpected features 1002 can correspond to error
conditions for the support wall 725 of FIG. 7C, such as a
partially-opened cart wall (illustrated via the left wall)
and/or a warped wall (illustrated via the right wall).

The unexpected features 1002 may correspond to a place-
ment surface that deviates from an expected placement
surface. For example, the partially-opened cart wall and/or
the warped wall may expose a reduced portion of the
container bottom surface. As such, the packing plans 700 of
FIG. 7A derived based on expected conditions may not be
applicable (e.g., may not fit without adjustments) for the
actual container with the unexpected features 1002. Also, the
unexpected features 1002 may present unexpected
obstacles/blockages for motion plans (e.g., the approach
paths 901 of FIG. 9A) associated with the packing plans 700.

Accordingly, 1 response to detecting the unexpected
teatures 1002, the robotic system 100 may dynamically
adjust the packing plans 700 to account for the unexpected
teatures 1002. In other words, the robotic system 100 can
dynamically (e.g., during packing/loading operation) gener-
ate or update the packing plans 700 to place the planned
objects 1n the container despite or 1n view of the unexpected
teatures 1002. In dynamically adjusting the packing plans
700, the robotic system 100 can use the sensor output 1000
to dynamically generate one or more actual container mod-
¢ls that include or represent the unexpected features 1002.
For example, the robotic system 100 can dynamically gen-
crate an adjusted footprint model 1022 based on the top-
view 1mage 1052 and/or an adjusted profile model 1024
based on the side-view 1image 1054. The robotic system 100
can generate the adjusted models based on pixelating and/or
discretizing the sensor output 1000 according to the discreti-
zation units 602 of FIG. 6 and/or the approach increments
903 of FIG. 9A. For example, the robotic system 100 can
identily detected edges that correspond to the support walls
725 (e.g., one or more 1nner top edges thereol) and/or the
container base, based on predetermined patterns associated
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with depth, color, shape, and/or other parameters. The
robotic system 100 can select one or more predetermined
instances of the 1dentified edges as starting/reference edges
(e.g., a portion of the model boundary 608). The robotic
system 100 can use the selected edges and begin dividing the
area/space between the support walls 725 for the pixeliza-
tion process. The robotic system 100 can pixelate the
area/space without exceeding or extending past the edges
that correspond to the support walls 725 and/or associated
locations/heights. Thus, the robotic system 100 can deter-
mine remaining portions ol the model boundary 608.
Accordingly, the robotic system 100 can dynamically gen-
crate the adjusted models that represent an adjusted place-
ment zone 1026 where the objects may be stored.

As described above, the robotic system 100 can dynami-
cally determine the adjusted placement zone 1026 that may
be different than the expected placement zone 430 of FIG.
4A. When the unexpected features 1002 are detected, the
robotic system 100 can compare the adjusted placement
zone 1026 to the expected placement zone 430 and/or the
packing plan 700 for placing the objects 1n the container. For
example, the robotic system 100 can overlay the container
models and/or the packing plan 700 over the adjusted
models. Accordingly, the robotic system 100 can determine
whether the expected placement zone 430 differs from the
adjusted placement zone 1026 and/or whether the packing
plan 700 extends past the adjusted placement zone 1026.

The robotic system 100 can 1nitiate pack relocation when
the expected placement zone 430 differs from the adjusted
placement zone 1026 and/or when the packing plan 700 or
a portion thereof extends beyond the adjusted placement
zone 1026. The robotic system 100 can implement the pack
relocation based on moving the packing plan 700 within the
adjusted placement zone 1026. For example, the robotic
system 100 can imitially align the AABB 730 of FIG. 7A to
a predetermined corner/edge of the adjusted placement zone
1026 and evaluate whether the AABB 730 i1s contained
within the adjusted placement zone 1026. When the mnitial
alignment of the AABB 730 1s not contained within the
boundaries of the adjusted placement zone 1026, the robotic
system 100 can 1teratively shift the AABB 730 within the
adjusted placement zone 1026 according to a predetermined
pattern and evaluate whether the AABB 730 1s contained
within the adjusted placement zone 1026. Thus, the robotic
system 100 may adjust placement locations of all objects
within the packing plan 700 as a group/unit.

When a placement of the AABB 730 fits within the
adjusted placement zone 1026, the robotic system 100 can
validate the adjusted position of the packing plan 700. In
some embodiments, the robotic system 100 can validate the
adjusted position of the packing plan 700 based on evalu-
ating whether the approach path 901 of FIG. 9A, for one or
more objects in the shifted or adjusted instance of the
packing plan 700, overlaps with the detected container
edges. For example, the robotic system 100 can update the
approach paths 901 of the first object, the first layer, objects
on peripheral locations of the AABB 730, and/or other
objects to account for the adjustment placement locations.
The shifted approach paths 901 can be overlaid over and
compared with the sensor output 1000 to determine whether
the shifted approach paths 901 overlaps/collides with the
container walls and/or preceding objects. When the evalu-
ated approach paths are clear of the potential obstacles 910
of FIG. 9A for the unexpected features, the robotic system
100 can validate and implement the packing plan 700
according to the shifted location. Thus, the robotic system
100 can implement the packing plan 700 1n light of the
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unexpected features 1002, such as without rederiving the
packing plan 700 and/or the approach paths 901. When the
robotic system 100 fails to determine an alternative location
of the AABB 730 where all objects are contained within the
adjusted placement zone 1026, the robotic system 100 may
rederive the packing plan 700 and/or mitiate/implement
replacement of the container. Details regarding the dynamic
adjustments to the unexpected features 1002 are described
below.

FIG. 11 1s a tlow diagram for a first example method 1100
of operating the robotic system 100 of FIG. 1 1n accordance
with one or more embodiments of the present technology.
The method 1100 can be for deriving the packing plans 700
of FIG. 7A for placing objects (e.g., packages, cases, and/or
boxes) into a container (e.g., the cart 410 of FIG. 4A and/or
the cage 420 of FIG. 4C). The method 1100 can be imple-
mented based on executing the instructions stored on one or
more of the storage devices 204 of FI1G. 2 with one or more
of the processors 202 of FIG. 2. The processors 202 can
control the robotic arm 302 of FIG. 3 and/or the end-eflector
304 of FI1G. 3 according to the packing plans 700, such as by
transierring the target object 112 of FIG. 1 from the start
location 114 of FIG. 1 to the container at the task location
116 of FIG. 1. For example, the processors 202 can control
the robotic units to maneuver the components/objects along
the approach paths 901 of FIG. 9A and place them at the
corresponding placement locations in the container.

At block 1102, the robotic system 100 can identify a set
of objects (e.g., objects that will be determined as the
stacked object 724 of FIG. 7B, the top package 772 of FIG.
7C, the support packages 774 of FIG. 7C, the intermediate
object 799 of FIG. 7C, etc.) designated for placement within
containers at the task location 116. For example, the robotic
system 100 can identily objects (e.g., the set of available
packages 742 of FIG. 7B) that are available for packing,
within an inbound shipment, arriving at a designated loca-
tion, located at a source, designated for placement, and/or
listed 1n an order/request/manifest.

Also, at block 1102, the robotic system 100 can i1dentify
the containers available to recerve the identified objects. For
example, the robotic system 100 can identity the carts 410
and/or the cages 420 that have empty or partially-filled
status and/or available for access (e.g., currently not 1n use
or not blocked). Also, the robotic system 100 can 1dentify the
containers that are becoming available, such as from a
queue. The robotic system 100 may further determine char-
acteristics/traits (e.g., categories, dimensions, identifiers,
ctc.) for the identified containers. The robotic system 100
can interface with another system (e.g., transport robot
system), access information from the master data 252 of
FI1G. 2, and/or obtain real-time information from containers
(via, e.g., sensors at predetermined locations) to identify the
containers and/or their characteristics.

At block 1104, the robotic system 100 can obtain (e.g., by
generating 1n real-time and/or accessing from the master
data 252) one or more discretized models. For example, the
robotic system 100 can obtain discretized models that rep-
resent the identified objects, such as the object models
706-710 of FIG. 7A, the corresponding footprint models 612
of FIG. 6, and/or the corresponding profile models 614, of
FIG. 6. Also, the robotic system 100 can obtain discretized
models that represent the identified containers, such as the
container footprint models 622 of FIG. 6 and/or the con-
tainer profile models 624 of FIG. 6.

In some embodiments, the robotic system 100 can gen-
erate the discretized models 1n real-time (e.g., such as after
receiving the order and/or prior to beginming the packing
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operation, or ofiline) based on pixelating or dividing physi-
cal dimensions or images of the objects/containers according
to the discretization units 602 of FIG. 6 (e.g., pixels having
set dimensions). Dimensions of the discretization units 602
can be predetermined or dynamically set by a manufacturer,
an ordering customer, and/or an operator. For example, the
discretization units 602 may be 1 millimeters (mm) or Vs
inches (in) or greater (e.g., at 5 mm or 20 mm). In some
embodiments, the discretization units 602 can be based (e.g.,
a percentage or a fraction) on a dimension or a size of one
or more of the objects and/or the containers.

In some embodiments, the robotic system 100 can access
the discretized models stored 1n the storage devices 204
and/or another device (e.g., a storage device, a database, a
system for controlling transport robots, and/or a server of a
package supplier accessed via the communication devices
206 of FIG. 2). The robotic system 100 can access the
predetermined discretized models that represents the 1den-
tified objects and/or the identified containers. For example,
the robotic system 100 can access the discretized object
models corresponding to the 1dentified objects by searching,
the master data 252 (e.g., a predetermined table or a lookup
table) for the available objects and their corresponding
models. Similarly, the robotic system 100 can access the
discretized containers model representing the task location
116, such as the 1dentified carts or cages, where the available
objects are to be placed.

At block 1106, the robotic system 100 can determine
object groupings (e.g., subgroupings of the identified
objects). The robotic system 100 can determine the object
groupings according to similarities and/or patterns in one or
more characteristics of the identified objects. In some
embodiments, the robotic system 100 can determine the
object groupings according to predetermined grouping con-
ditions/requirements, such as an object prionty (e.g., as
specified by one or more customers), a fragility rating (e.g.,
a maximum weight supportable by the object), a weight, a
dimension (e.g., a height), a type, or a combination thereof.
In grouping the objects, the robotic system 100 can search
the master data 252 for the various characteristics of the
identified objects that match the grouping conditions/re-
quirements.

At block 1108, the robotic system 100 can derive a
processing order (e.g., a sequence for considering/deriving,
placement locations) for the identified objects and/or the
object groupings. In some embodiments, the robotic system
100 can dernive the processing order according to one or
more sequencing conditions/requirements. For example, the
robotic system 100 can prioritize processing of the object
groupings according to a number of objects within each of
the groupings, such as for processing groupings with greater
number of objects earlier 1n the placement planning. In some
embodiments, the sequencing conditions can overlap with
the grouping conditions, such as for the weight ranges, the
fragility ratings, etc. For example, the robotic system 100
can prioritize the processing of the heavier and/or the less
fragile objects for earlier processing and/or for placement 1n
lower layers.

In some embodiments, the robotic system 100 can priori-
tize the placement planning according to a combined hori-
zontal area. The robotic system 100 can calculate (e.g., via,
¢.g., multiplying corresponding widths and lengths) or
access surface areas of top surfaces of the objects 1n the
groupings using information specified in the master data
252. In calculating the combined horizontal area, the robotic
system 100 can add the surface areas of objects having the
same type and/or heights within a threshold range. In some
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embodiments, the robotic system 100 can prioritize the
placement planning of groupings that have the larger com-
bined horizontal area for earlier processing and/or for place-
ment 1n lower layers.

For one or more embodiments, the robotic system 100 can
load a bufler (e.g., the storage device 204) with i1dentifiers
and/or quantities of the 1dentified objects. The robotic sys-
tem 100 can sequence the 1dentifiers in the builer according
to the groupings. Further, the robotic system 100 can
sequence the identifiers 1n the bufler according to the pro-
cessing order. Accordingly, the sequenced values in the
bufler can correspond to the available packages 742 and/or
the remaining packages 752 illustrated in FIG. 7B.

The robotic system 100 may derive the processing order
for an 1mitial set of the available packages 742 ofl-line, such
as before any of the objects are placed on the platiorm. In
some embodiments, the robotic system 100 can dynamically
derive the processing order for a remaining set of the
available or remaiming packages 752 after initiating or while
implementing the corresponding packing plan 700. For
example, as 1llustrated by a feedback loop from block 1116,
the robotic system 100 can calculate the processing order for
the remaining set (e.g., a portion of the available or remain-
ing packages 752 that have not been transferred to the
platform and/or remain at a source location) according to
one or more triggering conditions. Example triggering con-
ditions can include stacking errors (e.g., lost or fallen
objects), collision events, predetermined retriggering tim-
ings, container abnormalities (e.g., detection of the unex-
pected features 1004 of FIG. 10), or a combination thereof.

The robotic system 100 can derive the packing plan 700
based on 1teratively deriving and evaluating the candidate
positions 801 and/or combinations thereof according to one
or more placement rules. The robotic system 100 can derive
the packing plan 700 based on overlaying object models
over the discretized container model at the candidate posi-
tions 801. The robotic system 100 can estimate one or more
attributes (e.g., physical arrangements of the objects, result-
ing weight, collision probabilities, stability, etc.) associated
with the object models overlaid at the candidate positions
801.

In some embodiments, the robotic system 100 can derive
the candidate positions 801 according to layers, thereby
deriving and evaluating 2D plans. For example, the robotic
system 100 can derive the object placement locations (e.g.,
validate 1nstances of the candidate positions 801) that form
the lowest layer where the placed objects directly contact the
container base (1.¢. the placement surface). In deriving the
layer and/or for subsequent evaluations, the robotic system
100 may add the height measures 802 of FIG. 8A to the
placement locations and process the locations in 3D. Once
the lowest layer 1s derived/validated, the robotic system 100
can derive the candidate positions 801 for placement of
objects on top of (e.g., directly contacting the top surfaces
ol) the objects planned for placement in the lowest layer.
Accordingly, the robotic system 100 can derive the packing
plan 700 that includes multiple 2D layers stacked on top of
cach other. Moreover, in deriving the packing plan 700, the
robotic system 100 can derive and validate positions where
the stacked objects each overhang one or more objects
located below the stacked objects and utilize the support
wall 725 for support. Details regarding the derivation of the
packing plan 700 are described below.

At block 1110, the robotic system 100 can dertve 2D plans
(e.g., layers, such as the lower layer 712 and/or the stacked
layer 722 illustrated in FIG. 7A) for placing the available
packages 742 along corresponding horizontal planes. For
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example, the robotic system 100 can derive the 2D mappings
of placement locations along the horizontal plane for a
subset of the available packages 742. The robotic system
100 can denive the placement plans based on the discretized
models, such as by overlaying/comparing the discretized
object models on/to the discretized contammer model.
Accordingly, the robotic system 100 can analyze diflerent
arrangements (e.g., the candidate positions 801 of FIG. 8A)
of the discretized object models and validate the arrange-
ments that are within the boundaries of the discretized
platform model. The robotic system 100 can designate the
objects that cannot be placed within the boundaries of the
discretized container model for another layer. Accordingly,
the robotic system 100 can iteratively derive placement
locations for the 2D layers of the packing plan 700 until each
of the packages in the package set have been assigned a
location.

In some embodiments, the robotic system 100 can gen-
erate the packing plan 700 and/or the layers therein based on
the object groupings. For example, the robotic system 100
can determine the arrangements for the objects within one
grouping belore considering placements ol objects 1n
another grouping. When objects within an object grouping
overtlows a layer (1.e., cannot {it in one layer or one 1nstance
of the discretized platform model) and/or after placing all
packages of one grouping, the robotic system 100 can assign
locations for the objects 1n the next grouping to any remain-
ing/unoccupied areas 1n the discretized container model. The
robotic system 100 can iteratively repeat the assignments
until none of the unassigned objects can fit over remaining,
spaces ol the discretized container model.

Similarly, the robotic system 100 can generate the plan
layers based on the processing order (e.g., based on the
object groupings according to the processing order). For
example, the robotic system 100 can determine a test
arrangement based on assigning objects and/or groupings
according to the processing order. The robotic system 100
can assign the earliest sequenced object/grouping an 1nitial
placement for the test arrangement, and then test/assign the
subsequent objects/groupings according to the processing
order. In some embodiments, the robotic system 100 can
retain the processing order for the objects/groupings across
layers (e.g., across instances of the placement plans 350). In
some embodiments, the robotic system 100 can rederive and
update (1llustrated using dashed feedback line 1n FIG. 6) the
processing order after each layer 1s filled. In some embodi-
ments, as an illustrative example of the above-described
processes, the robotic system 100 can generate the 2D plans
by 1dentifying the different/unique package types within
cach of the object groupings and/or the package set.

The robotic system 100 can derive (e.g., iteratively)
placement locations for each of the available packages 742.
The robotic system 100 can determine an 1mitial placement
location (e.g., the candidate position 801) for the unique
object first 1n sequence according to the processing order.
The robotic system 100 can determine the itial placement
location according to a predetermined pattern (e.g., a pre-
determined sequence of orientations/positions) as described
above. In some embodiments, the robotic system 100 can
calculate 1mitial placements for each unique package. The
resulting 1nitial placements can each be developed mnto a
unique placement combination (e.g., an instance of the
search tree 754 of FIG. 7B), such as by ftracking the
combination of placement locations across iterations. The
robotic system 100 can derive and track candidate placement
locations for the subsequent objects according to the pro-
cessing order and/or the remaining packages as described
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above. Accordingly, the robotic system 100 can iteratively
derive the placement combinations 744 of FIG. 7B.

In deriving the placement combinations 744 (e.g., a set of
candidate positions 801), the robotic system 100 can itera-
tively derive and evaluate candidate stacking scenarios (e.g.,
potential placement of objects on top of the objects at the
derived candidate positions 801). For example, the robotic
system 100 can evaluate the set of candidate positions 801
in a layer according to a resulting top surface area, a stability
estimate, a support estimate, and/or other criteria. The
evaluated criteria can require/prefer that the discretized
object models entirely fit within horizontal boundaries of the
placement zone. Also, the placement criteria can require that
placement of the discretized object models be within a
threshold distance relative to the mitial placement location
(e.g., such as along a horizontal direction) and/or the pre-
vious placement location, such as for adjacent placements or
separation requirements. Other examples of the placement
criteria can include preferences for adjacently placing pack-
ages having smallest difference(s) 1n one or more package
dimensions (e.g., height), the fragility ratings, the package
welght ranges, or a combination thereof. In some embodi-
ments, the placement criteria can include collision probabili-
ties that can correspond to locations and/or characteristics
(e.g., height) of previously assigned packages in the layer
relative to a reference location (e.g., location of the pallet-
1zing robot). Accordingly, the robotic system 100 can gen-
crate multiple unique placement combinations (i.e., candi-
date placement plans for each layer and/or the candidate
stacking scenarios that each include multiple layers) of
package placement locations. In some embodiments, the
robotic system 100 can track the placements of the combi-
nation based on generating and updating the search tree 754
across the placement iterations.

In finalizing the placement locations for a 2D layer, the
robotic system 100 can calculate/update a placement score
for each combination/package placement. The robotic sys-
tem 100 can calculate the placement score according to one
or more of the placement conditions/preferences (e.g., pack-
age dimensions, collision probabilities, fragility ratings,
package weight ranges, separation requirements, package
quantity conditions). For example, the robotic system 100
can use preference factors (e.g., multiplier weights) and/or
equations to describe a preference for: separation distances
between packages, differences 1n package dimensions/ira-
gility ratings/package weights for adjacent packages, the
collision probabilities, continuous/adjacent surfaces at the
same height, a statistical result thereof (e.g., average, maxi-
mum, minimum, standard deviation, etc.), or a combination
thereof. Each combination can be scored according to the
preference factors and/or the equations that may be pre-
defined by a system manufacturer, an order, and/or a system
operator. In some embodiments, the robotic system 100 can
calculate the placement score at the end of the overall
placement iterations.

In some embodiments, the robotic system 100 can update
the sequence of the placement combinations 744 in the
priority queue 756 of FIG. 7B after each placement 1teration.
The robotic system 100 can update the sequence based on
the placement score.

The robotic system 100 can stop the placement 1terations
(e.g., completion of one candidate placement plan) based on
determining an empty source status, a full layer status, or an
unchanged score status. The empty source status can repre-
sent that all of the available objects have been placed. The
tull layer status can represent that no other objects can be
placed 1n the remaining areas of the considered discretized
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container model. The unchanged score status can represent
that the placement score for the combination remains con-
stant across one or more consecutive placement iterations. In
some embodiments, the robotic system 100 can repeat the
placement 1iterations using different 1nitial placement loca-
tions and/or different processing order (e.g., for reordering,
groups having same sequencing value/score associated with
the sequencing conditions) to derive other instances of the
candidate stacking scenarios. In other words, the robotic
system 100 can generate multiple 2D placement plans,
where each 2D placement plan can represent a layer within
a 3D stack (e.g., an instance of the candidate stacking
scenar10s). In other embodiments, the robotic system 100
can iteratively consider the 3D eflect as a 2D placement plan
1s dertved and begin derniving the next layer as a next
iteration when the 2D placement plan becomes full.

At block 1112, the robotic system 100 can compute
stacking scenarios for the 2D plan. In doing so, the robotic
system 100 can convert each of the placement combinations
744 and/or the 2D placement plans into 3D states as 1llus-
trated at block 1152. For example, the robotic system 100
can assign the height values of the objects to the placement
combinations 744. The robotic system 100 may generate a
contour map (an estimate of a depth map) based on calcu-
lating the height measure 802 for each of the discretization
units 602/pixel of the container model (e.g., the container
footprint model 622) according to the heights of the corre-
sponding objects in the placement combinations 744. For
multiple layers, the robotic system 100 can calculate the
height measures 802 that combine the heights of the objects
planned for placement/stacking at the pixelated location.

With the 3D states, the robotic system 100 can evaluate
the placement combinations 744 according to one or more
stacking rules (e.g., the horizontal ofiset rule 776 of FIG. 7C,
the support separation rule 786 of FIG. 7C, and/or the
vertical offset rule 790 of FIG. 7C). As an 1illustrative
example, the robotic system 100 can calculate a reduced
score for the placement combinations 744 or flag locations
thereol that violate the overlap requirement 778 of FI1G. 7C,
the overhang requirement 780 of FIG. 7C, the vertical oflset

rule 790, the CoM oflset requirement 784 of FIG. 7C, or a

combination thereol described above. In one or more
embodiments, the robotic system 100 can calculate fragility
ratings ol one or more objects, such as by estimating the
supported weights at the overlapped packages and compar-
ing them to the corresponding fragility ratings of the objects
planned for the lower layers.

At block 1154, the robotic system 100 can select combi-
nations according to 3D scores/updates. In other words, the
robotic system 100 can calculate 3D placement scores or
update the placement scores and select the combinations
accordingly. The robotic system 100 can use predetermined
preferences (e.g., weights and/or equations) associated with
placement costs and/or heuristic values for 3D placements.
The predetermined 3D preferences can be similar to the 2D
preferences, grouping prelferences, sequencing conditions,
or a combination thereol. For example, the 3D preferences
can be configured to calculate collision probabilities based
on the 3D state and to calculate scores that favor the
placement combinations with lower collision probabilities.
Also, the robotic system 100 can calculate the scores based
on the remaining packages 752, sizes of support areas with
common height, number of packed items in the 3D state,
difference between the heights of the processed packages, or
a combination thereof. In some embodiments, the robotic
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system 100 can update the sequence of the placement
combinations 744 1n the priority queue 756 according to the
SCOres.

After the 3D states have been processed, the robotic
system 100 can update the 2D plans by deriving a placement
for the next package 1n the remaining packages 752, such as
at block 1110. The robotic system 100 can repeat the
above-described process until a stopping condition, such as
when all of the available packages 742 have been processed
(1.e., empty value/set for the remaining packages 752) and/or
when the placement combinations 744 cannot be improved
(also referred to as unimproved combinations). Some
examples of unimproved combinations can include when the
currently processed placement eliminates the last of the
placement combinations 744 1n the priority queue 756 due to
one or more of the violations and/or when the placement
score remains constant for the preferred combinations across
a threshold number of iterations.

When the stopping condition 1s detected, the robotic
system 100 can select one of the dernived placement combi-
nations 744 according to the placement scores (e.g., the 2D
and/or the 3D related scores). Accordingly, the robotic
system 100 can designate the selected placement combina-
tion as the packing plan 700.

As an 1illustrative example, the robotic system 100 can
implement the functions of block 1110 and 1112 differently.
For example, at block 1110, the robotic system 100 can
generate the 2D plan (e.g., an instance of the placement plan
350) for a bottom layer as described above. In doing so, the
robotic system 100 can be configured to place heavier
preference (e.g., greater parameter weights) for matching
package heights, heavier package weights and/or greater
supportable weight for the packages in considering the
placements and/or the processing order. The robotic system
100 can derive the first 2D plan for the base layer as
described above for block 1110.

Once the first 2D layer 1s complete/full as described
above, thereby forming the base layer, the robotic system
100 can convert the placement plan mnto 3D states as
described for block 1112. Using the 3D information, the
robotic system 100 can 1dentily one or more planar sections/
areas of the base layer as described above. Using the planar
sections, the robotic system 100 can iteratively/recursively
derive package placements for the next layer above the base
layer. The robotic system 100 may eflfectively consider each
of the planar sections as new 1nstances of the discretized
platform and test/evaluate diflerent placements as described
above for block 1110. In some embodiments, the robotic
system 100 can derive the 2D placements using the place-
ment surfaces but calculate the score across the entirety of
the placement area/space. Accordingly, the robotic system
100 can be configured to follow preferences for larger
placement areas for subsequent layers without being limited
to the preceding placement areas.

Once the 1terative placement process stops for the second
layer, the robotic system 100 can calculate planar sections
(e.g., top surfaces having heights within a threshold range)
for the derived layer to generate the 2D placements of the
remaining packages/groupings for the next above layer. The
iterative layering process can continue until the stopping
condition has been met as described above.

In deriving the 2D plans for the second layer and higher,
the robotic system 100 can derive object placement locations
where the object for planned placement overhangs one or
more objects below (1.e. the objects 1n the 2D placement plan
of a lower layer). For example, the robotic system 100 can
derive the 2D plan for a lower/first layer where a first object
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(c.g., the support package 774 of FIG. 7C) 1s directly
adjacent to the support wall 725 and separated by the
object-wall separation 726. In deriving the 2D plan for a
higher/stacked layer, the robotic system 100 can derive the
candidate position 801 for a second object (e.g., the stacked
object 724) to be stacked/placed on top of the first object
with a portion of the second object laterally protruding
beyond a peripheral edge of the first object and toward the
support wall 725. The robotic system 100 can derive and
validate the candidate position 801 for utilizing the support
wall 725 to support the second object placement.

At block 1122, as an illustrative example, the robotic
system 100 may derive the candidate position 801 associated
with wall-support in deniving the 2D placement plans. In
other words, the robotic system 100 can derive positions for
the second object (e.g., the stacked object 724) where the
object directly contacts and 1s supported by the support wall
725 once the second object 1s placed. The robotic system 100
can further derive positions for the second object that 1s
separated from the support wall 725 by less than a threshold
distance such that the object may contact and be supported
by the support wall 725 1n the event that the object shifts
during container transport. The candidate position 801 can
be within the discretized container model for placing the
second object. The candidate position 801 can also be such
that the second object would laterally protrude beyond
peripheral edge(s) of the first object (e.g., overhanging the
first object) and laterally protrude toward the support wall

725

At block 1124, the robotic system 100 can estimate one or
more attributes for the candidate position 801. In other
words, the robotic system 100 can compute likely physical
results of placing the second object at the candidate position
801. The robotic system 100 can estimate the one or more
attributes based on placing the first object model at the first
placement location and the second object model at the
candidate position.

At block 1132, the robotic system 100 may derive the
combined object estimation 732 of FIG. 7 for multiple-
overhang scenarios. A multiple-overhang scenario can

include the intermediate object 799 of FIG. 7C overhanging
a lower object and the candidate position 801 overhangs the
intermediate object 799 or an object above 1it. In some
embodiments, the robotic system 100 can track placement
locations that overhang a planned object below. Using the
tracked status, the robotic system 100 can determine when
the candidate position 801 overhangs the planned object
below with one or more planned locations below also
overhanging other objects.

When the candidate position 801 corresponds to a mul-
tiple-overhang scenario, the robotic system 100 may derive
the combined object estimation 732 based on the candidate
position 801 and the lowest estimated overhang position.
The robotic system 100 can derive the combined object
estimation 732 for estimating one or more attributes asso-
ciated with the candidate position 801. The robotic system
100 may derive the combined object estimation 732 based
on placing the object model for the stacked/processed object
(e.g., the top package 772) at the candidate position 801 and
the object models planned for placement below the candi-
date position 801, including the object model for the inter-
mediate object 799. In some embodiments, the robotic
system 100 may derive the combined object estimation 732
based on deriving an outline that aligns with or includes
outer-most surfaces/edges of the placed set of object models.
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Accordingly, the robotic system 100 may derive a model or
an estimate that represents the set of overhanging stacked
objects as one object.

At block 1134, the robotic system 100 may calculate
cllective support and/or overhang measures. For example,
the robotic system 100 may calculate the effective support
795 of FIG. 7C based on counting the number of the
discretization units 602 that overlap between the object
models of the stacked objects, such as for the top package
772 and the support package 774, at the planned locations.
For the multiple-overhang scenarios, the robotic system 100
may calculate the eflective support 795 based on overlaps
between the object model of the top package 772 at the
candidate position 801 and models of objects planned for
placement below the candidate position 801. In some
embodiments, the robotic system 100 may calculate the
cllective support 795 as the smallest amount of overlap
between the model at the candidate position 801 and the
models below, such as for the support object that 1s furthest
away Irom the support wall 725. In other embodiments, the
robotic system 100 may calculate the effective support 7935
as the overlap between the top object and the bottom-most
object. In yet other embodiments, the robotic system 100
may calculate the effective support 795 as the overlap
between the combined object estimation 732 and one or
more objects below.

Also, the robotic system 100 may calculate the overhang
measures based on counting the number of the discretization
unmts 602 of the top object model that extend beyond the
peripheral edge of the bottom object model and toward the
support wall 725. In some embodiments, the robotic system
100 may calculate the overhang measure based on the
portions (e.g., the number of the discretization units 602) of
the top object model that remain separate from the effective
support 793.

At block 1136, the robotic system 100 may estimate the
CoM location 782 for the top object model at the candidate
location. In some embodiments, the robotic system 100 may
estimate the CoM location 782 based on accessing the
predetermined information 1n the object model and/or from
the master data 252. Also, in some embodiments, the robotic
system 100 may estimate the CoM location as the middle
portion of the object model.

The robotic system 100 may further dernive a relationship
between the CoM location 782 and the object below. For
example, the robotic system 100 can determine the CoM
location 482 of the top package 772 relative to the peripheral
edge of the support package 774.

For the multiple-overhang scenarios, the robotic system
100 may derive the combined reference location 734 of FIG.
7C for the combined object estimation 732. The robotic
system 100 may derive the combined reference location 734
based on combining the CoM locations 782 for the stacked
set of objects across a lateral area/dimension of the com-
bined object estimation 732. The robotic system 100 may
combine the CoM locations 782 based on calculating a
weighted average or weight distribution according to the
weight of the objects and the corresponding CoM locations
782 across the lateral area/dimension.

At block 1138, the robotic system 100 may estimate the
pivot locations 793 for the candidate position 801. The
robotic system 100 may estimate the pivot location 793 as
the portion of the support package 774 having the highest
height according to the stacking scenarios. When multiple
portions of the support package 774 has the same height
values or 3D states, the robotic system 100 can estimate the
pivot location 793 as the portion(s) closest to the support
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wall 725. Accordingly, the robotic system 100 may estimate
the pivot location as the peripheral edge of the support
package 774.

At block 1140, the robotic system 100 may derive shifted
poses based on the candidate position 801. For example,
when the candidate position 801 has the top package 772
separated from (1.e., not directly contacting) the support wall
725, the robotic system 100 can derive the shifted poses
based on shifting the top object model from the candidate
position 801 toward the support wall 725. The robotic
system 100 can laterally shiit the top object model until the
model contacts the support wall 725. Also, the robotic
system 100 can derive the shifted poses based on rotating the
top object model about the pivot location. The robotic
system 100 can 1gnore or disregard the rotated poses when
the CoM location 782 1s above the support package 774. The
robotic system 100 can retain the rotated poses when the
CoM location 782 1s between the peripheral edge of the
support package 774 and the support wall 725. The shifted
poses can represent the top package 772 shifting from the
candidate position 801, such as during transport of the
container, and/or coming to rest against the support wall
725.

At block 1126, the robotic system 100 can derive the
approach path 901 of FIG. 9A for placing the top package
772 at the candidate position 801. The robotic system 100
can derive the approach path 901 based on deriving a
combination of the top object model and the gripper model.
In some embodiments, the robotic system 100 can derive the
combination of the models based on adjusting for the
engaged interface height 534 of FI1G. 5C. The robotic system
100 can derive the approach path 901 based on placing the
combined model at the candidate position 801. Accordingly,
the robotic system 100 can overlay the combined model over
the container model and/or other object models.

In some embodiments, the robotic system 100 can derive
the approach path 901 based on identifying the laterally-
extending lane 912 of FIG. 9C. As described above, the
robotic system 100 can identily the laterally-extending lane
912 based on extending lateral lines from peripheral edges/
points of the combined model toward the planned location of
the robotic unit. In some embodiments, the robotic system
100 can widen the lane 912 according to predetermined
clearance distances.

Using the laterally-extending lane 912, the robotic system
100 can identify one or more potential obstacles. For
example, the robotic system 100 can identify the potential
obstacles as the preceding objects 902 of FIG. 9A (e.g.,
objects planned for placement before the top package 772)
and/or the support wall 725 that overlaps with the lane 912.
In other words, the robotic system 100 can determine
whether, at the evaluated height, the laterally-extending lane
912 overlaps with the one or more potential obstacles.

As an 1illustrative example, the robotic system 100 can
derive the approach path 901 by incrementally 1dentifying
the lanes 912 at diflerent heights as shown at block 1142, and
iteratively 1dentily potential obstacles for the lanes as shown
at block 1144. In other words, the robotic system 100 can
iteratively increase the height of the laterally-extending lane
912 according to the approach increments 903 when the lane
912 overlaps at least one potential obstacle. Accordingly, the
robotic system 100 can identily the height at which the
laterally-extending lane 912 clears all potential obstacles.
The robotic system 100 can derive the path segments 904 of
FIG. 9A and/or the final segment 906 of FIG. 9A based on
the 1dentified height. Thus, the robotic system 100 can derive
the approach path 1n reverse (e.g., starting from the candi-
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date position 801 to the starting point) for simulating a
transier of the top package 772. The laterally- extendmg lane
912 can correspond to the space occupied by the end-efiector
304 and the top package 772 during lateral movement to the
candidate position 801.

At block 1128, the robotic system 100 can validate the
candidate position 801 for the object placement. The robotic
system 100 may validate the candidate position 801 1n
deriving the placement locations for the packing plan 700.
The robotic system 100 can validate the candidate position
801 based on evaluating the estimated attributes according
to the corresponding rules/thresholds. In some embodi-
ments, the robotic system 100 can identily the candidate
positions 801 that are directly adjacent to the support wall or
contacting the support wall (e.g., one or more peripheral
boundaries of the object model at the candidate positions
801 overlapping one or more boundaries of the container/
wall). For the identified candidate positions 801, the robotic
system 100 can validate according to the corresponding
rules. For example, the robotic system 100 can validate the
candidate position 801 when the estimated attributes satisiy
the wall-support rule 794 of FI1G. 7C and/or other associated
rules (e.g., the tilt-support rule 796 of FIG. 7C and/or the
multiple overhang rule 798 of FIG. 7C) that represents one
or more requirements for placing objects according to pre-
determined relationships to vertically-oriented container
portions.

For example, the robotic system 100 can validate the
candidate position 801 based on determining that the efiec-
tive support 795 (e.g., the number of overlapped pixels)
satisfies the overlap requirement 778 of FIG. 7 for an object
placed directly adjacent to the container wall and/or satisfies
the wall-support rule 794 for an object placed contacting the
container wall. Also, the robotic system 100 can validate the
candidate position 801 based on determining that the over-
hang measure satisfies the overhang requirement 780 of
FIG. 7C for an object placed directly adjacent to the con-
tainer wall and/or satisfies the wall-support rule 794 for an
object placed contacting the container wall. Further, the
robotic system 100 can validate the candidate position 801
based on determiming that the CoM location 782 satisfies the
CoM oflset requirement 784, such as when the CoM location
782 1s within peripheral edges of the models for the support
package(s) 774, within a threshold distance from such
peripheral edges, and/or within a threshold distance from the
CoM locations of one or more support package(s) 774 (e.g.,
when the support packages are planned to be stacked on top
of other lower objects). For validating the candidate position
801 of an object placed directly adjacent to the container
wall, the robotic system 100 may additionally or alterna-
tively validate the candidate position 801 when the one or
more shifted poses (e.g., the tilt angle 797 of FIG. 7) satisty
the talt-support rule 796.

In some embodiments, as discussed above (e.g., with
respect to block 1132), the robotic system 100 can i1dentify
multiple overhang conditions associated with or caused by
the candidate position 801. For validating the candidate
position 801 associated with multiple overhang conditions,
the robotic system 100 can evaluate the candidate position
801 (e.g., the associated eflective support 7935 relative to
bottom-most, most-oflset, and/or other qualifying support
object underneath) according to the multiple overhang rule
798. Alternatively or additionally, the robotic system 100
may validate based on evaluating the combined object
estimation 732 according to the horizontal offset rule 776,
the wall-support rule 794, and/or one or more other rules
described above. Accordingly, the robotic system 100 can
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validate the candidate position 801 associated with multiple
overhang conditions when the one or more computed attri-
butes satisty the corresponding rules and requirements.

The robotic system 100 can also validate the candidate
position 801 based on the corresponding approach path 901.
The robotic system 100 can validate the candidate positions
801 that correspond to the approach path 901 that 1s unob-
structed as described above. In some embodiments, the
robotic system 100 can disqualily the candidate position 801
upon failure to successiully derive the approach path 901
from/to the candidate position 801 that i1s clear of all
potential obstacles 910. As described above, the robotic
system 100 can utilize the combination of the gripper model
and the corresponding object model along with any grip-
related adjustments (e.g., by accounting for a difference
between the engaged interface height 534 and the extended
interface height 5332) 1in deriving/validating with respect to
the approach path 901.

In some embodiments, the robotic system 100 may itera-
tively analyze a set of potential placement locations for the
target object 112. As a result, the robotic system 100 may
generate multiple validated positions for the same target
object 112. For such scenarios, the robotic system 100 may
be configured to select one validated position as the place-
ment position for the object. For example, the robotic system
100 may calculate a placement score for the corresponding
position during the validation process and select the position
having the highest score. As an illustrative example, the
robotic system 100 may calculate a higher placement score
for the position corresponding to greater effective support
795. Also, as an 1llustrative example, the robotic system 100
may calculate a higher placement score for the position
associated with a shorter approach path.

As a turther illustrative example, when the placed pack-
age 1s stacked on/over one or more previously processed
packages, the robotic system 100 can eliminate any of the
placement combinations 744 that violate the overlap require-
ment 778, the overhang requirement 780, the vertical oflset
rule 790, the CoM oflset requirement 784, or a combination
thereol, described above. In one or more embodiments, the
robotic system 100 can eliminate any of the placement
combinations 744 that violate fragility ratings of one or
more packages under the processed package, such as by
estimating the supported weights at the overlapped packages
and comparing them to the corresponding fragility ratings.
The robotic system 100 may select the placement location
based on the remaining combinations.

In some embodiments, the robotic system 100 may imple-
ment the method 1100 or a portion thereof oflline, such as
when orders and shipping manifests are received and before
the targeted set of objects become available for real-time
processing/placement. Alternatively or additionally, the
robotic system 100 may implement the method 1100 or a
portion thereot 1n real-time. For example, the robotic system
100 may implement a portion of the method 1100 to rederive
the packing plan when the container has one or more of the
unexpected features 1002 of FIG. 10. The robotic system
100 may obtain 1mage data representing the container at the
task location 116 (e.g., the sensor output 1000 corresponding,
to the top-view image 1052 and/or the side-view i1mage
1054, all 1llustrated 1n FI1G. 10). The robotic system 100 can
analyze the obtained image data, such as based on detecting
and analyzing edges depicted therein, to detect or determine
the existence of the unexpected features 1002. As described
in detail below, the robotic system 100 may evaluate the
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existing packing plan 700 with respect to the unexpected
features 1002 and adjust/validate the existing packing plan
700.

When the adjustments to the existing packing plan 700 1s
not available or cannot be validated, the robotic system 100
may 1implement a portion of the method 1100. For example,
the robotic system 100 can redetermine package groupings
(block 1106) and/or processing order (block 1108) for the
objects associated with the existing packing plan 700. In
some embodiments, the robotic system 100 may access the
previously determined instances of the package groupings
and/or the processing order. With the resulting information,
the robotic system 100 can rederive new 2D plans using the
obtained 1mage(s) istead of the container model(s). Accord-
ingly, the robotic system 100 can account for the unexpected
teatures 1002 and derive a new instance of the packing plan
that replaces the existing packing plan 700.

At block 1116, the robotic system 100 can implement the
packing plan 700 (resulting from real-time processing or
oflline processing) for placing the available packages 742 1n
the container(s). The robotic system 100 can implement the
packing plan 700 based on communicating one or more
motion plans, actuator commands/settings, or a combination
thereof to the corresponding device/unit (e.g., the transier
unit 104 of FIG. 1, the actuation devices 212 of FIG. 2, the
sensors 216 of FIG. 2, etc.) according to the packing plan
700. The robotic system 100 can further implement the
packing plan 700 based on executing the communicated
information at the devices/units to transier the available
packages 742 from a source location to the destination
container. Accordingly, the robotic system 100 can place the
available packages 742 according to the corresponding 3D
placement locations in the packing plan 700.

FIG. 12 1s a flow diagram for a second example method
1200 of operating the robotic system 100 of FIG. 1 1
accordance with one or more embodiments of the present
technology. In some embodiments, the method 1200 can be
implemented as a subroutine of processes corresponding to
block 1116 of FIG. 11. For example, during or at a beginning
ol a real-time operation for placing the available packages
742 of FIG. 7B 1nto a container, the robotic system 100 may
obtain one or more precomputed packing plans (e.g., the
packing plan 700 of FIG. 7A) as 1illustrated at block 1201.
The robotic system 100 may obtain the packing plan 700
derived before imitiating the real-time packing operation
(e.g., via oflline computation). The robotic system 100 may
store the packing plan 700 based 1n a storage device (e.g., the
storage device 204 of FIG. 2 and/or another computer-
readable medium). The robotic system 100 can obtain or
access the existing packing plan 700 by reading from the
storage device.

At block 1202, the robotic system 100 may obtain one or
more 1mages (e.g., the top-view image 1052 and/or the
side-view 1mage 1054, both 1llustrated 1n FIG. 11) depicting,
the container as illustrated at block 1202. As described
above, the robotic system 100 can obtain the images 1n
real-time via one or more of the sensors 216 (e.g., the
top-view sensor 310 and/or the side-view sensor 312 1llus-
trated 1 FIG. 3) associated with the task location 116 of
FIG. 1. Accordingly, the robotic system 100 may obtain the
one or more real-time 1mages of the container (e.g., the cart
410 or the cage 420 1llustrated in FIGS. 4A-4D) designated
to receive the available packages 742 or a subset thereof.
The robotic system 100 may obtain the one or more 1mages
during or at a beginning of a real-time operation for placing
the available packages 742 into the container located at the
task location 116. In other words, the robotic system 100
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may obtain the images depicting the container before any
objects are placed therein or after placing one or more
objects.

At decision block 1204, the robotic system 100 can
determine whether one or more physical attributes of the
container are as expected based on the real-time 1mage(s).
The robotic system 100 can analyze the obtained real-time
image data to 1dentily one or more physical attributes of the
depicted container. For example, the robotic system 100 can
implement an edge detection mechanism (e.g., a Sobel filter)
to detect 2D and/or 3D edges depicted in the image data. The
robotic system 100 can further identily corners and/or
junctions that connect two or more edge segments. Based on
the edges and the corners/junctions, the robotic system 100
can 1dentily regions bounded by the edges as corresponding
to a structure, such as the container and/or a portion thereof.
The robotic system 100 can further verily the estimates for
the container and/or portions thereof based on predeter-
mined thresholds and/or templates corresponding to a des-
ignated container pose (€.g., a location and/or an orientation)
at the task location 116, an expected size of the container, an
expected dimension of the container, a set of tolerance
measures, and/or other known or expected physical traits of
the container.

In estimating or recognizing the container depicted in the
image data, the robotic system 100 may determine whether
one or more physical attributes of the container are as
expected. For example, the robotic system 100 can deter-
mine whether locations, shapes, and/or orientations of the
container walls (e.g., the side walls and/or the back wall) are
as expected. The robotic system 100 may determine the state
of the container based on comparing the estimated container
or a portion thereof to a template. Additionally or alterna-
tively, the robotic system 100 can calculate a confidence
score associated with the estimates for the container and/or
a portion thereof. The robotic system 100 can detect whether
the one or more physical attributes (e.g., status of one or
more container walls) are as expected when the correspond-
ing portions are within threshold ranges defined by the
template and/or when the corresponding confidence score
satisfies an expectation threshold. The robotic system 100
can detect an unexpected condition (e.g., error conditions
associated with the container or one or more support walls
thereot) when the corresponding portions are beyond thresh-
old ranges defined by the template and/or when the corre-
sponding confidence score fails to satisiy the expectation
threshold. Detection of the unexpected condition can repre-
sent detection of the unexpected feature 1002 of FIG. 10.

At block 1206, the robotic system 100 can implement a
current/active instance of the packing plan. For example,
when the container at the task location 116 corresponds to
the expected conditions, the robotic system 100 can 1mple-
ment the existing instance (i.e., unadjusted after the initial/
offline computation) of the packing plan 700. Also, as
described 1n detail below, the robotic system 100 can imple-
ment an adjusted instance of the packing plan. The robotic
system 100 can implement the packing plan based on
controlling a robotic umit (e.g., via sending commands/
settings to the robotic unit and executing the commands/
settings at the robotic unit) according to the packing plan
700. Accordingly, the robotic system 100 can place the
available packages 742 at corresponding placement loca-
tions within the container according to the packing plan 700.

When the container at the task location 116 corresponds
to unexpected conditions, such as illustrated at block 1208,
the robotic system 100 may dynamically generate an actual
container model. In other words, the robotic system 100 can
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dynamically generate a container model that accounts for the
real-time state (e.g., the unexpected features 1002) of the
actual container. For subsequent processing/analysis, the
robotic system 100 can use the actual container model
instead ol the container model that represents expected

conditions of the contaimner (e.g., the container footprint
model 622 of FIG. 6 and/or the container profile model 624
of FIG. 6).

The robotic system 100 can dynamically generate the
actual container model based on the real-time 1mage data.
For example, the robotic system 100 can dynamically gen-
crate the actual container model based on dividing the
top-view 1mage 1052 and/or the side-view image 1034
according to the discretization units 602 of FIG. 6. The
robotic system 100 can i1dentily or estimate the reference
location 604 of FIG. 6 (e.g., a center portion and/or a
predetermined corner) for the container detected in the
real-time 1mage. The robotic system 100 can align or reori-
ent the image such that one or more detected edges that have
predetermined relationship to the estimated reference loca-
tion 604 (e.g., edges that coincide with the reference loca-
tion) align with predetermined reference directions/axes for
the system and the corresponding space. Based on the
reference location and the axes alignment, the robotic sys-
tem 100 can identily divisions based on the dimensions of
the discretization units 602, thereby pixelating the real-time
image(s).

At block 1210, the robotic system 100 can compute actual
packing area/space within the container at the task location
116. The robotic system 100 can estimate a placement zone
between the estimated container walls. For example, the
robotic system 100 can identily or estimate portions within
the 1image data as the container walls based on one or more
predetermined physical traits of the walls (e.g., size, loca-
tion, orientation, shape, color, etc.). The robotic system 100
can 1dentify the portions within the image data between the
walls as the placement zone of the actual container. In some
embodiments, the robotic system 100 can identify the place-
ment zone as a rectangular-shaped area that 1s aligned with
one or more of the system axes and coincident with edges of
the container walls/container base closest to the center
portion of the container. In other words, the robotic system
100 can 1dentity the placement zone as an instance of an axis
aligned bounding box for the area/space between the con-
tainer walls.

The robotic system 100 can further analyze the placement
zone to compute the actual packing area/space. For example,
the robotic system 100 can calculate a size and/or a set of
dimensions for the placement zone. In some embodiments,
the robotic system 100 may calculate the size and/or the set
of dimensions based on the discretization units 602. Accord-
ingly, the robotic system 100 may represent the actual
packing area/space as a total quantity of the discretization
units 602 within the placement zone and/or lengths (e.g., a
number of discretization units 602) along the system axes. In
calculating the size/dimensions, the robotic system 100 can
round down or 1gnore the discretization units 602 that extend
beyond the placement zone (1.e., the discretization units 602
that overlap or partially include the container walls or areas
outside of the container base).

At decision block 1212, the robotic system 100 can
determine whether the computed area/space 1s greater than
one or more mimmum threshold requirements for packing
area/space. For example, the robotic system 100 can com-
pare the size/dimensions of the placement zone to a mini-
mum threshold generically applicable to all containers.
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Additionally or alternatively, the robotic system 100 can
compare the size to that of the existing packing plan 700.

When the available placement area/space fails to satisty
the compared threshold(s), such as illustrated at block 1214,
the robotic system 100 can reload or replace the container at
the task location 116. For example, when the computed
placement area/space of the container at the task location
116 1s not greater than the mimimum threshold, the robotic
system 100 can communicate with a transport unit/robot
and/or a corresponding system to (1) remove the container
at the task location 116, and/or (2) place a new/diflerent
container at the task location 116. When a new container 1s
placed at the task location 116, the robotic system 100 can
obtain the container image as 1llustrated at block 1202 and
described above.

When the available placement area/space satisfies the
minimum threshold, such as at block 1216, the robotic
system 100 can compute a pack outline. For example, the
robotic system 100 can derive the AABB 730 based on the
existing packing plan 700. The robotic system 100 can
derive the AABB 730 as a representation of one or more
physical attributes of the set of objects planned for place-
ment. The robotic system 100 can derive the AABB 730
according to a designated planar shape (e.g., a rectangle).
The robotic system 100 can align the designated planar
shape to the system axes and a peripheral point (e.g., one of
the outer-most portions) of the packing plan 700. The robotic
system 100 can subsequently extend/move other/non-
aligned edges of the designated planar shape to be coinci-
dent with other peripheral points of the packing plan 700. In
some embodiments, for example, the robotic system 100 can
compute a rectangle that represents overall dimensions of
the packing plan 700 along the system axes. Accordingly,
the robotic system 10 can compute the AABB 730 that
comncides with outer-most points of the existing packing
plan 700.

At block 1218, the robotic system 100 can derive a
candidate pack placement location. The robotic system 100
can derive the candidate pack location for adjusting place-
ments of the existing packing plan within the container. In
some embodiments, the robotic system 100 can derive the
candidate pack location as a corner of the actual container
model (e.g., the placement area of the container). The
robotic system 100 can derive the candidate pack location
such that a corner of the AABB 730 aligns with the corner
of the actual contaimner model. For example, the robotic
system 100 can select the corner according to a predeter-
mined pattern/sequence. Based on the selected corner, the
robotic system 100 can calculate coordinates/oflsets for the
AABB 730 and/or the reference point of the actual container
model such that the corresponding corners of the AABB 730
and the actual container model align or coincide.

Accordingly, the robotic system 100 can overlay the
AABB 730 on the actual container model according to the
candidate pack location such that the corresponding corners
are aligned. At decision block 1220, the robotic system 100
can determine whether the pack outline overlaid at the
candidate pack placement location fits within the available
placement area/space. The robotic system 100 can determine
a fit status according to whether the AABB 730 overlaps
with and/or extends beyond at least one peripheral edge of
the actual container model. In some embodiments, the
robotic system 100 can determine the {it status based on
calculating dimensions of the AABB 730 (e.g., numbers of
the discretization units 602 along the system axes) and
comparing the calculated dimensions to dimensions of the
placement zone.
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When the pack outline at the candidate pack placement
location does not fit within the available placement area/
space, such as illustrated at decision block 1222, the robotic
system 100 can determine whether an end condition has
been reached. For example, the robotic system 100 can
determine whether all possible candidate pack placement
locations (e.g., all corners and/or other available locations
associated with the actual contaimner model) have been
analyzed/processed. When the robotic system 100 deter-
mines that the end condition has not been reached, the
robotic system 100 can derive another candidate pack place-
ment location at block 1218. Accordingly, the robotic system
100 can iteratively process and analyze potential candidate
pack placement locations until the fit status indicates that the
AABB 730 fits within the actual container model or the end
condition 1s reached.

When the pack outline at the candidate pack placement
location fits within the available placement area/space, such
as 1llustrated at decision block 1224, the robotic system 100
can analyze the adjusted pack placement. The robotic system
100 can analyze the adjusted pack placement (e.g., the
packing plan 700 shifted according to the fitting candidate
pack placement location) as part of a validation process. For
example, the robotic system 100 can analyze the adjusted
pack placement based on one or more resulting approach
paths and/or support requirements for one or more objects.

In some embodiments, the robotic system 100 can deter-
mine whether the existing packing plan 700 includes one or
more placement locations for placing corresponding objects
designated to be supported by a vertical wall of the container
(e.g., the support wall 725 of FIG. 7A). For example, the
robotic system 100 can indicate the wall-supported locations
during the initial derivation of the packing plan 700. Accord-
ingly, the robotic system 100 can subsequently determine
whether the existing packing plan 700 includes one or more
wall-supported placement locations based on accessing the
packing plan 700 and the predetermined indications. Alter-
natively or additionally, the robotic system 100 can overlay
the existing packing plan 700 over the expected container
model (e.g., the container footprint model 622 and/or the
container profile model 624 that does not account for the
unexpected features 1002). The robotic system 100 can
determine that the existing packing plan 700 includes one or
more wall-supported placement locations when a portion of
the existing packing plan 700 coincides with or 1s within a
predetermined distance from container-wall portions of the
expected container model.

The robotic system 100 can determine updated placement
locations for the identified wall-supported placement loca-
tions in the existing packing plan 700. For example, the
robotic system 100 can calculate translation parameters
(e.g., linear displacements along and/or rotations about one
or more system axes) that represent the difference between
the existing packing plan 700 and the fitting candidate pack
placement location. The robotic system 100 can apply the
translation parameters to the i1dentified wall-supported
placement locations to determine the updated placement
locations. As described further below, the robotic system
100 can analyze the updated placement locations for wall-
support for validation purposes.

In some embodiments, the robotic system 100 can dernive
one or more updated instances of the approach path 901 FIG.
9A that correspond to the potential adjusted location(s) of
the packing plan 700 and/or the placement locations therein.
The updated instances of the approach path 901 can repre-
sent motion plans associated with placement of correspond-
ing objects at adjusted locations that corresponds to shifting
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the existing packing plan 700 to the fitting candidate pack
location. The robotic system 100 can select one or more
object placement locations for the validation analysis. For
example, the robotic system 100 can select for validation
analysis a placement location of a first-placed object accord-
ing to the existing packing plan 700. Additionally or alter-
natively, the robotic system 100 can select for validation
analysis one or more placement locations forming one or
more perimeter edges or a corner for the existing packing
plan 700. For the selected placement location(s), the robotic

system 100 can dernive the corresponding approach path as
described above (e.g., with respect to block 1126 of FIG.

11).

At decision block 1226, the robotic system 100 can
determine whether or not the adjusted pack placement 1is
valid. The robotic system 100 can validate the candidate
pack placement location based on the {it status. In other
words, the robotic system 100 can use the fit status for
preliminary validation/qualification. Accordingly, the
robotic system 100 can eliminate any candidate pack place-
ment locations that result in the AABB 730 {itting within the
actual container model. The robotic system 100 can further
validate the fitting candidate pack placement locations based
on, for example, the corresponding updated approach paths
and/or the updated wall-support locations.

In some embodiments, the robotic system 100 can vali-
date the fitting candidate pack location based on validating
the updated wall-supported placement location according to
one or more rules (e.g., the wall-support rule 794, the
tilt-support rule 796, the multiple overhang rule 798, and/or
other rules/requirements illustrated 1n FIG. 7C) configured
to analyze support from a vertically-oriented structure. The
robotic system 100 can validate according to the rules as
described above (e.g., with regards to block 1110 and/or
block 1128 of FI1G. 11). The robotic system 100 can validate
the fitting candidate pack location when one or more or all
of the updated wall-supported placement locations satisty
the one or more wall-support related rules. Additionally or
alternatively, the robotic system 100 can validate the fitting
candidate pack location based on successtully deriving the
updated approach path. In other words, the robotic system
100 can validate the fitting candidate pack location based on
successiully deriving one or more or all of the updated
instances of the approach path 901 for the selected reference
location(s) that 1s/are clear of the potential obstacles 910 of
FIG. 9A.

When the robotic system 100 validates the candidate pack
placement location, such as illustrated at block 1228, the
robotic system 100 can adjust the existing packing plan 700.
The robotic system 100 can adjust the object placement
locations and/or corresponding approach paths 901 (e.g.,
motion plans) of the existing packing plan 700 according to
the wvalidated candidate pack placement location. For
example, the robotic system 100 can calculate a difference
and corresponding translation parameters that represent the
difference between the existing packing plan 700 and the
fitting candidate pack placement location as described
above. The robotic system 100 can apply the translation
parameters to the object placement locations of the existing
packing plan 700 to derive the adjusted/updated placement
locations associated with the validated pack placement loca-
tion. In other words, the robotic system 100 can shift the
existing packing plan 700 and the corresponding placement
locations according to the candidate pack placement loca-
tion. Accordingly, the robotic system 100 can derive the
updated placement locations directly based on adjusting/
shifting the initial placement locations, such as without
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repeating the initial processes used to derive the placement
locations described above (e.g., with respect to block 1110
of FIG. 11).

Alternatively or additionally, the robotic system 100 can
calculate a difference between the initial instance and the
updated instance of the approach path 901 for the reference
placement location. For example, the robotic system 100 can
calculate difference vectors or parameters necessary to
adjust the imtial instance of the approach path 901 to
produce the updated mstance thereof that corresponds to the
validated pack placement location. The robotic system 100
can adjust the remaining approach paths/motion plans for
other object placements, such as by applying the difference
vectors/parameters thereto. Accordingly, the robotic system
100 can derive the updated approach paths/motion plans
directly based on the difference vectors/parameters, such as
without repeating the initial processes used to dernive the
approach paths 901 for the packing plan 700.

The robotic system 100 can implement the adjusted
packing plan. For example, the processing flow can pass to
block 1206 and the robotic system 100 can implement the
current/active instance ol the packing plan, such as the
adjusted instance of the packing plan 700. Accordingly, the
robotic system 100 can implement the adjusted packing plan
for placing the set of objects in the container.

When the robotic system 100 fails to validate the candi-
date pack placement location, the robotic system 100 can
determine whether an end condition has been reached, such
as 1llustrated at decision block 1222. As described above, the
robotic system 100 may iteratively consider multiple can-
didate pack placement locations. Upon reaching an end
condition, such as when none of the available/analyzed
candidate pack placement locations provide the AABB 730
that fits within the actual packing area/space, the robotic
system may execute a solution as illustrated at block 1230.
In some embodiments, executing the solution may include
reloading the container at the task location 116 as described
above with regards to block 1214.

In some embodiments, executing the solution may include
a dynamic pack planning process. In other words, the robotic
system 100 may dynamically re-derive a new packing plan
for replacing the existing packing plan. For example, the
robotic system 100 can implement the method 1100 of FIG.
11 or a portion thereof to derive a new packing plan for the
container associated with the unexpected features. For the
dynamic re-derivation, the robotic system 100 may i1dentity
the set of objects 1mnitially designated for placement within
the container and models representative of such objects as
illustrated at block 1232. The robotic system 100 can
identify the unique types/categories ol objects initially
intended to be placed within the actual container at the task
location 116. The robotic system 100 may also obtain the
object models (e.g., the object footprint models 612 and/or
the object profile models 614 1llustrated 1n FIG. 6) repre-
sentative of the 1dentified umique object types/categories.

At block 1234, the robotic system 100 may obtain object
groupings and/or orders. In some embodiments, the robotic
system 100 can store the object groupings/orders that were
computed during the mitial derivation of the packing plan.
The robotic system 100 may obtain the object groupings
and/or orders by accessing the stored information. Alterna-
tively, or additionally, the robotic system 100 can re-process
the groupings/order as described above (e.g., with regards to
blocks 1106 and/or 1108 of FIG. 11).

The robotic system 100 can process the resulting infor-
mation to dertve a new stance of the 2D plans, such as

described above ftor block 1110 of FIG. 11. For the deriva-
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tion, the robotic system 100 can use the actual container
model instead of the expected container models that do not
account for the unexpected features 1002,

For example, the robotic system 100 can determine can-
didate positions for placing the identified set of objects. The
robotic system 100 can overlay the object models over the
actual container model according to the determined candi-
date positions. The robotic system 100 can analyze the
overlaid models and validate the candidate positions based
on one or more placement rules as described above.

CONCLUSION

The above Detalled Description of examples of the dis-
closed technology 1s not intended to be exhaustive or to limait
the disclosed technology to the precise form disclosed
above. While specific examples for the disclosed technology
are described above for illustrative purposes, various
equivalent modifications are possible within the scope of the
disclosed technology, as those skilled 1n the relevant art will
recognize. For example, while processes or blocks are
presented 1n a given order, alternative implementations may
perform routines having steps, or employ systems having
blocks, 1n a different order, and some processes or blocks
may be deleted, moved, added, subdivided, combined, and/
or modified to provide alternative or sub-combinations.
Each of these processes or blocks may be implemented 1n a
variety of different ways. Also, while processes or blocks are
at times shown as being performed in series, these processes
or blocks may instead be performed or implemented 1n
parallel, or may be performed at difierent times. Further, any
specific numbers noted herein are only examples; alternative
implementations may employ differing values or ranges.

These and other changes can be made to the disclosed
technology 1n light of the above Detailed Description. While
the Detailed Description describes certain examples of the
disclosed technology, as well as the best mode contem-
plated, the disclosed technology can be practiced 1n many
ways, no matter how detailed the above description appears
in text. Details of the system may vary considerably 1n 1ts
specific implementation, while still being encompassed by
the technology disclosed herein. As noted above, particular
terminology used when describing certain features or
aspects of the disclosed technology should not be taken to
imply that the terminology 1s being redefined herein to be
restricted to any specific characteristics, features, or aspects
of the disclosed technology with which that terminology 1s
associated. Accordingly, the invention 1s not limited, except
as by the appended claims. In general, the terms used in the
following claims should not be construed to limit the dis-
closed technology to the specific examples disclosed 1n the
specification, unless the above Detailed Description section
explicitly defines such terms.

Although certain aspects of the invention are presented
below 1n certain claim forms, the applicant contemplates the
various aspects of the mvention 1 any number of claim
forms. Accordingly, the applicant reserves the right to pur-
sue additional claims after filing this application to pursue
such additional claim forms, in either this application or 1n
a continuing application.

We claim:
1. A method for operating a robotic system, the method
comprising;
obtaining a first object model and a second object model,
wherein the first object model and the second object
model are discretized representations of physical
dimensions, shapes, or a combination thereof for a first
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object and a second object, respectively, according to a
discretization unit, the first object model and the second
object model representing the first object and the sec-
ond object, respectively, designated for placing in one
or more containers at a task location;

accessing a container model representative of a container

having a support wall that extends above a container
base, wherein the container model 1s a discretized
representation of the container according to the dis-
cretization unit;
deriving a packing plan based on overlaying the first
object model and the second object model over the
discretized container model, the packing plan including
a first placement location for placing the first object and
a second placement location for placing the second
object, wherein:
the first placement location represents a location within
the container directly adjacent to the support wall,
the second placement location represents a location
above the first placement location and within the
container where a portion of the second object lat-
erally protrudes beyond a peripheral edge of the first
object toward the support wall, and
the second placement location 1s for utilizing the sup-
port wall to support the second object placed above
the first object; and
implementing the packing plan for placing the first object
and the second object 1n the container using a robotic
arm and an end-eflector.
2. The method of claim 1, wherein:
the first placement location 1s for placing the first object
at a location separated from the support wall by an
object-wall separation distance; and
the second placement location is for placing the second
object overhanging the first object.
3. The method of claim 1, wherein deriving the packing
plan includes:
deriving a candidate position within the discretized con-
tainer model for placing the second object;
estimating one or more attributes associated with the
candidate position based on placing the first object
model at the first placement location and the second
object model at the candidate position; and
validating the candidate position as the second placement
location when the estimated attributes satisty a wall-
support rule that represents one or more requirements
for placing objects against and directly contacting
vertically-oriented container portions.
4. The method of claim 3, wherein:
estimating the one or more attributes includes calculating
an ellective support based on a portion of the second
object model overlapping the first object model; and
validating the candidate position includes determining
that the eflective support satisfies an overlap require-
ment.
5. The method of claim 3, wherein:
estimating the one or more attributes includes estimating
an overhang measure for a portion of the second object
model overhanging the first object model; and
validating the candidate position includes determining
that the overhang measure satisfies an overhang
requirement.
6. The method of claim 3, wherein:
estimating the one or more attributes includes estimating
a center-of-mass (CoM) location corresponding to the
CoM of the second object; and
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validating the candidate position includes determining
that the CoM location satisfies a CoM oflset require-
ment.

7. The method of claim 1, wherein deriving the packing

plan includes:

deriving a candidate position within the discretized con-
tamner model for placing the second object separated
from the support wall;

estimating a pivot location associated with the candidate
position based on placing the first object model at the
first placement location and the second object model at
the candidate position, wherein the pivot location rep-
resents a peripheral edge or a highest portion of the first
object;

deriving one or more shifted poses based on shifting the
second object model toward the support wall and/or
rotating the second object model about the pivot loca-
tion, wherein the one or more shifted poses represent
the second object shifting from the candidate location
and directly contacting the support wall; and

validating the candidate position as the second placement
location when the one or more shifted poses satisty a
tilt-support rule that represents one or more require-
ments for placing objects laterally separated from ver-
tically-oriented container portions.

8. The method of claim 1, wherein deriving the packing

plan includes:

derniving a candidate position within the discretized con-
tainer model for placing the second object overhanging
an intermediate object that 1s overhanging the {first
object;

estimating one or more attributes associated with the
candidate position based on placing the first object
model at the first placement location and the second
object model at the candidate position above a location
for the intermediate object; and

validating the candidate position as the second placement
location when the estimated attributes satisiy a multiple
overhang rule that represents one or more requirements
for placing multiple objects overhanging a bottom
support object.

9. The method of claim 8, wherein:

estimating the one or more attributes includes calculating,
an elfective support based on a portion of the second
object model overlapping the first object model; and

validating the candidate position includes determining

that the eflective support satisfies an overlap require-
ment.
10. The method of claim 8, wherein:
estimating the one or more attributes includes:
deriving a combined object estimation that represents
the second object and the intermediate object as one
object; and
estimating the one or more attributes of the combined
object estimation; and
validating the candidate position includes determining
that the one or more attributes satisty a wall-support
rule or a tilt-support rule.
11. The method of claim 1, further comprising:
determining object groupings for objects designated for
placing within containers at the task location;
deriving a processing order for the object groupings; and
wherein:
deriving the packing plan includes deriving the packing
plan based on the processing order and the object
groupings.
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12. The method of claim 1, wherein the packing plan 1s
derived dynamically during or immediately before a packing
operation.

13. The method of claim 12, further comprising:

obtaining image data representing the container at the task

location;

detecting an unexpected feature based on analyzing the

image data, the unexpected feature representing an
actual physical trait of the support wall that deviates
from an expected condition; and

wherein:

deriving the packing plan includes dynamically deriving,

the packing plan based on the unexpected feature,
wherein the packing plan 1s for replacing a preceding
plan for placing the first object and the second object 1n
the container according to the expected condition.

14. The method of claim 1, further comprising:

obtaining a gripper model representative of the end-
effector;
1dentilying one or more potential obstacles for placing the

second object, wherein the one or more potential
obstacles include a vertically-oriented portion of the
container:;
wherein deriving the packing plan includes:
deriving a candidate position within the discretized
container model for placing the second object; and
deriving an approach path based on overlaying a com-
bination of the gripper model and the second object
model on the container model, the approach path
representing a sequence of locations for the end-
cllector to transfer the second object from a start
location to the candidate position; and
validating the candidate position as the second place-
ment location when the combination of the gripper
model and the second object model along the
approach path 1s clear of the one or more potential
obstacles.

15. The method of claim 14, wheremn derniving the
approach path includes:

adjusting the combination of the gripper model and the

second object model according to an engaged interface
height representative of the end-effector gripping the
second object;

identifying a laterally-extending lane at an initial height,

wherein the laterally-extending lane corresponds to
laterally moving the adjusted combination of the grip-
per model and the second object model;

determining whether the laterally-extending lane overlaps

with the one or more potential obstacles including a
preceding object and/or the vertically-oriented portion;
and

iteratively increasing the height of the laterally-extending

lane according to an approach increment until the
laterally-extending lane clears the one or more potential
obstacles for simulating a transfer of the second object
along the approach path 1n a reverse order.

16. A robotic system comprising:

a communication device configured to communicate data

with a circuit; and

at least one processor coupled to the communication

device, the at least one processor for:

based at least 1n part on the communicated data, obtain-
ing a first object model and a second object model,
wherein the first object model and the second object
model are discretized representations of physical
dimensions, shapes, or a combination thereof for a
first object and a second object, respectively, accord-
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ing to a discretization unit, the first object model and
the second object model representing the first object
and the second object, respectively, designated for
placing in one or more containers at a task location;

58

the second placement location 1s for utilizing the sup-
port wall to support the second object placed above

the first object; and
implementing the packing plan for placing the first object
and the second object 1n the container using a robotic

accessing a container model representative of a con- > o and an end-effector
tainer having a support wall that extends above a 18 Th e ' . dab]
container base, wherein the container model 1s a . ¢ langible, non-transitory computer-readable
. . " _ _ _ medium of claim 17, wherein deriving the packing plan
discretized representation of the container according ‘neludes:
to the discretization unit; . deriving a candidate position within the discretized con-
deriving a packing plan based on overlaying the first tainer model for placing the second object;
object model and the second object model over the estimating one or more attributes associated with the
discretized container model, the packing plan includ- candidate position based on placing the first object
ing a first placement location for placing the first model at the first placement location and the second
object and a second placement location for placing | . C_’bJe?t model a j[he Candl_d?te position; and
the second object, wherein: validating the candidate position as the second placement
the first placemellt locatic;n represents a location location when the estimated attributes satisty a wall-
within the container directly adjacent to the sup- support rule that represents one or more requirements
port wall for placing objects against and directly contacting
the second placement location represents a location ,, Vertlcally-orlft,—‘-nted container portions.
above the first placement location and within the 19. The tangible, non-transitory computer-readable
container where a portion of the second object medlum of claim 17, wherein deriving the packing plan
laterally protrudes beyond a peripheral edge of the 1nc1u4e§. _ » s . .
first object toward the support wall, and deriving a candidate position within the discretized con-
the second placement location is for utilizing the tamner model for placing the second object separated
support wall to support the second object placed I'"rom‘ the support wal} ’ . . .
above the first object; and estimating a pivot location associated with the candidate
implementing the packing plan for placing the first position based on plﬁacmg the first object model at the
object and the second object in the container using a first placement location and the second object model at
- the candidate position, wherein the pivot location rep-
robotic arm and an end-eflector. 10

resents a peripheral edge or a highest portion of the first

17. A tangible, non-transitory computer-readable medium
having processor instructions stored thereon that, when
executed by one or more processors, cause the one or more
processors to perform a method, the method comprising:
obtaining a first object model and a second object model, 5
wherein the first object model and the second object
model are discretized representations of physical
dimensions, shapes, or a combination thereof for the
first object and the second object, respectively, accord-
ing to a discretization unit, the first object model and
the second object model representing the first object
and the second object, respectively, designated for
placing 1n one or more containers at a task location;

accessing a container model representative of a container
having a support wall that extends above a contamner ,
base, wherein the container model 1s a discretized
representation of the container according to the dis-
cretization unit;

deriving a packing plan based on overlaying the first

object model and the second object model over the

discretized container model, the packing plan including

a first placement location for placing the first object and

a second placement location for placing the second

object, wherein:

the first placement location represents a location within 4
the container directly adjacent to the support wall,

the second placement location represents a location
above the first placement location and within the
container where a portion of the second object lat-
crally protrudes beyond a peripheral edge of the first
object toward the support wall, and I I

object;

deriving one or more shifted poses based on shifting the
second model toward the support wall and/or rotating
the second model about the pivot location, wherein the
one or more shifted poses represent the second object
shifting from the candidate location and directly con-
tacting the support wall; and

validating the candidate position as the second placement

location when the one or more shifted poses satisty a
tilt-support rule that represents one or more require-
ments for placing objects laterally separated from ver-
tically-oriented container portions.

20. The tangible, non-transitory computer-readable
medium of claim 17, wherein deriving the packing plan
includes:

deriving a candidate position within the discretized con-

tainer model for placing the second object overhanging
an intermediate object that 1s overhanging the first
object;

estimating one or more attributes associated with the

candidate position based on placing the first object
model at the first placement location and the second
object model at the candidate position above a location
for the intermediate object; and

validating the candidate position as the second placement

location when the estimated attributes satisty a multiple
overhang rule that represents one or more requirements
for placing multiple objects overhanging a bottom
support object.
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