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Systems and methods for dynamically providing customized
versions of video content are disclosed. In embodiments, a
method comprises: analyzing a video to determine content
and context of portions of the video; assigning one or more
content editing categories to the portions of the video based
on the analyzing; determining an unwanted scene of the
video based on the one or more content editing categories
and user profile data of a viewer; determining a style
component of the unwanted scene based on context of the
unwanted scene and the user profile data; generating custom
content to replace the unwanted scene of the video based on
an acceptable portion of content corresponding to the
unwanted scene and the style component; editing the video
to replace the unwanted scene of the video with the custom
content to produce an edited video including the custom
content; and providing the edited video to the viewer.
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300
Server receives user profile data (e.g., user settings) 201
302
Server analyzes the video to determine content and context, and saves resulting content
data in the content database
303
Server assigns content editing categories (e.g., objectionable content) o the video based
on the analysis, and saves resulting correlation data in the content database 204
Server receives user feedback data with respect to the video {e.g., rewinding, re-watching,
or skipping scenes, biometric data), and updates content database accordingly 205
Server receives content input (e.g., images, user edited video, alternative scenes, etc.) 206
Server receives a user request for content
307
Server determines that the video is {o be provided to the user based on the request 08
Server determines an objectionable portion (e.g., unwanted scene) of the video
. . — 309
Server determines an acceptable portion of content that corresponds to the objectionable
portion {e.g., unwanted scene) of the video
310
Server determines a style component based on context of the objectionable portion {e.q.,
unwanted scene) of the content and the user input data
311

Server generates custom content based on the acceptable portion of content and the style
component

Continue to FIG. 3B

FIG. SA
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Continued from FIG. 3A

T step 304 of FIG. 3A 312

_ Server edits the video to include the cus tom content to produce an edited video 313

Server provides edited video {e.g., audio-visual stream) to viewer ' 1 4
Server receives real-time user feedback data (e.g. biometric data) from the viewer
indicating a reaction of the viewer to the video
____________________________________________________ S e e YT
5 Server receives an adjustment to a user setting
____________________________________________________ e ——— 1

Server rewinds the video from a first point to a second, previous point

r . 317
- Server plays the video in an unedited version to the viewer starting at the previous point,

based on the adjustment {o the user setiing
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. . . . 1
Server feeds quantitative user feedback data {e.g., biometrics) to a convolutional neural 318

network (CNN) to produce a user feedback vector

319

Server feeds qualitative user feedback data (e.g., social media data) to an encoder to

produce word encodings using word embeddings

320

Server feeds the word encodings and user feedback vector into a series of long-short term
memory networks (LSTMs), resulting in a user experience vector
321
Server feeds the user experience vector to a video art CNN
322

Server uses the video art CNN to determine an objectionable portion of a video with
respect {0 a user

FIG. 3C
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DYNAMICALLY PROVIDING CUSTOMIZED
VERSIONS OF VIDEO CONTENT

BACKGROUND

The present invention relates generally to video editing
and, more particularly, to dynamically providing customized
versions of video content.

There exist different methods of rating and editing audio
and video content for distribution to different audiences.
Current rating methods include a manual process for pro-
ducing fixed versions of content at diflerent rating levels.
There are also known solutions for assigning content ratings
to segments of a work based on the content contained 1n the
respective segments, wherein content 1s determined based
on audio and video analysis of the segments.

A recurrent neural network (RNN) 1s a class of artificial
neural network where connections between notes form a
direct graph along a sequence. In RNNs, a chunk of neural
network looks at some input and outputs a value. A loop
allows information to be passed from one step of the
network to the next. A long short-term memory (LTSM)

network 1s a kind of RNN capable of learning long-term
dependencies.

SUMMARY

In an aspect of the invention, a computer-implemented
method includes: analyzing, by a computing device, a video
to determine content of portions of the video and context of
the portions of the video; assigning, by the computing
device, one or more content editing categories to the por-
tions of the video based on the analyzing; determining, by
the computing device, an unwanted scene of the video based
on the one or more content editing categories and user
profile data of a viewer; determining, by the computing
device, a style component of the unwanted scene based on
context of the unwanted scene and the user profile data;
generating, by the computing device, custom content to
replace the unwanted scene of the video based on an
acceptable portion of content corresponding to the unwanted
scene and the style component; editing, by the computing
device, the video to replace the unwanted scene of the video
with the custom content to produce an edited video 1nclud-
ing the custom content; and providing, by the computing
device, the edited video to the viewer.

In another aspect of the invention, there 1s a computer
program product including a computer readable storage
medium having program instructions embodied therewith.
The program instructions are executable by a computing
device to cause the computing device to: feed quantitative
user feedback data of a viewer of a video to a convolutional
neural network of the computing device to produce a user
teedback vector; feed qualitative user feedback data of the
viewer to an encoder to produce word encodings; feed the
word encodings and the user feedback vector into a series of
long-short term memory networks to produce a user expe-
rience vector; feed the user experience vector to a second
convolutional neural network; utilizing an output from the
second convolutional neural network, determine an objec-
tionable portion of the video with respect to the viewer;
determine a style component of the objectionable portion of
the video; generate custom content to replace the objection-
able portion of the video based on an acceptable portion of
content corresponding to the objectionable portion of the
video and the style component; and edit the video to replace
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2

the objectionable portion of the video with the custom
content to produce an edited video including the custom
content.

In another aspect of the invention, there 1s a system
including a processor, a computer readable memory and a
computer readable storage medium associated with a com-
puting device; program instructions to provide a video to a
viewer; program 1nstructions to determine an unwanted
portion of the video, as the video 1s being provided to the
viewer, based on one or more content editing categories
assigned to portions of the video and user data of the viewer;
program instructions to determine a style component of the
unwanted portion of the video based on context of the
unwanted portion of the video and the user data; program
istructions to generate custom content to replace the
unwanted portion of the video based on an acceptable
portion of content corresponding to the unwanted portion of
the video and the style component; and program instructions
to provide the custom content to the viewer in real-time,
wherein the program instructions are stored on the computer
readable storage medium for execution by the processor via
the computer readable memory.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention 1s described 1n the detailed descrip-
tion which follows, 1n reference to the noted plurality of
drawings by way of non-limiting examples of exemplary
embodiments of the present invention.

FIG. 1 depicts a computing infrastructure according to an
embodiment of the present invention.

FIG. 2 shows an exemplary environment 1n accordance
with aspects of the ivention.

FIGS. 3A and 3B shows a flowchart of steps of a method
in accordance with aspects of the invention.

FIG. 3C shows a flowchart of neural network methods
utilized 1n accordance with aspects of the invention.

FIG. 4. depicts an exemplary use scenario in accordance
with embodiments of the invention.

FIG. § 1llustrates a CNN LSTM neural network model
utilized according to embodiments of the present invention
to produce an experience vector.

FIG. 6 1llustrates an exemplary image sequence, wherein
an algorithm represents the combination of content and
style.

FIG. 7 1llustrates the assembling of video clips 1n accor-
dance with embodiment of the imvention.

DETAILED DESCRIPTION

The present mvention relates generally to video editing,
and more specifically to dynamically providing customized
versions of video content. In embodiments, a system and
method 1s provided for presenting an edited version of video
content 1n real-time based on user configured settings, stored
knowledge about the content, and generated replacement
content.

Distribution channels for audio and video content used to
be controlled, but as the proliferation of digital distribution
channels has grown, more and more unedited content is
freely available to audiences. With so much video content
casily available to users, 1t 1s often diflicult to know what
objectionable or unwanted material 1s contained in the
content, and what 1s oflensive for a particular person, or
groups of people. Users may wish to view diflerent versions
of content at different times or with diflerent audiences, with
or without potentially risque or offensive elements. For
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example, parents continue to look for ways to monitor and
control what their children may see and hear at given ages,
and may want to watch one version of a video with their
children, but a different version without their children.
Current solutions include a manual process for producing
fixed versions of content at different rating levels. There are
also solutions for analyzing sound for words and for i1den-
tifying visual elements in video, and for manually editing
content based on known points of a content index.

Advantageously, embodiments of the present invention
dynamically change video scenes, wherein the scenes may
be changed between each video viewing based on user
reactions, biometrics, group dynamics, parental controls,
and social media. Aspects of the invention streamline the
process and time required to produce multiple versions of
video content for different distribution targets. Some users
may wish to view existing content, but at diflerent rating
levels. In embodiments, the present invention provides a
system enabling users to configure profiles defining accept-
able words, mtent of phrases, and visuals for viewing.
Aspects of the system present a dynamically edited content
series based on a single provided image and correlated
image styles with user interpretations. In embodiments, a
system learns both content and styles that users like, depend-
ing on each user interpretation. In aspects, the system learns
within a group setting by discovering average word and user
reaction embedding. Thus, embodiments of the invention
provide improvements in that technical field of video editing
by providing technical solutions to the problem of distrib-
uting approprate/customized digital audio and video con-
tent to users.

The present invention may be a system, a method, and/or
a computer program product at any possible technical detail
level of imtegration. The computer program product may
include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present
invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
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for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
istructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, con-
figuration data for integrated circuitry, or etther source code
or object code written 1 any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, 1n order to
perform aspects of the present invention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks in the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the tlowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
istructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
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apparatus or other device to produce a computer 1imple-
mented process, such that the mstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified in the flow-
chart and/or block diagram block or blocks.

The tflowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted in the blocks may occur out of the order
noted 1n the Figures. For example, two blocks shown in
succession may, 1n fact, be executed substantially concur-
rently, or the blocks may sometimes be executed in the
reverse order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts or carry out
combinations of special purpose hardware and computer
instructions.

Referring now to FIG. 1, a schematic of an example of a
computing infrastructure 1s shown. Computing inirastruc-
ture 10 1s only one example of a suitable computing inira-
structure and 1s not imtended to suggest any limitation as to
the scope ol use or functionality of embodiments of the
invention described herein. Regardless, computing infra-
structure 10 1s capable of being implemented and/or per-
forming any of the functionality set forth heremabove.

In computing inirastructure 10 there 1s a computer system
(or server) 12, which 1s operational with numerous other
general purpose or special purpose computing system envi-
ronments or configurations. Examples of well-known com-
puting systems, environments, and/or configurations that
may be suitable for use with computer system 12 include,
but are not limited to, personal computer systems, server
computer systems, thin clients, thick clients, hand-held or
laptop devices, multiprocessor systems, miCroprocessor-
based systems, set top boxes, programmable consumer elec-
tronics, network PCs, minicomputer systems, mainirame
computer systems, and distributed cloud computing envi-
ronments that include any of the above systems or devices,
and the like.

Computer system 12 may be described in the general
context of computer system executable instructions, such as
program modules, being executed by a computer system.
Generally, program modules may include routines, pro-
grams, objects, components, logic, data structures, and so on
that perform particular tasks or implement particular abstract
data types. Computer system 12 may be practiced 1n dis-
tributed cloud computing environments where tasks are
performed by remote processing devices that are linked
through a communications network. In a distributed cloud
computing environment, program modules may be located
in both local and remote computer system storage media
including memory storage devices.

As shown 1n FIG. 1, computer system 12 1in computing
inirastructure 10 1s shown 1n the form of a general-purpose
computing device. The components of computer system 12
may include, but are not limited to, one or more processors
or processing units (e.g., CPU) 16, a system memory 28, and
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6

a bus 18 that couples various system components including
system memory 28 to processor 16.

Bus 18 represents one or more of any of several types of
bus structures, including a memory bus or memory control-
ler, a peripheral bus, an accelerated graphics port, and a
processor or local bus using any of a variety of bus archi-
tectures. By way ol example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (IMCA) bus, Enhanced ISA
(EISA) bus, Video FElectronmics Standards Association
(VESA) local bus, and Peripheral Component Interconnects
(PCI) bus.

Computer system 12 typically includes a variety of com-
puter system readable media. Such media may be any
available media that 1s accessible by computer system 12,
and 1t includes both volatile and non-volatile media, remov-
able and non-removable media.

System memory 28 can include computer system readable
media 1n the form of volatile memory, such as random
access memory (RAM) 30 and/or cache memory 32. Com-
puter system 12 may further include other removable/non-
removable, volatile/non-volatile computer system storage
media. By way of example only, storage system 34 can be
provided for reading from and writing to a nonremovable,
non-volatile magnetic media (not shown and typically called
a “hard drive”). Although not shown, a magnetic disk drive
for reading from and writing to a removable, non-volatile
magnetic disk (e.g., a “floppy disk’), and an optical disk
drive for reading from or writing to a removable, non-
volatile optical disk such as a CD-ROM, DVD-ROM or
other optical media can be provided. In such instances, each
can be connected to bus 18 by one or more data media
interfaces. As will be further depicted and described below,
memory 28 may include at least one program product having
a set (e.g., at least one) of program modules that are
configured to carry out the functions of embodiments of the
invention.

Program/utility 40, having a set (at least one) of program
modules 42, may be stored in memory 28 by way of
example, and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Fach of the operating system, one or more
application programs, other program modules, and program
data or some combination thereof, may include an 1mple-
mentation of a networking environment. Program modules
42 generally carry out the functions and/or methodologies of
embodiments of the invention as described herein.

Computer system 12 may also communicate with one or
more external devices 14 such as a keyboard, a pointing
device, a display 24, etc.; one or more devices that enable a
user to mteract with computer system 12; and/or any devices
(e.g., network card, modem, etc.) that enable computer
system 12 to communicate with one or more other comput-
ing devices. Such communication can occur via Input/
Output (I/O) interfaces 22. Still yet, computer system 12 can
communicate with one or more networks such as a local area
network (LAN), a general wide area network (WAN), and/or
a public network (e.g., the Internet) via network adapter 20.
As depicted, network adapter 20 communicates with the
other components of computer system 12 via bus 18. It
should be understood that although not shown, other hard-
ware and/or soitware components could be used 1n conjunc-
tion with computer system 12. Examples, include, but are
not limited to: microcode, device dnivers, redundant pro-
cessing units, external disk drive arrays, RAID systems, tape
drives, and data archival storage systems, etc.
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FIG. 2 shows an exemplary video distribution environ-
ment S0 1n accordance with aspects of the imvention. The
video distribution environment 50 includes a network 35
connecting a video editing server 60 with one or more user
computer devices 61 and one or more content providers 62.
The video editing server 60 may comprise the computer
system 12 of FIG. 1, and may be connected to the network
55 via the network adapter 20 of FIG. 1. The video editing
server 60 may be configured as a special purpose computing
device that 1s part of a digital content distribution infrastruc-
ture. For example, the video editing server 60 may be
configured to recerve digital audio and video content from
one or more content providers 62, and provide dynamically
edited versions of the audio and video content to one or more
user computer devices 61 in real-time or near-real time
based on output from neural networks of the video editing
server 60).

The network 35 may be any suwitable commumnication
network or combination of networks, such as a local area
network (LAN), a general wide area network (WAN), and/or
a public network (e.g., the Internet). Each user computer
device 61 includes one or more components of the comput-
ing device 12, and may be any electronic device or combi-
nation of electronic devices configured to provide audio/
video content to a user, such as a set-top box provided by an
internet and/or cable provider in communication with a
television, or a personal computing device (e.g., laptop
computer, desktop computer, smartphone, tablet computer,
etc.).

In embodiments, the user computer device 61 includes
one or more program modules executed by the user com-
puter device 61 (e.g., program module 42 of FIG. 1), which
are configured to perform one or more of the functions
described herein. In embodiments, the user computer device
61 includes a data gathering module 70 configured to obtain
user proiile data from a user or other source, and commu-
nicate the user profile data to the video editing server 60 for
storage 1 a user profile database 72. In aspects, the user
computer device 61 includes a video module 74 for receiv-
ing audio/video content from the video editing server 60 and
displaying the audio/video content to a user (e.g., via a
display 24 of FIG. 1). In aspects, the video module 74 1s
configured to receive streaming digital content from the
video editing server 60 to display to the user in real-time or
near-real time.

Still referring to FIG. 2, in embodiments, the video editing
server 60 1ncludes one or more program modules executed
by the video editing server 60 (e.g., program module 42 of
FIG. 1), which are configured to perform one or more of the
functions described heremn. In aspects, the video editing
server 60 recerves original or unedited audio/video content
from a video database 76 of one or more content providers
62 for storage 1n a content database 78 of the video editing
server 60).

In embodiments, a decision engine (decision module) 80
ol the video editing server 60 1s configured to: analyze user
data to determine user preferences and generates content
editing categories based on the user preferences; analyze
audio/video content to determine matches between content
and predetermined content editing categories (e.g., catego-
riecs of objectionable or unwanted content); determine
matches between video content and user defined content of
interest; determine context of video content; analyze user
teedback data (e.g., video rewinding data and biometric
data); and generate user experience vectors utilizing a com-
bination of convolutional neural networks and long short-
term memory neural networks.
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In embodiments, the decision engine 80 1s also configured
to receive a user request for content; and determine audio/
video content based on the request. In aspects, the decision
engine 80 1s in communication with a deep scene generator
(deep scene module) 82 configured to determine an objec-
tionable (unwanted) portion of the audio/video content;
determine an acceptable replacement portion of content;
determine a style component based on context of the objec-
tionable portion; generate custom replacement content;
splice the custom content into the audio/video content to
produce customized audio/video content; and provide the
customized audio/video content to the decision engine 80 for
distribution to the user computer device 61 and display to the
user (e.g., via the video module 74). In embodiments, a
scene library 84 of the video editing server 60 saves content
for use 1n the customization of the audio/video content by
the deep scene generator 82.

In embodiments, the video distribution environment 50
may include additional or fewer components than those
shown 1n FIG. 2. In embodiments, separate components may
be integrated 1nto a single computing component or module.
Additionally, or alternatively, a single component may be
implemented as multiple computing components or mod-
ules.

FIGS. 3A-3B shows a flowchart of a custom content
generating method 1n accordance with aspects of the inven-
tion. Steps of the method of FIGS. 3A-3B may be performed
in the environment illustrated in FIG. 2, and are described
with reference to elements shown 1in FIG. 2.

At step 300 of FIG. 3A, the video editing server 60
receives user profile data, and saves the data in the user
profile database 72 of the video editing server 60. In aspects,
user proiile data includes a user selection of objectionable
(unwanted) words, phrases, intent or context, visuals, or
combinations thereof; and/or a user selection of acceptable
words, phrases, mtent or context, visuals or combinations
thereof. In embodiments, the video editing server 60 pro-
vides selectable options to a user via the data gathering
module 70 of the user computer device 61. In aspects, the
decision engine 80 of the video editing server 60 analyzes
the user profile data to determine editing categories for
objectionable content to be edited for a particular user, and
saves the editing categories 1n the user profile database 72.
Editing categories may include, for example, context cat-
cgories such as scary or frightening, or may be directed to
particular content such as an actor.

At step 301, the video editing server 60 receives a video
content (e.g., a new piece of audio/visual content) to be
distributed to one or more user computer devices 61 from
one or more content providers 62. In embodiments, the
video editing server 60 receives the video content (hereafter
video) from a content provider 62 and saves the video as
original or unedited content 1n the content database 78. In
aspects, the video editing server 60 receives a streaming
video from a content provider 62 and edits the streaming
video 1n real-time during distribution to one or more user
computer devices 61 in accordance with step 313 discussed
below. In embodiments, the video editing server 60 is part of
a system which generates original video content.

At step 302, the video editing server 60 analyzes the video
received at step 301 to determine content and context of
portions of the video and/or context of the video as a whole.
In aspects, the video editing server 60 analyzes the video for
audio and visual cues which match a known set of items
which fall ito categories of content subject to editing
(content editing categories). Various content and context
analysis tools and methods may be utilized by the video
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editing server 60 1n the performance of step 302, including
image recognition techniques, speech to text techniques,
natural language processing (NLP) tools, and text recogni-
tion tools. In aspects, the decision engine 80 of the video
editing server 60 implements step 302.

In embodiments, the decision engine 80 utilizes metadata
associated with the video to determine context ol one or
more portions of the video, and/or the video as a whole. For
example, by analyzing data regarding the video’s creators,

previous works of the creators, the genre of the video, and

related video content products, the decision engine 80 can
add context to 1ts content analysis. This context can lead to
a better understanding of identified audio and visual cues,
helping the video editing server 60 understand mmnuendo,
gratuitous content, or meaningiul content.

At step 303, the video editing server 60 assigns content
editing categories (e.g., objectionable content categories) to
one or more portions of the video received at step 301, and
generates correlation data based therecon. In aspects, the
decision engine 80 of the video editing server 60 implements
step 303, and tags or otherwise associates the one or more
portions of the video with one or more of the predetermined
content editing categories. In aspects, the video editing
server 60 saves the correlation data in the content database
78. For example, the video editing server 60 may determine
that a scene 1n a digital video contains fighting between
humans, and that the fighting 1s 1n the context of a scene
involving angry emotions. In this example, the video editing
server 60 associates the fight scene with an appropriate
predetermined content editing category using, for example,
time stamps of the video.

At step 304, the video editing server 60 optionally
receives user feedback data with respect to the wvideo
received at step 301. User feedback data may be 1n the form
of video watching data (users’ rewinding scenes, skipping
scenes, re-watching scenes, muting scenes, etc.), biometric
data, user survey data, observed user behavior data, direct
input from users, or other user feedback data. In one
example, the video editing server 60 receives direct input
from a user that a portion of the video contains objectionable
content 1n the form of violence. In embodiments, the video
editing server 60 receives video watching data from the data
gathering modules 70 of one or more user computer devices
61. In this way, embodiments of the imnvention enable the
video editing server 60 to gather crowd-sourced data regard-
ing viewing patterns associated with the video, which the
decision engine 80 utilizes to determine content and/or
context of portions of the video. In embodiments, the user
feedback data 1s in the form of biometric data of the user,
such as biometric data from a wearable device of the user.
In aspects, the user feedback data 1s in the form of observed
behavioral data, such as from authorized image data taken of
the user when viewing the video. In embodiments, the video
editing server 60 updates correlation data for the video based
on the user feedback data. The decision engine 80 may
implement update correlation data in the content database 78
in accordance with step 304.

In one example, multiple users authorize (via user profile
data of step 300) the video editing server 60 to access
biometric data (e.g., wearable device data) associated with
video watching sessions of the users. In this example, the
video editing server 60 receives data indicating a portion of
the video at which the users’ heart rates tend to accelerated
dramatically, indicating a frightening event 1n the video. In
accordance with this example, the video editing server 60
may update correlation data associated with this frightening,
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portion of the video to indicate a frightening event (e.g., a
predetermined content editing category of “scary™).

In embodiments, at step 304, the video editing server 60
matches content of the video against social or online content
review systems. Information from the social or online con-
tent review systems can improve the learning and recogni-
tion of the video editing server 60 by cross-referencing
human feedback and identification of scenes which may
contain objectionable content with the automated analysis of
steps 302 and 303.

Based on the above, 1t can be understood that, 1n embodi-
ments, the video editing server 60 learns about the video
received at step 301 through consumer inputs and machine
side inputs (e.g., analysis of the decision engine 80). From
the consumer side, the video editing server 60 receives
information through user settings, user interactions with the
video or similar videos, direct feedback regarding the video
and/or biometric feedback. From the machine side, the video
editing server 60 analyses the content of the video, including
metadata such as the creators of the content, and feedback
analysis through direct means or social channel consump-
tion. In embodiments, the video editing server 60 learns
geographical and cultural sensitivities to content based on
the analysis of user feedback data for multiple users. In
aspects, the decision engine 80 implements step 304.

At step 303, the video editing server 60 receives content
input to be utilized in the content editing process of FI1G. 3B,
and saves the content in the scene library 84. The video
editing server 60 may receive content input from one or
more user computer devices 61, content providers 62, or
other sources. Content input may be 1n the form of images,
user edited video segments, one or more alternative scenes
for a video, or the like. Content mput may be previously
generated custom content in accordance with FIG. 3B,
discussed below.

At step 306, the video editing server 60 receives a user
request for content from a user (hereafter viewer). The
request may be in the form of a video selection received at
the video editing server 60 via a network communication
from a set top box (e.g., the user computer device 61) of a
viewer, a search query related to a video, a type of video, a
category of video (e.g., rating, genre, etc.) or other data
related to the 1dentification of a video. Optionally, a viewer
informs the video editing server 60 of what content rating
they wish to view, or makes individual setting selections
regarding more specific content, such as choosing words, or
visuals which are acceptable or unacceptable.

At step 307, the video editing server 60 determines a
video to be provided to the viewer based on the user request.
In one example, the video editing server 60 receives a
request for an action movie, sends a list of possible matches
to the viewer, and receives a user selection of one of the
possible matches from the viewer in accordance with step
306. In this example, the video editing server 60 determines
that the video to be provided to the viewer is the video
indicated 1n the user selection. Other methods of determin-
ing a video based on a user request may be utilized 1n
accordance with step 307. In aspects, the decision engine 80
implements step 307.

At step 308, the video editing server 60 determines an
objectionable or unwanted portion of the video (e.g., an
unwanted scene from the video determined at step 307). It
should be understood that the video editing server 60 may
determine multiple objectionable portions of the wvideo,
however, for the sake of simplicity, only one objectionable
portion of the video will be discussed with respect to the
method steps of FIGS. 3A-3B. In embodiments, the video



US 11,012,748 B2

11

editing server 60 determines the objectionable portion of the
video by matching objectionable content 1n the user profile
data of the viewer with the predetermined content editing
categories of step 303 of FIG. 3A. For example, a viewer’s
user profile may indicate that the viewer objects to watching
violent fight scenes. In this example, the video editing server
60 determines that a fight scene in the video 1s an objec-
tionable portion of the video based on the user’s profile
matching fight scene correlation data for the objectionable
portion of the video 1n the content database 78. In another
example, the video editing server 60 determines from user
profile data 1n the user profile database 72 that the viewer has
historically shown signs of distress (e.g., via biometric data
or other user feedback data) when similar content has been
presented to them in the past, and determines (based on a
match between the content and context of the prior objec-
tionable content and current content being viewed) that the
current content 1s objectionable content. In another example,
the unwanted real-time portion of content 1s sound that 1s too
muilled to be heard properly (e.g., does not meet a threshold
volume or threshold clarity parameter). Various methods for
determining objectionable content based on matches
between user profile data in the user profile database 72 and
content and context data in the content database 78 may be
utilized by the decision engine 80 of the video editing server
60 1n determining an objectionable portion of the video 1n
accordance with step 308.

At step 309, the video editing server 60 determines an
acceptable portion of content that corresponds to the objec-
tionable portion of content. In aspects, the acceptable por-
tion of content 1s 1n the form of a group of replacement
images and/or audio (e.g., a group of 1mages making up a
scene). In embodiments, the deep scene generator 82 of the
video editing server 60 selects an acceptable piece of content
that corresponds to the start of an offensive scene determined
at step 308. In aspects, the video editing server 60 may
determine an acceptable portion of content based on content
previously determined to be an acceptable substitution for a
particular portion of a video. For example, an acceptable
portion of content in a scene library 84 may be saved with
an association to a fight scene mm a video, wherein the
acceptable portion of content was predetermined by the
video editing server 60 or an outside party, to be an accept-
able substitute for the fight scene (1.e., the objectionable
portion of the video). In another example, the replacement
portion of content (acceptable portion of content) 1s a
pre-recorded version of the sound that 1s clearer.

In embodiments, the video editing server 60 determines
the acceptable portion of content (e.g., appropriate replace-
ment scene) based on scene length of the objectionable
portion, scene length of the acceptable portion, visual and
audio context of the objectionable portion and visual and/or
audio context of the acceptable portion. For example, 1n one
embodiment, the deep scene generator 82 matches the scene
length, content and context of the objectionable portion
determined at step 309 with potential acceptable portions 1n
the scene library 84 to determine one or more acceptable
portions of content that can be utilized by the video editing
server 60 to replace the objectionable portion.

At step 310, the video editing server 60 determines a style
component for the acceptable portion of content based on
context of the objectionable portion and the user mput data
from the viewer’s user profile. In aspects, the deep scene
generator 82 ol the video editing server 60 dynamically
selects the style component based on the objective of the
objectionable portion of video (e.g., based on context data
associated with the portion of video) and the user’s response.
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For example, i the objective of the scene 1s to induce fear
and the viewer 1s generally subdued, a darker style will be
chosen by the video editing server 60. In aspects, the video
editing server 60 learns through backpropagation whether
the style determined at step 310 does or does not anneal the
group ol replacement 1images towards the objective of the
objectionable portion of the video. Backpropagation as used
herein refers to a method used 1n artificial neural networks
to train deep neural networks. In one deep neural network
example, a label 1s the current user reaction (e.g., real-time
biometric data of the viewer) and a training example 1s a
previous style. As a result, in embodiments, the video editing
server 60 adjusts to the audience (viewer) 1n real time with
different generated art sequences for msertion (as a replace-
ment for objectionable content).

At step 311, the video editing server 60 generates custom
content based on the acceptable portion of content deter-
mined at step 309 and the style component determined at
step 310. In aspects, the custom content 1s generated using
real-time user experience vectors, discussed below with
respect to FIG. 3C. In aspects, the custom content comprises
sequential movie or video art. In one example, custom
content 1s generated in the form of an obscured fight scene
based on a fight scene of a movie determined to be objec-
tionable at step 308. In this example, the style of the
obscured fight scene matches the determined style of the
actual fight scene. Thus, 1n embodiments, the video editing
server 60 generates substitute content that matches the style
of the original objectionable content. In aspects, a library of
motion tracked framework scenes (e.g., from the scene
library 84) 1s used by the video editing server 60 to create
new scenes based on characters and objects extracted from
the source video (the unedited video). In aspects, the deep
scene generator 82 of the video editing server 60 implements
step 311.

Continuing at FIG. 3B, at step 312, the video editing
server 60 incorporates the custom content of step 311 1nto
the video to produce an edited or customized video. Various
video creation methods may be utilized by the video editing
server 60 1n the performance of step 312. In embodiments,
the video editing server 60 splices the custom content into
the video, inserts and removes 1mages of the video, and
anmimates objects between points of insertion and removal of
images. In embodiments, the video editing server 60 finds an
appropriate replacement scene based on scene length, and
visual and audio context; and then remixes appropriate audio
onto the new visual in order to convey the original meaning
of the video content. Thus, 1n embodiments, the wvideo
editing server 60 creates edited videos with customized
replacement 1mage and/or audio content. In aspects, the deep
scene generator 82 i1mplements step 312. Based on the
above, 1t can be understood that embodiments of the inven-
tion enable the generation of unique video art for splicing
into an original film. As a result, embodiments of the
invention enable the creation of multiple edited variations of
video content, which are each specifically tuned and
changed 1n real-time for an audience.

At step 313, the video editing server 60 provides the
edited video content (e.g., edited audio-visual stream) of
step 312 to the viewer. In aspects, the video editing server 60
provides the edited content from step 312 to a user computer
device 61 (via the network 535) for viewing by the viewer 1n
real-time or near-real time as the video editing server 60 1s
creating the edited video content. In aspects, the decision
engine 80 implements step 313. Although not depicted, the
video editing server 60 may also provide a notification to an
interested party associated with the video indicating that the
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video has been edited. In aspects, the notification icludes
details regarding editing performed on a video by the video
editing server 60. For example, the video editing server 60
may send a nofification to a director of a video stream
notifying the directed of the censoring action so that action
can be taken to correct any 1ssues 1n the video going forward
(e.g. by fixing a microphone that made a muilled sound 1n
the audiovisual stream).

At step 314, the video editing server 60 optionally
receives real-time user feedback from the viewer as the
viewer consumers the video. In aspects, the real-time user
teedback data indicates a reaction of the viewer to the video
they are consuming (either an unedited portion or an edited
portion). For example, the video editing server 60 may
receive video watching data (e.g., rewinding data, fast
forward data, etc.) 1n accordance with step 304 of FIG. 3A.
Viewer actions such as rewinding and re-watching scenes or
skipping scenes can both give the video editing server 60
clues and help 1t learn about scenes which should be
analyzed further. Optionally, the video editing server 60 may
receive biometric feedback from a viewer. Heart rate, body
temperature, pupal dilation and body position are examples
of biometric feedback that can be monitored (by user
computer devices not shown) and used by the video editing
server 60 to identify particular scenes which may be subject
to editing. A variety of biometric data may be collected by
the video editing server 60 1n accordance with step 314, and
the present invention i1s not intended to be limited to the
examples discussed herein.

It should be understood that steps of FIGS. 3A-3B need
not be performed consecutively unless a consecutive order 1s
specifically discussed herein.

FIG. 3C shows a flowchart of neural network methods
utilized 1n accordance with aspects of the invention. Steps of
the method of FIG. 3C may be performed 1n the environment
illustrated in FIG. 2, and are described with reference to
clements shown in FIG. 2 and method steps of FIGS. 3A-3B.

In embodiments of the mvention the video editing server
60 utilizes convolutional neural network (CNN) and long-
short term memory (LSTM) neural network structures to
implement steps of the mvention. In aspects, the video
editing server 60 trains an artificial neural network using
training response vectors derived from real-time user feed-
back data. More specifically, as set forth 1n step 318 of FIG.
3C, 1n embodiments, the video editing server 60 feeds
quantitative user feedback data (e.g., biometric data) into a
convolutional neural network (CNN) of the decision engine
80, to produce a user feedback vector. The term vector as
used herein refers to a learning vector for mput mnto an
artificial neural network.

At step 319, the video editing server 60 feeds qualitative
user feedback data (e.g., social media data indicating pret-
erences of a viewer) to an encoder to produce word encod-
ings (e.g., text mapped to vectors or real numbers) using
word embeddings. A word embedding as used herein refers
to a collective name for a set of language modeling and
feature learning techniques 1n natural language processing
(NLP) where words or phrases are mapped to vectors or real
numbers.

At step 320 of FIG. 3C, the video editing server 60 feeds
the word encodings of step 319 and the user feedback vector
of step 318 1nto a series of long-short term memory (LSTM)
neural networks, resulting in a user experience vector out-
put.
At step 321, the video editing server 60 feeds the user
experience vector of step 320 to a video art CNN (second
CNN). In aspects, the user experience vector 1s fed to the
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video art CNN dynamically based on the processing of
real-time user feedback data receirved in accordance with
step 314 of FIG. 3B.

At step 322, the video editing server 60 utilizes an output
of the video art CNN of step 321 to determine the objec-
tionable portion of the video (with respect to the viewer), in
accordance with step 308 of FIG. 3A. In embodiments, the
decision engine 80 and/or the deep scene generator 82
perform one or more of steps 319-322.

In embodiments, the deep scene generator 82 of the video
editing server 60 uses a stack of long short-term memories
(LSTMs) to remember the previous weights for each previ-
ous scene (group ol images). The words and natural lan-
guage derived from the previous scene are projected into a
word embedding function of the video editing server 60, and
then pushed through an encoder of the video editing server
60. In aspects, biometric data samples are sent through
convolutional neural networks (CNNs), where the last hid-
den layer activation layers are exported into an encoder.
Each of the encoded elements are concatenated and 1nput
into a series of LSTMs. The output of the LSTM results 1n
the user experience vector, which 1s then added 1nto a video
art CNN of the deep scene generator 82, along with style and
content. The style 1s always streaming from a learned style
bank (e.g., scene library 84) while the user experience vector
1s generated 1n real time by the video editing server 60.

FIG. 4 depicts an exemplary use scenario 1n accordance
with embodiments of the mnvention. The scenario of FIG. 4
may be performed 1n the environment 1llustrated 1n FIG. 2,
utilizing elements shown 1n FIG. 2 and method steps out-
lined 1n FIGS. 3A-3C.

As depicted 1n FIG. 4, a viewer of content (hereafter
viewer) represented at 400 provides user mputs (e.g., user
defined settings and control data, and biometrics data) to a
set top box 61' (e.g., a user computer device 61 of FIG. 2).
The set top box 61' provides the user mputs to the decision
engine 80, and the decision engine 80 of the video editing
server 60 (shown in FIG. 2) receives the inputs 1n accor-
dance with steps 300 and 304 of FIG. 3A and step 314 of
FIG. 3B. The decision engine 80 acquires content (e.g.,
digital video content) from one or more content sources 406
(e.g., content provider 62 of FIG. 2), as well as user feedback
data (e.g., social inputs, published reference material, user
group data) from one or more internal or external sources
represented at 408. In accordance with step 303 of FIG. 3,
the decision engine 80 analyzes the acquired content to
determine content and context, and feeds data (e.g., video
content data, word analysis data, user setting data, user
biometrics data) to the deep scene generator 82. The deep
scene generator 82 obtains replacement image data and style
data from the scene library 84, and generates a modified
scene (customized content) 1 accordance with step 311 of
FIG. 3A, wherein the modified scene 1s imtended to replace
an unwanted or objectionable scene determined by the
decision engine 80. In accordance with the exemplary sce-
nario of FIG. 4, the decision engine 80 then integrates the
modified scene into the acquired content in place of the
unwanted or objectionable content, and provides the edited
acquired content (e.g., edited video) to the set top box 61' for
presentation to the viewer 400.

FIG. 5 illustrates a CNN LSTM neural network model
500 utilized according to embodiments of the present inven-
tion to produce an experience vector, utilizing the steps of
FIG. 3C. As illustrated, quantitative user feedback data in
the form of biometric data 502 i1s fed through a CNN
represented at 504. The output 506 of the CNN 3504 1s input
to an LSTM 508 at mnput 510. Additionally, qualitative user
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feedback data in the form of words from social media
networks 3512 1s converted mmto word embeddings repre-
sented at arrow 513, and the word embeddings 513 are input
to an encoder represented at 514. In general, word embed-
dings 513 are numeric representations of text. The encoder
514 generates word encodings represented at arrow 316 used
at a pointwise operation 518 of the LSTM 508. The LSTM

508 outputs an experience vector 520 1n accordance with
step 320 of FIG. 3C.

FIG. 6 1llustrates an exemplary image sequence, wherein
an algorithm 600 represents the combination of content and
style. The following algorithm depicted in FIG. 6 may be
utilized to determine a merged 1mage J(G):

JG)=UT . pond C. G)+P 1105, G)+CI(desired vector,
experience vector)

In the algorithm 600, J_,,,.,./~a content image, [l ;. =a
style image, C=content, S=style and G=merged. Cl(desired
vector, experience vector) represents a “cost function™. In
aspects, the algorithm 600 will not get things right the first
time. That 1s, the video editing server 60 may produce a
video or splice (as the custom content of step 311 of FIG.
3A) that 1s not helptul to the viewer, or that needs editing.
When user feedback 1s provided, the algorithm will compute
the difference between the “desired vector” (the feedback
given by the user) and the “experience vector” (what the
video editing server 60 knows about the user). The video
editing server 60 will then update what it knows about the
user 1n the user profile database 72. One example would be
a system that has 30% confidence that a user likes “cooking
shows”. If the video editing server 60 1n this example
decides to edit out a cooking segment from a set of videos,
and the user later indicates they wanted to see the cooking
segment, the system may incorporate that feedback and
increase the imnternal confidence about the user preference for
cooking shows (e.g., to a 50% confidence level). The exact
adjustments to confidence are rarely known, and this
example 1s oflered only as a simple example of a cost
function 1n accordance with embodiments of the mnvention.

As depicted 1n FIG. 6, in embodiments, the video editing
server 60 determines an acceptable portion of content 602
that corresponds to an objectionable portion of content, in
accordance with step 309 of FIG. 3. In accordance with step
310 of FIG. 3, the video editing server 60 also determines a
style component 604. The video editing server 60 generates
custom content 606 (e.g., a generated 1mage) based on the
acceptable portion of content 602 and the style component
604, using the experience vector 520 of FIG. 5. The block
diagram represented at 608 represents a logical neural
network architecture. More specifically, block diagram 608
depicts a set of matrices and vectors gradually reducing
within a learning architecture to a final decision (e.g.,
custom content 606).

FIG. 7 1llustrates the assembling of video clips in accor-
dance with embodiment of the invention. Stacked LSTMS
508A, 508B and 508C are depicted as generating acceptable
portions of content 606A, 6068 and 606C. In embodiments,
the video editing server 60 utilizes stacked (e.g., LSTMs
508A-508C) to produce clips (e.g., acceptable portions of
content 606A-606C) together, so that the video editing
server 60 remembers a previously generated scene, resulting
in a flow of scenes.

Based on the above, it can be understood that embodi-
ments of the mnvention advantageously perform audio/video
editing 1n real-time, thus reducing the need to produce and
store multiple fixed version of audio/video content for
distribution to users. In embodiments, the content output of
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the video editing server 60 1s customized based on user
settings, viewer preference analysis, mspection of content
and related data, and learning analysis over many groups.
Thus, a user can watch the full version of a video, or the
highly edited version, or any version in-between, since they
can control the edits with much finer detail.

Moreover, embodiments of the invention enable a user to
adjust settings in real time, so they can watch an edited
scene, then rewind, adjust settings, and watch the scene
unedited. In aspects, the system also provides customized
editing for different user groups and individual viewers.
What i1s considered obscene or offensive 1n one culture, may
be less so 1n another. A viewer may change preferences over
time and can inform the system through settings and actions.
By understanding the audience through user settings, and
learning how ditlerent groups react to diflerent content, edits
of the video editing server 60 can be better targeted to the
audience while maintaining as much original content as
possible. The edited content produced by the video editing
server 60 can also be improved over fixed versions. By
continuing to learn and adapt, and as techmical advance-
ments are made, the video editing server 60 1s configured to
generate edits that can continue to improve over time.

In embodiments, a service provider could offer to perform
the processes described herein. In this case, the service
provider can create, maintain, deploy, support, etc., the
computer infrastructure that performs the process steps of
the mvention for one or more customers. These customers
may be, for example, any business that uses technology. In
return, the service provider can receive payment from the
customer(s) under a subscription and/or fee agreement and/
or the service provider can receive payment from the sale of
advertising content to one or more third parties.

In still another embodiment, the invention provides a
computer-implemented method for dynamically providing
customized versions of video content. In this case, a com-
puter inirastructure, such as computer system 12 (FIG. 1),
can be provided and one or more systems for performing the
processes ol the mnvention can be obtained (e.g., created,
purchased, used, modified, etc.) and deployed to the com-
puter infrastructure. To this extent, the deployment of a
system can comprise one or more of: (1) installing program
code on a computing device, such as computer system 12 (as
shown 1 FIG. 1), from a computer-readable medium; (2)
adding one or more computing devices to the computer
infrastructure; and (3) mcorporating and/or modifying one
or more existing systems ol the computer infrastructure to
enable the computer infrastructure to perform the processes
of the mvention.

In embodiments, methods of the present invention com-
prises: monitoring user behavioral responses (e.g., facial
expressions, social media posts) to train portions of one or
more audiovisual streams; generating, based on the
responses, a traming user response vector for each tramning
portion; training, using the training response vectors, an
artificial neural network to detect unwanted portions of
content; monitoring user behavioral response to real-time
portions of the real-time audiovisual stream; generating,
based on the responses; a real-time user response vector for
cach real-time portion; analyzing, using the trained artificial
neural network, the real-time user response vectors; detect-
ing, based on the analysis, an unwanted real-time portion of
content; and censoring the unwanted real-time portion of
content by splicing a replacement portion of content 1n place
of the unwanted real-time audiovisual stream. In aspects, the
unwanted real-time portion of content 1s sound that 1s too
muilled to be heard properly, wherein the replacement
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portion of content 1s a pre-recorded version of the sound that
1s clearer, and therein a director ol the video stream 1s
notified of the censoring action so that action can be taken
to correct the 1ssue going forward 1n the audiovisual stream
(e.g. by fixing the microphone that made the mutiled sound).

To the extent the aforementioned implementations collect,
store, or employ personal information provided by imndividu-
als, 1t should be understood that such information shall be
used in accordance with all applicable laws concerning
protection of personal information. Additionally, the collec-
tion, storage, and use of such information may be subject to
consent of the individual to such activity, for example,
through “opt-in” or “opt-out” processes as may be appro-
priate for the situation and type of information. Storage and
use of personal information may be 1 an approprately
secure manner reflective of the type of information, for
example, through various encryption and anonymization
techniques for particularly sensitive information.

The descriptions of the various embodiments of the
present 1nvention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1n the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments
disclosed herein.

What 1s claimed 1s:

1. A computer-implemented method, comprising:

analyzing, by a computing device, a video to determine

content of portions of the video and context of the
portions of the video;

assigning, by the computing device, one or more content

editing categories to the portions of the video based on
the analyzing;
determining, by the computing device, an unwanted scene
of the video based on the one or more content editing,
categories and user profile data of a viewer;

determining, by the computing device, an acceptable
portion ol content corresponding to the unwanted
scene;

dynamically selecting, by the computing device, a style

component for the acceptable portion of content based
on context of the unwanted scene and the user profile
data, wheremn the style component 1s based on an
objective of the unwanted scene;

creating, by the computing device, custom content to

replace the unwanted scene of the video based on the
acceptable portion of content corresponding to the
unwanted scene and the style component;

editing, by the computing device, the video to replace the

unwanted scene of the video with the custom content to
produce an edited video including the custom content;
and

providing, by the computing device, the edited video to

the viewer.

2. The computer-implemented method of claim 1, further
comprising receiving, by the computing device, user profile
data from a plurality of users, including the user profile data
of the viewer, and saving the user profile data 1n a user
profile database.

3. The computer-implemented method of claim 1,
wherein the analyzing the video comprises analyzing audio
data of the video and 1image data of the video for the content
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of the video and the context of the video, wherein the
analyzing 1s performed utilizing at least one of the tools
selected from the group consisting of: speech to text tools,
natural language processing tools, and visual recognition
tools.

4. The computer-implemented method of claim 1, further
comprising recerving, by the computing device, real-time
user feedback data from a viewer watching the wvideo,
wherein the real-time user feedback data indicates reactions
of the viewer to the video, and wherein the determining the
objectionable portion of the video comprises utilizing the
real-time user feedback data to determine the objectionable
portion.

5. The computer-implemented method of claim 4,
wherein the real-time user feedback data comprises wear-
able device data of the viewer.

6. The computer-implemented method of claim 1, further
comprising;

recerving, by the computing device, an adjustment to a

user setting from the viewer;

rewinding, by the computing device, the video; and

presenting, by the computing device, the video 1n an

unedited form to the viewer based on the adjustment to
the user setting.

7. The method of claim 1, further comprising learning, by
the computing device, whether the style component for a
group ol replacement images of the acceptable portion of
content matches the objective of the unwanted scene through
backpropagation traiming of a neural network of the com-
puting device.

8. A computer program product comprising a computer
readable storage medium having program instructions
embodied therewith, the program instructions executable by
a computing device to cause the computing device to:

teed quantitative user feedback data of a viewer of a video

to a convolutional neural network of the computing
device to produce a user feedback vector;

feed qualitative user feedback data of the viewer to an

encoder to produce word encodings;

teed the word encodings and the user feedback vector 1nto

a series of long-short term memory networks to pro-
duce a user experience vector;

feed the user experience vector to a second convolutional

neural network;

utilizing an output from the second convolutional neural

network, determine an objectionable portion of the
video with respect to the viewer;

determine a style component of the objectionable portion

of the video:

generate custom content to replace the objectionable

portion of the video based on an acceptable portion of
content corresponding to the objectionable portion of
the video and the style component; and

edit the video to replace the objectionable portion of the

video with the custom content to produce an edited
video including the custom content.

9. The computer program product of claim 8, further
comprising program instructions to cause the computing
device to:

analyze the video to determine content of portions of the

video and context of the portions of the video; and
assign one or more content editing categories to the
portions of the video based on the analyzing.

10. The computer program product of claim 9, wherein
the analyzing the video comprises analyzing audio data of
the video and 1mage data of the video for the content and the
context.
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11. The computer program product of claim 9, wherein the
analyzing the video 1s performed utilizing at least one of the
tools selected from the group consisting of: speech to text
tools, natural language processing tools, and visual recog-
nition tools.

12. The computer program product of claim 8, further
comprising program instructions to cause the computing
device to:

receive user profile data from a plurality of users, includ-
ing the viewer, and save the user profile data in a user
profile database; and

utilize the user profile data in the determining the objec-
tionable portion of the video with respect to the viewer.

13. The computer program product of claim 8, further
comprising program instructions to cause the computing
device to:

provide the edited video to the viewer; and

receilve real-time user feedback from the viewer, wherein
the real-time user feedback indicates reactions of the
viewer to the edited video, and wherein the determining
the objectionable portion of the video comprises uti-
lizing the real-time user feedback to determine the
objectionable portion.

14. The computer program product of claim 13, wherein
the real-time user feedback comprises biometric data of the
viewer.

15. The computer program product of claim 8, further
comprising program instructions to cause the computing
device to:

provide the edited video to the viewer;

receive an adjustment to a user setting from the viewer;

rewind the video; and

present the video to the viewer without the custom content
based on the adjustment to the user setting.

16. A system comprising:

a processor, a computer readable memory and a computer
readable storage medium associated with a computing
device;

program 1instructions to provide a video to a viewer;

program 1instructions to determine an unwanted portion of
the video, as the video 1s being provided to the viewer,
based on one or more content editing categories
assigned to portions of the video and user data of the
viewer:;

program 1nstructions to determine an acceptable portion
of content corresponding to the unwanted scene;
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program 1instructions to dynamically select a style com-
ponent for the acceptable portion of content based on
context of the unwanted portion of the video and the
user data, wherein the style component 1s based on an
objective of the unwanted scene;

program 1nstructions to create custom content to replace
the unwanted portion of the video based on the accept-
able portion of content corresponding to the unwanted
portion of the video and the style component; and

program instructions to provide the custom content to the

viewer 1n real-time,

wherein the program instructions are stored on the com-

puter readable storage medium for execution by the
processor via the computer readable memory.

17. The system of claim 16, further comprising:

program 1nstructions to analyze the video to determine

content of portions of the video and context of the
portions of the video; and

program 1nstructions to assign the one or more content

editing categories to the portions of the video based on
the analyzing.

18. The system of claim 16, further comprising:

program 1nstructions to receive user feedback data from a

plurality of users; and

program 1nstructions to update the one or more content

editing categories based on the user feedback data from
the plurality of users.

19. The system of claim 16, further comprising:

program 1instructions to receive real-time user feedback

data from the viewer watching the video, wherein the
real-time user feedback data indicates reactions of the
viewer to the video; and

program instructions to feed the real-time user feedback

data through an artificial neural network;

wherein the determining the unwanted portion of the

video 1s further based on an output of the artificial
neural network.

20. The system of claim 19, further comprising program
instructions to train the artificial neural network over time
utilizing the real-time user feedback data, wherein the train-
ing includes learning whether the style component for a
group ol replacement images of the acceptable portion of
content matches the objective of the unwanted scene through
backpropagation.
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