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REQUEST FULFILLMENT SYSTEM,
METHOD, AND MEDIA

FIELD OF THE DISCLOSURE

The present disclosure generally relates to fulfilling
requests for goods and/or services.

BACKGROUND

Customers commonly purchase goods and services from
brick-and-mortar stores such as retail stores, grocery stores,
consumer electronic boutiques, etc. Customers also pur-
chase goods and services via on-line vendors who provide
virtual storefronts from which customers may purchase the
goods and services without visiting a brick-and-mortar store.
In particular, a customer using a computing device such as
a laptop computer, smart phone, or tablet may visit a virtual
storefront 1n order to select and purchase goods, services, or
both from the on-line vendor.

Many customers find purchasing goods and services from
an on-line vendor more convenient than physically visiting
a brick-and-mortar store to make such purchases. However,
purchasing from an on-line vendor generally requires the
customer to undertake a many step process. For example, a
customer may need to open an appropriate application such
as a web browser, direct the application to the virtual store,
find and select the goods and services that the customer
wants to purchase, and finalize the purchase via a checkout
process. The checkout process may likewise include many
steps. For example, the customer may need to provide
payment mformation, provide i1dentification mformation to
validate the payment information, select from several
options for shipping the purchased goods, and provide an
address to which the purchased goods are to be delivered or
at which the services are to be performed. Each of these
steps provides an additional obstacle for the customer to
overcome 1n order to obtain the desired goods, services, or
both. Moreover, each of these steps provides the customer an
opportunity to reconsider and abandon the purchase.

BRIEF SUMMARY OF THE DISCLOSURE

Shown 1n and/or described 1n connection with at least one
of the figures, and set forth more completely in the claims
are systems, methods, and computer readable medium
directed to the fulfillment of requests for goods, services, or

both.

These and other advantages, aspects and novel features of
the present disclosure, as well as details of 1llustrated
embodiments thereof, will be more fully understood from
the following description and drawings.

BRIEF DESCRIPTION OF SEVERAL VIEWS OF
THE DRAWINGS

FIG. 1 shows an example request processing system in
accordance with an example embodiment of the present
disclosure.

FIG. 2 shows a simplified depiction of an example com-
puting device suitable for implementing one or more of the
computing systems of the request processing system of FIG.
1.

FIG. 3 shows an embodiment of the fulfillment device of
request processing system of FIG. 1
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FIG. 4 shows a tflow diagram for a request processing
method 1implemented by the request processing system of

FIG. 1.

FIG. 5 shows a flow diagram depicting responses sent by
a Tulfillment system of the request processing system of FIG.
1.

FIG. 6 shows another flow diagram for another request
processing method implemented by the request processing
system of FIG. 1.

DETAILED DESCRIPTION

In some embodiments, a request fulfillment system 1s
capable of fulfilling requests received from customers. The
request fulfillment system may analyze a received request to
identify an intent of the request and determine a confidence
level for the identified intent. If the confidence level 1is
suflicient, the request fulfillment system may proceed with
tulfilling the request per the 1dentified intent. However, if the
confidence level 1s mnsuflicient, the request fulfillment sys-
tem may forward the request to an employee, who may
turther analyze the request and may contact the customer 1n
order to confirm the intent of the request. In response to
confirming the intent, the employee may fulfill the request or
forward the request to a fulfillment system for further
processing.

Referring now to FIG. 1, an embodiment of a request
fulfillment system 10 1s shown. In general, the request
fulfillment system 10 may analyze requests received from
customers, determine an intent of such requests, and fulfill
such requests per the identified intent. To this end, the
request fulfillment system 10 may include one more client
computing devices 20 and a request processing system 30
that are operatively coupled together via a network 90.

The network 90 may include a number of private and/or
public networks that collectively provide one or more com-
munication paths between the client computing devices 20
and the request processing system 30. For example, the
network 90 may include wireless and/or wired networks,
L AN (local area network) networks, WAN (wide area net-
work) networks, PAN (personal area network) networks,
cellular networks, and/or the Internet.

As shown, the client computing devices 20 may include
special-purpose fulfillment devices 22 as well as general-
purpose computing devices 24. Fach fulfillment device 22
may be implemented as a low cost, electronic device spe-
cifically designed to receive requests from a customer and
forward such requests to a request processing system 30 for
processing. As such, a customer may own several tulfillment
devices 22 and place such fulfillment devices 22 at multiple
locations throughout their residence to increase the likeli-
hood that a fulfillment device 22 1s nearby when the cus-
tomer has a request they wish to have fulfilled. Via the
tulfillment device 22, the customer may send natural lan-
guage, spoken requests to the request processing system 30.
In some embodiments, a fulfillment device 22 may be
volce-activated and the customer may merely speak their
request 1n the vicinity of the fulfillment device 22 to mtiate
a request. In response to the spoken request, the fulfillment
device 22 may record the audio of the spoken request to
obtain a digital representation of the spoken request, gen-
erate an audio request which includes the digital represen-
tation, and forward the audio request to the request process-
ing system 30 for processing.

In other embodiments, a fulfillment device 22 may not be
voice-activated. In such embodiments, the customer may
press a button 23 on the fulfillment device 22 to imitiate a
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request. After pressing the button 23, the customer may
speak their request. The fulfillment device 22 may record the
audio of the spoken request to obtain a digital representation
of the spoken request, generate an audio request which
includes the digital representation, and forward the audio
request to the request processing system 30 for processing.

The general-purpose computing devices 24 may execute
an application 26. The application 26 may configure the
computing device 24 to communicate with the fulfillment
devices 22, with the request processing system 30, or with
both the fulfillment devices 22 and request processing
system 30 via the network 90. In particular, the application
26 may configure the computing device 24 for generating
and sending natural language requests to the request pro-
cessing system 30. The application 26 may further provide
on configuration interface, which enables a customer to
configure 1ts fulfillment devices 22. For example, the pro-
vided configuration interface may enable a customer to
provide fulfillment device 22 with network configuration
data so that the fulfillment device 22 may connect to the
request processing system 30 via a wireless access point of
the customers residence.

Each computing device 24 may be implemented as a
smart phone, a tablet computing device, a laptop computing
device, a desktop computing device, gaming console, wear-
able computing device, and/or some other computing device
that 1s capable of executing the application 26. Moreover,
the application 26 may include a native application specifi-
cally designed for the computing device 24 and may provide
the computing device 24 with access to the fulfillment
devices 22 and the request processing system 30 when
executed. For example, if the computing device 24 i1s an
1IPhone™, 1Pad™, an Apple® Watch™ or some other 105™
device, then the application 26 may be a native 108™
application that has been downloaded and 1nstalled from the
Apple® App Store. Sumilarly, i1 the computing device 24 1s
a Windows™ computing device, the application 26 may be
a native Windows™ application.

In other embodiments, the application 26 may not be a
native application specifically designed for the respective
computing platform. Instead, the application 26 may be
implemented as a Web application in which various Web
and/or Internet technologies, such as Hyper-Text Markup
Language (HI'ML) pages, Javascript, etc., configure a web
browser of the computing device 24 to provide the comput-
ing device 24 with access to fulfillment devices 22 and the
request processing system 30.

The request processing system 30 may receirve natural
language requests from the client computing devices 20,
process the recerved requests to 1dentily the intent of such
natural language requests, and fulfill such natural language
requests per the identified intent. To this end, the request
processing system 30 may include a request management
system 40, an inventory system 350, a member database
system 60, an natural language processing (NLP) system 70,
and a fulfillment system 80.

The request management system 40 may manage and
direct delivery of the received requests to the appropriate
services of the request processing system 30. The mventory
system 50 may maintain data 535 about goods and services
available for purchase. Such goods/services data 55 may
include the quantity of each good available purchase. The
goods/services data 55 may further include a description of
cach good and service as well as various attributes or
variations for each good and service such as, for example,
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s1ze, color, brand name, item SKU (stock keeping unit),
price, associated promotional offers, available service times,
etc.

The member database system 60 may maintain data about
members who have registered with the request fulfillment
system 10. In particular, the member database system 60
may store a member profile 67 for each registered member
that includes various information about that particular mem-
ber. For example, each member profile 67 may include
contact information (e.g., name, mailing address, shipping
address, phone number, email address), payment informa-
tion (e.g., debit card number, credit card number, checking
account number, etc.), and a purchase history that identifies
the goods and services the respective member has purchased
in the past. Each member profile 67 may further specity
clothing sizes, color preferences, brand preferences, product
quality/grade preferences, etc. of the respective member,
which may aid 1n 1dentifying goods and services that are the
concepts of a recerved request.

Furthermore, the member database system 60 may further
include bindings 69 to client computing devices 20 of the
associated member. In particular, a customer or member may
register one or more fulfillment devices 22 and computing
devices 24 with their member profile 67. Such registration
may tie or bind the client computing devices 20 that belong
to the customer to their member profile 67 based on data that
may uniquely identity the client computing device 20 or the
customer. For example, the registration process may asso-
ciate a client computing device 20 to a member profile 67
based on a device serial number, an Internet Protocol (IP)
address, a Media Access Control (MAC) address, a customer
identifier, customer credentials, a cryptographic key, a cryp-
tographic hash value, other client device identilying data,
other customer i1dentifying data, or combination of such
data. After registering such client computing devices 20 to
a member profile 67 using such client device i1dentifying
data and customer i1dentifying data, the request fulfillment
system 10 may identify from which customer a request
originated based upon data supplied by the client computing
device 20.

The NLP system 70 may process the received natural
language requests to i1dentify an intent of each request as
well as a confidence level for the identified intent. To this
end, the NLP system 70 may utilize speech recognition
algorithms to convert the spoken requests to natural lan-
guage text and may further utilize natural language under-
standing algorithms to process the natural language texts in
order to 1dentily an intent of the request. As part of such
processing, the NLP system 70 may further generate a
confidence level or score for the identified intent, which
provides an indication as to how certain the NLP system 70
1s that the deduced intent of the request accurately portrays
the actual intent of the request. In some embodiments, the
NLP system 70 may utilize intent models and information in
the members profile 67 to 1dentily the intent and concepts of
the received request and to determine the confidence level
for the identified intent. The NLP system 70 may further
provide the request management system 40 with the 1den-
tified 1ntent and concepts of the request as well as and its
determined confidence level.

In one embodiment, the NLP system 70 utilizes natural
language understanding algorithms and services provided by
a Nuance Mix engine. The Nuance Mix engine provides
speech-to-text (STT), text-to-speech (1TS), and natural lan-
guage understanding services. In particular, the natural lan-
guage understanding services provide tools which enable
developers to define a natural language model 75 comprising
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intents 76, samples 77 for expressing such intents, concepts
78 associated with the intents 76, and tags 79 for tagging
concepts 1 samples 77.

Each intent 76 represents an action supported by the
request processing system 30. For example, an intent 76 may
be defined for purchasing goods. Another intent 76 may be
defined for inquiring about the weather. Yet another intent 76
may be defined for mnquiring about the status of previously
order goods.

Each intent 76 may further include several samples 77
that provide examples for expressing the related intent 76.
For example, an intent 76 for purchasing goods may include
the following samples:

Hi Alfie. I would like to order 2 pounds of fresh tomatoes.

Please send muilk.

I would like to order a white dress shirt and dark dress

pants for my husband.

Similarly, an mtent 76 for inquiring about the weather
may include the following samples:

What’s the weather?

What’s tomorrow’s forecast?

Will 1t rain tomorrow?

What 1s next weeks weather forecast for New York?

In addition to defining samples 77 for the intents 76, the
natural language understanding model 75 includes concepts
78 that generally define details relevant to the wvarious
intents. For example, a purchasing goods intent 76 may have
a concept 78 of an available good. The natural language
understanding model 75 may include literal-value pairs,
which associate several literals to a single relevant value for
the concept. For example, a goods concept 78 may associate
the literals “pants” and “slacks™ with the value of PANTS.
To ease the creation of relevant concepts 78 for the intents
76, the natural language understanding services further
provide tags 79, which enable a developer to tag or mark-up
samples 77 in order to i1dentily the relevant concepts 1n the
sample 77. For example, there may be a color concept 78. A
tag 79 may be added to a sample 77 to 1dentity the color
concept present 1n the sample. For example, 1n the sample
77, “Please send me a [color|] white[/] shirt,” the term
“white” has been tagged to 1dentify 1t as a color concept of
the sample 77.

While intents 76, samples 77, concepts 78, and tags 79 of
the natural language understanding model 75 may be explic-
itly specified, the natural language service 1s capable of
learning or recognizing patterns in the provided samples 77.
As such, the natural language understanding service over
time may automatically recognize new values for a concept
78 or may automatically recognize that two values for a
concept 78 are interchangeable.

Based on the 1dentified intent, the identified concepts, and
their respective confidence levels, the request management
system 40 may forward the processed request to an appro-
priate service of the fulfillment system 80. For example, the
request management system 40 may forward the audio
request to a computing device 82 of the fulfillment system
80 for further processing by an employee when the confi-
dence level 1s below a threshold level. An employee asso-
ciated with the computing device 82 may review the natural
language request, intent determined by the NLP system 70,
and information from the relevant customer profile 67 to
determine whether the request may be reliably fulfilled or
whether a dialog with the customer should be established in
order to further clarily the request.

Assuming at least a threshold level of certainty 1s obtained
with respect to the received request, the request management
system 40 may forward the request to an appropriate service
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of the fulfillment system 80 so that the fulfillment system 80
may fulfill the request received from the customer. For
example, the request management system 80 may determine
that the request 1s for purchasing of one or more 1dentified
goods. The request management system 40 may send the
request to a goods fulfillment service the fulfillment system
80. The goods fulfillment service may cause the i1dentified
goods to be gathered, may cause the gathered goods to be
shipped to the customer, and may bill the customer accord-
ingly for the shipped goods.

FIG. 1 depicts an example embodiment of a request
fulfillment system 10. However, the fulfillment system 10
may be implemented 1n numerous diflerent manners using a
wide range of different computing devices, platforms, net-
works, etc. In particular, various computing systems and
services may be distributed differently than as depicted 1n
FIG. 1. For example, FIG. 1 depicts the request management
system 40, the mnventory system 50, the member database
system 60, the NLP system 70, and the fulfillment system 80
as separate computing systems. However, 1n some embodi-
ments, each of these systems may include one or more web
servers, database servers, email servers, short message ser-
vice (SMS) servers, routers, load balancers, and/or other
computing and/or networking devices that cooperate to
perform the above-noted functions. In other embodiments,
one or more of these systems or services may be imple-
mented by a single computing device or system instead of
being distributed among several computing devices or sys-
tems.

In some embodiments, the fulfillment devices 22, cus-
tomer computing devices 24, the request management sys-
tem 40, the inventory system 30, the member database
system 60, the NLP system 70, the fulfillment system 80,
and employee computing devices may be implemented
using one or more computing devices and/or embedded
computing devices. FIG. 2 provides a simplified depiction of
a computing device 200 suitable for such aspects of the
request fulfillment system 10. As shown, the computing
device 200 may include a processor 210, a memory 220, a
mass storage device 230, a network interface 240, various
input/output (I/0) and peripheral devices 250, and an elec-
trical supply system 260. The processor 210 may be con-
figured to execute instructions, manipulate data and gener-
ally control operation of other components of the computing
device 200 as a result of its execution. To this end, the
processor 210 may include a general purpose processor such
as an x86 processor or an ARM processor, which are
available from various vendors. However, the processor 210
may also be implemented using an application specific
processor, microcontroller, and/or other circuitry.

The memory 220 may include various types of random
access memory (RAM) devices, read only memory (ROM)
devices, tlash memory devices, and/or other types of volatile
or non-volatile memory devices. In particular, such memory
devices of the memory 220 may store instructions and/or
data to be executed and/or otherwise accessed by the pro-
cessor 210. In some embodiments, the memory 220 may be
completely and/or partially integrated with the processor
210.

In general, the mass storage device 230 may store soft-
ware and/or firmware instructions which may be loaded in
memory 220 and executed by processor 210. The mass
storage device 230 may further store various types of data
which the processor 210 may access, modily, and/otherwise
mampulate in response to executing instructions from
memory 220. To this end, the mass storage device 230 may
comprise one or more redundant array of independent disks
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(RAID) devices, traditional hard disk drnives (HDD), sold
state device (SSD) drives, flash memory devices, read only
memory (ROM) devices, and/or other types of non-volatile
storage devices.

The network interface 240 may enable the computing
device 200 to communicate with other computing devices
via network 90. To this end, the networking interface 240
may include a wired networking interface such as an Eth-
ernet (IEEE 802.3) interface, a wireless networking interface
such as a WiF1 (IEEE 802.11) interface, a radio or mobile
interface such as a cellular interface (GSM, CDMA, LTE,
etc.) or near field communication (NFC) interface, and/or
some other type of networking interface capable of provid-
ing a communications link between the computing device
200 and network 90 and/or another computing device.

Finally, the I/O and peripheral devices 250 may generally
provide devices which enable a user to interact with the
computing device 200 by either receiving information from
the computing device 200 and/or providing information to
the computing device 200. For example, the I/O and periph-
eral devices 250 may include display screens, keyboards,
mice, touch screens, microphones, audio speakers, audio
codecs, digital cameras, optical scanners, RF transceivers,
etc.

The electrical supply system 260 may generally supply
and distribute electrical power to the various components of
the computing device 200. To this end, the electrical supply
system 260 may include alternating current (AC) power
supplies, power regulators, power conditioners, power rec-
tifiers, batteries, battery chargers, power cables, power input
ports, etc. In some embodiments, the computing device 200
1s AC powered. In such an embodiment, the electrical supply
system 260 may include an AC power supply that receives
AC power from an AC outlet via a power cable. The AC
power supply may convert and condition the received AC
power to appropriate direct current (DC) levels for the
various components of the computing device 200.

In other embodiments, the computing device 200 1s bat-
tery powered. In such an embodiments, the electrical supply
system 260 may include one or more rechargeable batteries
that are conditioned to supply appropriate DC levels to the
various components of the computing device 200. In such
embodiments, the electrical supply system 260 may further
include a battery charger that is configured to charge the
batteries.

While the above provides some general aspects of a
computing device 200, there may be significant variation 1n
actual implementations of a computing device. For example,
a smart phone implementation of a computing device gen-
erally uses different components and may have a different
architecture than a database server implementation of a
computing device. However, despite such diflerences, com-
puting devices generally include processors that execute
soltware and/or firmware instructions 1n order to implement
various functionality. As such, the above described aspects
of the computing device 200 are not presented from a
limiting standpoint but from a generally 1llustrative stand-
point. Aspects of the present application may find utility
across a vast array ol different computing devices and the
intention 1s not to limit the scope of the present application
to a specific computing device and/or computing platform
beyond any such limits that may be found in the appended
claims.

For example, further details with respect to an embodi-
ment of a fulfillment device 22 are presented 1n FIG. 3. As
shown 1n FIG. 3, the fulfillment device 22 may include a
microcontrol unit (MCU ) 3035. As shown, the MCU 3035 may
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be implemented with a Texas Instrument CC3200 MCU,
which includes an ARM processing core 310, embedded
random access memory (RAM) 320, and a built-in network
interface 340. The network interface 340 may provide the
tulfillment device 22 with wireless networking capabilities.
To this end, the network interface 340 may be coupled to an
antenna 342 via one or more filters 344.

More specifically, the network interface 340 may include
a IEEE 802.11 b/g/n radio and read-only memory (ROM) to
store W1F1 and Internet protocols. The network interface 340
turther includes a medium access control (MAC) interface,
a Wi-Fi1 dniver, and a TCP/IP stack. The TCP/IP stack may
support eight simultanecous TCP (Transport Control Proto-
col) or UDP (User Datagram Protocol) sockets, and two
simultaneous TLS (Transport Layer Security) and SSL (Se-
cure Socket Layer) sockets. Moreover, the network interface
340 may support WPA2 (WikF1 Protected Access 2) Personal
and Enterprise security modes.

The fulfillment device 22 may further include flash
memory 330 that 1s coupled to the MCU 3035 via a serial
peripheral interface (SPI) bus 332. The flash memory 330
may store the application 26 and configuration data 27 of the
tulfillment device 22 1n a nonvolatile manner. In the depicted
embodiment, the flash memory 320 provides 32 megabits of
storage space.

The fulfillment device 22 may further include an electrical
power system 360. The electrical power system 360 may
include a lithium 10n battery 362, a battery charger 364, and
a regulator 366. As shown, the battery charger 364 may
charge the battery 362 using power drawn from a mini-USB
(Unmiversal Serial Bus) port 352. In particular, the mini-USB
port 352 may supply the charger 365 with 5 volts which 1n
turn charges the 3.7 volt 500 mAh battery 362. In some
embodiments, the battery charger 364 may be implemented
with a Texas Instrument (11) BQ24040. The TT BQ24040 1s
a 1 amp, single-input, single cell lithium-1on battery charger
integrated circuit which 1s suitable for portable devices. The
regulator 366 may condition the received 3.7 volts of the
battery 362 and supply the MCU 305, memory 330, and
other components with 3.3 volts. In some embodlments the
regulator 366 may be implemented with a TI TLV70233,
which 1s a 300 milliamp, low-dropout linear regulator.

As shown, the fulfillment device 22 may include several
I/O devices. In particular, the fulfillment device 22 may
include several status light-emitting diodes (LED) 353 that
are coupled to one or more general-purpose nput-output
(GPIO) ports of the MCU 305. The MCU 3035 may control
the status LEDs 353 in order to reflect appropriate status of
the fulfillment device 22. For example, the MCU 303 via the
LEDs 353 may indicate whether the fulfillment device 22 1s
powered-on, whether the fulfillment device 22 has network
connectivity to the request processing system 30, or whether
the fulfillment device 22 has encountered an error condition.

The fulfillment device 22 may include one or more
buttons 354 that are coupled to the GPIO ports of the MCU
305. Via the GPIO ports, the buttons 354 may signal or
request that the MCU 305 to take various actions. For
example, a customer may press one of the buttons 354 to
initiate a natural language request and cause the MCU 305
to begin recording the customer’s spoken request.

To this end, the fulfillment device 22 may further include
an audio codec 355 which 1s coupled to the MCU 3035 via an
Inter-Integrated Circuit (I°C) bus 356 and an Inter-IC Sound
(I°S) bus 357. The audio codec 355 may include an analog-
to-digital converter (ADC) that 1s configured to digitize
audio signals received via a microphone 338 and provide the

digitized audio signals to the MCU 305. The audio codec
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355 may further include a digital-to-audio converter (DAC)
that 1s configured to drive a speaker 359 based on digitized
audio signals received from the MCU 305. In some embodi-
ments, the audio codec may be implemented with a TI
TLV320AIC3100, which 1s a low-power audio codec with
audio processing and a mono amplifier.

Finally, as shown, MCU 305 may further provide a Joint
Test Action Group (JTAG) interface. The JTAG interface
may enable debugging the fulfillment device 22 wvia the
mim-USB port 352 and JTAG debug buflers 351.

Referring now to FIG. 4, a method 400 of processing an
audio request 1s shown. As shown, the method 400 1ncludes
an automatic flow 401 and a human-assisted flow 402. The
automatic flow 401 generally corresponds to automated,
computerized processing of the request. The human-assisted
flow 402 generally corresponds to human-assisted process-
ing of the request mm which an employee reviews and
processes one or more aspects of the request. In general, the
method 400 directs requests to employees for further pro-
cessing when the automatic flow 401 determines that the
automatic processing ol the request generated results having
a confidence level below a threshold level.

As shown the method 400 may be mnitiated 1n response to
a request received from a client computing device 20, such
as the fulfillment device 22 or the computing device 24. As
noted above, a customer may press a button 23 on the
tulfillment device 22 to cause the fulfillment device 22 to
record a spoken request of the customer. In particular, the
tulfillment device 22 may record the audio of the spoken
request to obtain a digital representation of the spoken
request, generate an audio request which includes the digital
representation, and forward the audio request to the request
processing system 30 for processing. In one embodiment,
the fulfillment device 22 may send the audio request to the
request processing system 30 via a Hypertext Transier
Protocol (HTTP) request. In particular, the fulfillment
device may uses an HT'TP POST or PUT request to supply
the request processing system 30 with a digital representa-
tion of the spoken request as well as data that identifies the
customer, the fulfillment device 22, or both. The computing
device 24 via 1ts application 26 may capture and send an
audio request to the request processing system 30 1n a
similar manner.

The request management system 40 of the request pro-
cessing system 30 may receive the mcoming audio request.
The request management system 40 at 410 may convert or
transcribe the spoken request to text. In particular, the
request management system 40 may utilize natural language
processing services ol the NLP system 70 to analyze the
digital representation of the spoken request and generate a
transcription of the spoken request. Besides generating a
transcription of the spoken request, the NLP system 70 may
turther provide a confidence level or score for the accuracy
of the provided transcription.

If confidence level 1n the provided transcription does not
satisfy a threshold level of confidence for transcriptions,
then the request management system 40 may forward the
audio request and the generated transcription to an employee
for further processing. In particular, the request management
system 40 may forward the audio request and transcription
to a computing device 82 of the fulfillment system 80. At
415, the employee may playback the digital representation
of the spoken request and correct the generated transcription
appropriately. Beyond merely correcting the transcription,
the employee may further augment the transcription via the
computing device 82 to further clarify the spoken request.
Such augmentation may include adding words, removing
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words, replacing words, or otherwise altering the text of the
transcription to clarify the spoken request.

I1 the confidence level satisfies the transcription threshold
level of confidence, then the request management system 40
at 420 may deduce the intent of the spoken request from the
transcription of the spoken request. In particular, the request
management system 40 may utilize natural language under-
standing services of the NLP system 70 to analyze the
transcription of the spoken request and identity or deduce an
intent of the spoken request. Besides identifying the intent of
the spoken request, the NLP system 70 may further provide
a confidence level or score for the accuracy of the 1dentified
intent.

If confidence level in the 1dentified intent does not satisty
a threshold level of confidence for intent identification, then
the request management system 40 may forward the tran-
scription and the identified intent to an employee for further
processing. In particular, the request management system 40
may forward the audio request, the transcription of the audio
request, and the identified intent to a computing device 82 of
the fulfillment system 80. At 425, the employee may review
the transcription and 1dentify an mtent of the spoken request
based on the transcription. The employee may furthermore
playback the digital representation of the spoken request it
the employee believes there may be errors or clarity issues
with the transcription.

If the confidence level satisfies the intent i1dentification
threshold level of confidence, then the request management
system 40 at 430 may analyze the customer’s profile 67 and
generate a specification that specifies the intent of the
spoken request based on the profile 67. In particular, the
request management system 40 may utilize natural language
understanding services of the NLP system 70 to analyze the
intent 1 light of the customer’s profile 67 to generate a
definite specification of how to fulfill the spoken request. For
example, the customer’s profile 67 may include color pret-
erences, clothing sizes, brand preferences, and a purchase
history of previously purchased goods. Such information
may be used to further specily the request. For example,
based on such mformation, the NLP system 70 may deter-
mine the appropriate size for a requested clothing item.
Similarly, 1T the profile 67 indicates the customer always
purchases two gallons of 2% milk, then system 70 may be
confident that a simple request of “Send milk™ 1s intended to
result 1n the purchase of two gallons of 2% milk. Besides
generating the fulfillment specification, the NLP system 70
may further provide a confidence level or score for the
accuracy ol the generated fulfillment specification.

If confidence level 1n the fulfillment specification does not
satisly a threshold level of confidence for specification
generation, then the request management system 40 may
torward the request to an employee for further processing. In
particular, the request management system 40 may forward
the request, the generated transcription, the 1dentified mtent,
the customer profile 67, and the generated fulfillment speci-
fication to a computing device 82 of the fulfillment system
80. At 435, the employee may review the transcription, the
identified intent, the customer profile 67, and the generated
specification. The employee may also playback the digital
representation of the spoken request i the employee
believes there may be error or clarity 1ssues with the
transcription. Based on such review, the employee may alter
or augment the generated specification such that the speci-
fication specifies in a defimite manner how the request 1s to
be fulfilled.

At 440, the request management system 40, based on the
tulfillment specification, may match the request with the
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appropriate fulfillment service of the fulfillment system 80,
generate an order appropriate for the identified fulfillment
service, and forward the generated order to the identified
tulfillment service. For example, the specification may 1den-
tify goods to be purchased and the customer that wishes to
purchase the identified goods. The request management
system 40 at 440 may generate a purchase order for the
customer that identifies the goods to be purchased and direct
the purchase order to a purchase order fulfillment service,
which directs employees to gather, ship, and bill the goods
identified by the purchase order.

At 445, an employee via a computing device 82 of the
tulfillment system 80 may match the request with the
appropriate fulfillment service of the fulfillment system 80.
The employee, based on the fulfillment specification, may
generate an order appropriate for the identified fulfillment
service, and forward the generated order to the identified
tulfillment service. For example, the specification may 1den-
tify goods to be purchased and the customer that wishes to
purchase the 1dentified goods. The employee via computing
device 82 may generate a purchase order for the customer
that identifies the goods to be purchased and direct the
purchase order to a purchase order fulfillment service, which
directs employees to gather, ship, and bill the goods 1den-
tified by the purchase order.

The fulfillment system 80 receives the order from either
the automatic tlow 401 or the human-assisted tlow 402. The
appropriate fulfillment service for the received order may
process the order and provide the client computing device 20
with an appropriate response. As shown i FIG. 5, the
tulfillment system 80 may respond to a computing device 20
via a text or voice messages. In particular, the fulfillment
system 80 may send text messages to the client computing
device 20 as an email message, an SMS message, a push
notification, an mstant message, or some other textual based
message. For such embodiments, the fulfillment system 80
may generate or compose the text of the sent message such
that the sent textual message provides an appropriate answer
or response to the recerved request. For example, 11 request
was for the purchase of goods, the fulfillment system 80 may
respond with a sales receipt which identifies the purchased
goods, the cost of each good, a method of payment, and a
grand total charged to the 1dentified method of payment. As
another example, i1f the request was for the current weather
conditions, the fulfillment system 80 may respond with a
message that provides the current weather conditions for the
current location of the fulfillment device 22.

In some embodiments, the fulfillment system 80 may
provide a suitable voice message for responding to the
request. For example, an employee via a computing device
82 may record a suitable voice response to the received
request. As further shown in FIG. 5, the fulfillment system
80 may utilize a speech-to-text (STT) service 71 of the NLP
system 70 to convert a voice message to a textual message,
which may be sent to the computing device 24 1n lieu of or
in addition to the voice message. The fulfillment system 80
may further utilize a text-to-speech (T'TS) service 73 of the
NLP system 70 to convert a textual message to a synthesized
voice message suitable for playback by the fulfillment
device 22.

Referring back to FIG. 4, the employee at 415, 425, 435,
445 may analyze various aspects ol the received request 1n
order to ascertain the intent of the spoken request and fulfill
the request appropriately. At any of these stages, the
employee may still be uncertain with respect to how the
spoken request should be fulfilled. In such cases, the
employee may engage 1n a dialog with the customer. Such
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a dialog may be conducted via a number of different
manners. For example, the dialog may occur via telephone,
email, SMS messages, instant messages, or a voice-over
Internet Protocol (VOIP) exchange conducted between the
computing device 82 and the fulfillment device 22 or
computing device 24.

Furthermore, FIG. 4 depicts process flows from the auto-
matic flow 401 to the human-assisted flow 402, but does not
depict process flows from the human-assisted tlow 402 back
to the automatic flow 401. In some embodiments, once an
employee begins to provide assistance with respect to pro-
cessing a request, the employee simply finishes the process-
ing of the request to ensure proper handling of the request.
However, in other embodiments, the request processing
method 400 may permit the employee to reinsert the request
into the next stage of the automatic tlow 401 after altering
or otherwise augmenting the request. For example, the
employee may augment the transcription at 4135 and reinsert
the request with the augmented transcription back into the
automatic flow 401 at 420 for further processing.

Referring now to FIG. 6, another method 400" for pro-
cessing a textual request 1s shown. The method 400" i1s
similar to the method 400 of FIG. 4. However, the incoming,
request 1n FIG. § 1s a textual request instead of an audio
request. For example, via the computing device 24 and
application 26, a customer may type a textual request and
send the textual request to the request processing system 30
for processing. Such a request may be sent via an HI'TP
POST or PUT request in a manner similar to FIG. 4.
However, in some embodiments, the textual request may
also be sent via other textual based communications proto-
cols such as via a email message, SMS message, and instant
message.

Since the received request 1s already textual, the NLP
system 70 need not transcribe the received message. As
such, the method 400" begins at 420 with the NLP system 70
identifying the mtent of the received textual request.

Various embodiments have been described herein by way
of example and not by way of limitation 1n the accompa-
nying figures. For clarity of illustration, exemplary elements
illustrated 1n the figures may not necessarily be drawn to
scale. In this regard, for example, the dimensions of some of
the elements may be exaggerated relative to other elements
to provide clarity. Furthermore, where considered appropri-
ate, reference labels have been repeated among the figures to
indicate corresponding or analogous elements.

Moreover, certain embodiments may be implemented as a
plurality of instructions on a tangible, computer readable
storage medium such as, for example, tlash memory devices,
hard disk devices, compact disc media, DVD media,
EEPROMs, etc. Such instructions, when executed by one or
more computing devices, may result in the one or more
computing devices performing various aspects of the pro-
cesses depicted 1n FIGS. 4, 5, and 6.

While the present disclosure has described certain
embodiments, 1t will be understood by those skilled 1n the art
that various changes may be made and equivalents may be
substituted without departing from the intended scope of
protection. In addition, many modifications may be made to
adapt a particular situation or material to the teachings of the
present disclosure without departing from 1ts scope. There-
fore, 1t 1s intended that the present disclosure not be limited
to the particular embodiment or embodiments disclosed, but
encompass all embodiments falling within the scope of the
appended claims.
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What 1s claimed 1s:
1. A method, comprising:
receiving, with a request processing system from a client
computing device, a natural language request of a
customer and device identifying data that uniquely
identifies the client computing device, wherein the
natural language request of the customer comprises a
digitized spoken request of the customer;
identifying, with the request processing system, based on
the device identifying data received from the client
computing device, a member profile for the customer
that 1s bound to the client computing device;

generating, with the request processing system, a tran-
scription of the digitized spoken request that includes
text representative of the digitized spoken request;

determining, with the request processing system based on
the text representative of the digitized spoken request,
that an itent of the natural language request 1s to
purchase one or more goods;

determining, with the request processing system based on

the text representative of the digitized spoken request,

a confidence level of the determined intent;

in response to the confidence level of the determined

intent not satisiying a threshold level,

sending the natural language request to a fulfillment
computing device of the request processing system;

presenting, via the fulfillment computing device, the
natural language request to a person associated with
the fulfillment computing device;

augmenting the natural language request based on input
recetved from the person via the fulfillment comput-
ing device to obtain an augmented request; and

generating a purchase order for the one or more goods
of the natural language request per the augmented
request and the member profile for the customer; and

in response to the confidence level of the determined

intent satisfying the threshold level, generating the

purchase order for the one or more goods of the natural

language request per the determined intent and the

member profile for the customer; and

sending the purchase order to a fulfillment system that

completes the purchase of the one or more goods.

2. The method of claim 1, further comprising;:

generating a response indicative of fulfillment per the

determined intent; and

sending the response to the customer via the client com-

puting device.

3. The method of claim 1, wherein generating the pur-
chase order per the member profile for the customer com-
prises selecting the one or more goods based on preferences
of the customer that are stored in the member profile for the
customer.

4. The method of claim 1, wherein generating the pur-
chase order per the member profile for the customer com-
prises selecting the one or more goods based on goods that
the member profile for the customer indicates were previ-
ously purchased by the customer.

5. The method of claim 1, further comprising;:

sending the digitized spoken request to the fulfillment

computing device 1n response to a transcription confi-
dence level for the generated transcription not satisiy-
ing a transcription threshold level;

presenting, via the fulfillment computing device, the text

of the generated transcription to the person associated
with the fulfillment computing device; and
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augmenting the text of the generated transcription based
on mput recerved from the person via the fulfillment
computing device.

6. The method of claim 5, wherein said augmenting the
text of the generated transcription includes adding words,
removing words, replacing words, or otherwise altering the
text of the generated transcription to clanty the digitized
spoken request.

7. The method of claim 1, wherein generating the pur-
chase order per the member profile for the customer com-
prises selecting the one or more goods based on size
information stored 1n a profile for the customer.

8. A system, comprising:

a plurality of fulfillment devices; and

one or more computing systems configured to:

receive, from a fulfillment device of the plurality of
tulfillment devices, a natural language request of a
customer and device identifying data that uniquely
identifies the fulfillment device, wherein the natural
language request of the customer comprises a digi-
tized spoken request of the customer;

identify, based on the device identifying data received
from the fulfillment device, a member profile for the
customer that 1s bound to the fulfillment device;

generate a transcription of the digitized spoken request
that includes text representative of the digitized
spoken request;

determine, based on the text, that an intent of the
natural language request 1s to purchase one or more
goods and a confidence level of the determined
intent;

in response to the confidence level of the determined
intent not satistying a threshold level,
receive an augmented request; and
generate a purchase order for the one or more goods

of the natural language request per the augmented
request and the member profile for the customer;

in response to the confidence level of the determined
intent satistying the threshold level, generate the
purchase order for the one or more goods of the
natural language request per the determined intent
and the member profile for the customer; and

complete the purchase of the one or more goods of the
purchase order; and

a computing device 1s configured to, 1n response to the
coniidence level of the determined intent not satistying
the threshold level:
receive the natural language request from the one or
more computing systems;

present the natural language request to a person asso-
ciated with the fulfillment computing device;

augment the natural language request based on input
received from the person to obtain the augmented
request; and

send the augmented request to the one or more com-
puting systems.

9. The system of claim 8, whereimn the one or more

computing systems are further configured to:

generate a response indicative of fulfillment per the
determined intent; and

send the response to the customer via the fulfillment
device.

10. The system of claim 8, wherein the one or more

computing systems are further configured to generate the
purchase order per the member profile for the customer by
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selecting the one or more goods based on preferences of the
customer that are stored in the member profile for the
customer.

11. The system of claim 8, wherein the one or more
computing systems are further configured to generate the
purchase order per the member profile for the customer by
selecting the one or more goods based on goods that the
member profile for the customer indicates were previously
purchased by the customer.

12. The system of claim 8, wherein:

the one or more computing systems are further configured

to send the digitized spoken request to the fulfillment
computing device 1n response to a transcription confi-
dence level for the generated transcription not satisiy-
ing a transcription threshold level; and

the computing device 1s further configured to:

present the text of the generated transcription to the
person associated with the computing device; and

augment the text of the generated transcription based
on input received from the person associated with the
computing device.

13. The system of claim 12, wherein the computing device
1s further configured to augment the text of the generated
transcription by adding words, removing words, replacing,
words, or otherwise altering the text of the generated tran-
scription to clarify the digitized spoken request.

14. The system of claam 8, wherein the one or more
computing systems are further configured to generate the
purchase order per the member profiled for the customer by
selecting the one or more goods based on brand preference
information stored 1n the member profile for the customer.

15. A system for use with one or more fulfillment devices,
the system comprising:

a database system storing member profiles for customers;

a computing system configured to:

receive, from a fulfillment device, a natural language
request ol a customer, wherein the natural language
request of the customer comprises a digitized spoken
request of the customer;

obtain a member profile for the customer from the
database system:;

generate a transcription of the digitized spoken request
that includes text representative of the digitized
spoken request;

determine, based on the text, that an intent of the
natural language request 1s to purchase one or more
g00ds;
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determine, based on the text, a confidence level of the
determined intent;

in response to the confidence level of the determined
intent not satisiying a threshold level,

receive an augmented request; and

generate a purchase order for the one or more goods
of the natural language request per the augmented
request and the member profile for the customer;

in response to the confidence level of the determined
intent satistying the threshold level, generate the
purchase order for the one or more goods of the
natural language request per the determined intent
and the member profile for the customer; and

complete the purchase of the one or more goods of the
purchase order; and

a computing device configured to, in response to the
confidence level of the determined intent not satisfying,

the threshold level:

receive the natural language request from the comput-
Ing system;

present the natural language request to a person asso-
ciated with the computing device;

augment the natural language request based on input
received from the person to obtain the augmented
request; and

send the augmented request to the computing system.

16. The system of claim 15, wherein the computing
system 1s further configured to:

generate a response indicative of fulfillment per the
determined intent; and

send the response to the customer via the fulfillment
device.

17. The system of claim 15, wherein the computing
system 1s further configured to generate the purchase order
per the member profile for the customer by selecting the one
or more goods based on preferences of the customer that are
stored 1n the member profile for the customer.

18. The system of claim 15, wherein the computing
system 1s further configured to generate the purchase order
per the member profile for the customer by selecting the one
or more goods based on goods that the member profile for
the customer indicates were previously purchased by the
custometr.
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