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EQUIPMENT AND METHOD FOR HASH
TABLE RESIZING

FIELD OF THE INVENTION

The present invention relates to methods and apparatus
for optimizing performance of computing equipment when
using hash tables, and particularly but not exclusively to
methods and apparatus for optimizing performance of com-
puting equipment when using hash tables 1n a context where
lookup operations are common.

BACKGROUND OF THE INVENTION

Computing equipment using hash tables 1s well known.
When a hash table reaches a certain level of being full (that
1s, when a certain percentage ol the available slots 1n the
hash table become occupied as entries are added to the hash
table) 1t 1s conventional to increase the size of the hash table
in some way so that the hash table can continue to be used.
Likewise, 1t might be appropriate to reduce the size of a hash
table when the hash table reaches a certain level of being
empty (that 1s, when a certain percentage of the available
slots 1n the hash table become unoccupied as entries are
deleted from the hash table). Various ways of increasing
and/or reducing the size of a hash table are known.
One known way of increasing the size of a hash table 1s
described 1n the Wikibooks reference Data Structures/Hash
Tables, found on the World Wide Web at en.wikibooks.org/
wiki/Data_ Structures/Hash Tables. As described in that ref-
erence, particularly in real-time systems 1t 1s not appropriate
to pay a performance price during hash table enlargement.
To overcome that problem, the reference suggests that:
a new hash table be allocated, leaving the old hash table
in place and checking both hash tables during lookups

when an insertion 1s performed, the inserted record 1s
added to the new hash table, and in addition a certain
number of elements (k) are moved from the old table to
the new table

once all elements have been removed {from the old table,

the old table 1s deallocated

to prevent a situation wherein the new table requires

enlargement before all of the old table elements have
been completely copied over, the size of the new table
relative to the old table must be at least (k+1)/k times
that size of the old table

SUMMARY OF THE INVENTION

The present invention, 1n certain embodiments thereof,
secks to provide improved methods and apparatus for opti-
mizing performance ol computing equipment when using,
hash tables.

The inventor of the present invention believes that the
known methods of and apparatus for using hash tables with
computing equipment, and particularly though not exclu-
sively the known methods for increasing and/or reducing the
s1ze of a hash table, may be less than optimal. The lack of
optimality may particularly, but not exclusively, arise when
lookup operations in the hash table are common.

Throughout the present specification and claims, the term
“resize”, 1n 1ts various grammatical forms, 1s used 1n general
to refer to increasing and/or reducing the size of a hash table.

There 1s thus provided 1n accordance with an exemplary
embodiment of the present mvention a method for optimiz-
ing hash table lookup speed during hash table resize on a
computing device, the method including performing the
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2

following on the computing device: providing a first hash
table having N slots for entries, designating the first hash
table as an active hash table, allocating a second hash table,
and performing the following after allocating the second
hash table: when a hash table isertion of an entry 1s
requested, performing insertion by inserting the entry to the
first hash table and inserting the entry to the second hash
table, and when a hash table lookup i1s requested, looking up
the requested entry in the active hash table, one of the
performing msertion and the performing deletion including
also copying K entries, K being greater than or equal to 1,
from the first hash table to the second hash table.

Further 1n accordance with an exemplary embodiment of
the present invention the performing the following after
allocating the second hash table also includes, when a hash
table deletion of an entry 1s requested, performing deletion
by deleting the entry from the first hash table and deleting
the entry from the second hash table.

Still further 1n accordance with an exemplary embodiment
of the present mnvention the second hash table has at least
2N+1 slots for entries.

Additionally 1n accordance with an exemplary embodi-
ment of the present mmvention the method also includes
providing a threshold occupancy level of slots for the first
hash table, wherein the second hash table i1s allocated in
response to a present occupancy level of the first hash table
exceeding the threshold occupancy level, and the second
hash table has more than N slots for entries.

Moreover 1n accordance with an exemplary embodiment
of the present invention the method also includes providing
an enlargement ratio ¢, wherein the threshold occupancy
level 1s approximately equal to N multiplied by the enlarge-
ment ratio e.

Further 1n accordance with an exemplary embodiment of
the present the second hash table has approximately

1+ —xN

entries.

Further 1n accordance with an exemplary embodiment of
the present invention the method also includes providing a
threshold occupancy level of slots for the first hash table,
wherein the second hash table 1s allocated 1n response to a
present occupancy level of the first hash table reaching a
level less than the threshold occupancy level, and the second
hash table has fewer than N slots for entries.

Still further 1n accordance with an exemplary embodiment
of the present invention the method also includes providing
a diminution ratio d, wherein the threshold occupancy level
1s approximately equal to N multiplied by the diminution
ratio d.

Additionally 1n accordance with an exemplary embodi-
ment of the present mvention the second hash table has
approximately

d*N

entries.

Moreover in accordance with an exemplary embodiment
of the present the performing the following further includes
when a number of entries 1n the first hash table and a number
of entries 1n the second hash table are equal, designating the
second hash table as the active hash table and ceasing to
designate the first hash table as the active hash table.

Further 1n accordance with an exemplary embodiment of
the present invention the method includes after the desig-
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nating the second hash table as the active hash table,
deallocating the first hash table.

There 1s also provide in accordance with another exem-
plary embodiment of the present invention a computing
device including a processing umt, and memory for storing
a first hash table having N slots for entries, the processing
unit being configured for designating the first hash table as
an active hash table, allocating a second hash table, and
performing the following after allocating the second hash
table: when a hash table insertion of an entry 1s requested,
performing insertion by inserting the entry to the first hash
table and inserting the entry to the second hash table, and
when a hash table lookup i1s requested, looking up the
requested entry 1n the active hash table, one of the perform-
ing insertion and the performing deletion including also
copying K entries, K being greater than or equal to 1, from
the first hash table to the second hash table.

Further in accordance with an exemplary embodiment of
the present invention the performing the following after
allocating the second hash table also includes when a hash
table deletion of an entry 1s requested, performing deletion
by deleting the entry from the first hash table and deleting
the entry from the second hash table.

Still further 1n accordance with an exemplary embodiment
of the present mvention the second hash table has at least
2N+1 slots for entries.

Additionally 1n accordance with an exemplary embodi-
ment of the present invention the processing unit 1s also
configured for providing a threshold occupancy level of slots
for the first hash table, wherein the second hash table 1s
allocated 1n response to a present occupancy level of the first
hash table exceeding the threshold occupancy level, and the
second hash table has more than N slots for entries.

Moreover 1n accordance with an exemplary embodiment
of the present invention the processing umit is also config-
ured for providing an enlargement ratio e, wherein the
threshold occupancy level 1s approximately equal to N
multiplied by the enlargement ratio e.

Further in accordance with an exemplary embodiment of
the present invention the second hash table has approxi-
mately

1+ — =N

entries.

Still further 1n accordance with an exemplary embodiment
of the present invention the processing umit is also config-
ured for providing a threshold occupancy level of slots for
the first hash table, wherein the second hash table 1s allo-
cated 1n response to a present occupancy level of the first
hash table reaching a level less than the threshold occupancy
level, and the second hash table has fewer than N slots for
entries.

Additionally 1n accordance with an exemplary embodi-
ment of the present invention the processing unit 1s also
configured for providing an diminution ratio d, wherein the
threshold occupancy level 1s approximately equal to N
multiplied by the diminution ratio d.

Moreover 1n accordance with an exemplary embodiment
of the present invention the second hash table has approxi-
mately

d*N

entries.
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Further 1n accordance with an exemplary embodiment of
the present invention the performing the following after
allocating the second hash table further includes when a
number of entries 1n the first hash table and a number of
entries 1n the second hash table are equal, designating the
second hash table as the active hash table and ceasing to
designate the first hash table as the active hash table.

Still further 1n accordance with an exemplary embodiment
of the present invention the performing the following after
allocating the second hash table further includes after the
designating the second hash table as the active hash table,
deallocating the first hash table.

BRIEF DESCRIPTION OF THE

DRAWINGS

The present invention will be understood and appreciated
more fully from the following detailed description, taken in
conjunction with the drawings 1n which:

FIG. 1 1s a simplified pictorial illustration of computing
equipment comprising a hash table, constructed and opera-
tive in accordance with an embodiment of the present
invention;

FIG. 2 1s a simplified pictorial 1llustration of the comput-
ing equipment comprising a hash table of FIG. 1, depicting
an operation taking place after a hash table of increased size
has been allocated;

FIG. 3 1s a simplified pictorial 1llustration of the comput-
ing equipment comprising a hash table of FIG. 1, depicting
a Turther operation taking place after a hash table of
increased size has been allocated;

FIG. 4 1s a simplified pictorial 1llustration of the comput-
ing equipment comprising a hash table of FIG. 1, depicting
an operation 1 which a new hash table becomes active 1n
place of an existing hash table; and

FIG. 5 1s a simplified flow chart illustration of a method
ol operation of the apparatus of FIGS. 1-4.

DETAILED DESCRIPTION OF AN
EMBODIMENT

Reference 1s now made to FIG. 1 which 1s a simplified
pictorial illustration of computing equipment comprising a
hash table, constructed and operative in accordance with an
embodiment of the present invention.

The computing equipment of FIG. 1 (which 1s not explic-
itly shown), may be any appropriate computing equipment.
One particular non-limiting example of computing equip-
ment which may use a hash table, in which using various
embodiments of the present invention with the goal of
optimizing performance may be useful, 1s described 1n US
Published Patent Application 2016/0330301 of Mellanox
Technologies, Ltd.

In FIG. 1, a hash table 100, instantiated in the computing,
equipment (not shown), 1s depicted. The hash table 100,
which may comprise any appropriate hash table as 1s well
known 1n the art, 1s pointed to by an active hash table pointer
110, indicating that the hash table 100 1s an active hash table.

In FIG. 1 an entry 210 1s shown being inserted in the hash
table 100. As 1s well known 1n the art, when the entry 210
1s to be 1nserted, a hash function h associated with the hash
table 100 1s applied to all or part of the entry 210; the
resulting value of the hash function h determines a position
within the hash table 100 at which the entry 210 1s inserted.

Similarly, when an entry 1s looked up (not shown) in the
hash table 100, the hash function h 1s applied to the value
which 1s to be looked up in the hash table 100, thereby
determining a position within the table. If an entry 1s found
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at the position, then that 1s the entry which was to be looked
up; 1f no entry 1s found at the position, then no such entry 1s

found 1n the hash table 100.

Persons skilled 1n the art will appreciate that, for the sake
of simplicity of depiction and description, not all details of
use of hash tables are described herein; rather, those details
which are relevant to embodiments described and claimed
herein are described. For example, and without limiting the
generality of the foregoing, well-known techniques for deal-
ing with hash collision are not described herein.

Also shown 1n hash table 100 1s a schematically-depicted
threshold level 115. As described 1n more detail below, 1t
may be appropriate to allocate a hash table of increased size
at or after a time when the hash table 100 becomes full up

to the schematically-depicted threshold level 115. The fol-
lowing computation provides one non-limiting example of
determining an appropriate threshold level 115:

Assume that the hash table 100 can hold N entries.

Define an enlargement ratio ratio_enlarge, such that
O<ratio_enlarge<<l, ratio_enlarge may be defined 1n
advance of use of the hash table 100, or may be
changed during use of the hash table 100, ratio_enlarge
1s also termed herein e.

The threshold level 115 may then have a wvalue
threshold_enlarge=N*ratio_enlarge (or threshold_en-
large may be an integer close to N*ratio_enlarge).

The threshold level 115 1s also termed herein a “threshold
occupancy level”.

Reference 1s now additionally made to FIG. 2, which 1s a
simplified pictorial illustration of the computing equipment
comprising a hash table of FIG. 1, depicting an operation
taking place after a hash table of increased size has been
allocated. In FIG. 2, a second hash table 200 of increased
s1ze 1s shown. It may be appropnate to allocate the second
hash table 200 at or after a time when the hash table 100
becomes full up to the schematically-depicted threshold
level 115, as described above.

The second hash table 200 may have a size given by at
least:

1+ — %N

entries, and 1n any case, greater than N+1 entries. In some
embodiments, 1t may be advantageous for the second hash
table to have a size (number of slots) suflicient to hold at
least 2N+1 entries.

Once the second hash table 200 has been allocated, when
a Turther entry such as entry 210 1s to be added, the entry 210
1s added both to the hash table 100 (which is still the active
hash table, pointed to by the active hash table pointer 110),
and to the second hash table 200. It will be appreciated that,
in general, a first hash function hl may be used for the hash
table 100 while a second hash function h2 may be used for
the second hash table 200. (Alternatively, the functions hl
and h2 may be 1dentical). Thus, persons skilled 1n the art will
appreciate that “extra” computation takes place 1n the phase
shown 1n FIG. 2, a phase 1n which entries are added to both
the hash table 100 and the second hash table 200.

Similarly (not shown), if an entry 1s to be deleted, then the
entry 1s deleted both from the hash table 100 and from the
second hash table 200. Again, it will be appreciated that, 1n
general, a first hash function hl may be used for the hash
table 100 while a second hash function h2 may be used for
the second hash table 200. Thus, persons skilled in the art
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will appreciate that “extra” computation takes place in the
phase shown 1n FIG. 2, a phase 1n which entries are deleted
from both the hash table 100 and the second hash table 200.

Reference 1s now made to FIG. 3, which 1s a simplified
pictorial 1llustration of the computing equipment comprising
a hash table of FIG. 1, depicting a further operation taking
place after a hash table of increased size has been allocated.
In embodiments of the present invention, when an entry 1s
added to the hash table 100 and to the second hash table 200
(or when an entry 1s deleted from the hash table 100 and
from the second hash table 200), a further operation takes
place. In the further operation, depicted in FIG. 3, one or
more entries (shown in FIG. 3, for ease of depiction and by
way of strictly non-limiting example only, as two entries 215
and 220) are copied from the hash table 100 to the second
hash table 200. As with addition of entries, 1t will be
appreciated that, 1n general, a first hash function hl may be
used for the hash table 100 while a second hash function h2
may be used for the second hash table 200 (Alternatively, the
functions hl and h2 may be 1dentical). Thus, the value of the
second hash function h2 will be computed accordingly,
adding “extra” computation to the operation shown 1n FIG.
3.

The number of entries copied as described above from the
hash table 100 to the second hash table 200 may be, by way
of non-limiting example, given by the following formula
(rounded up to the nearest integer):

1

1 — ratio_enlarge

— 1

In general, 1t may be that at least that number of entries may
be copied.

Thus, 1n general, a single isertion will result 1n one entry
being mserted 1nto the hash table 100 (the active hash table),
and to the insertion of a total of at least

1

1 — ratio_enlarge

entries 1nto the second hash table 200.

Persons skilled in the art will appreciate that, as depicted
in FI1G. 2 and 1n FIG. 3, when a lookup of an entry occurs,
the lookup may occur only in the hash table 100, and no
operation need be performed on the second hash table 200
in order to perform a lookup. As persons skilled 1n the art
will appreciate, the operations depicted 1n FIGS. 1-3 leave
the hash table 100 1n a state in which 1t 1s unnecessary to
perform a lookup 1n the second hash table 200, since all
(non-deleted) entries are found in the hash table 100. Thus,
while (as described above and depicted 1n FIG. 2 and 1n FIG.
3) “extra” computation takes place for insertion and for
deletion, no “extra” computation takes place for lookup. In
this sense, inter alia, the operation of the computing appa-
ratus of FIGS. 1-3 i1s optimized in situations in which
lookups are relatively common compared to insertions and
deletions.

Reference 1s now made to FIG. 4, which 1s a simplified
pictorial 1llustration of the computing equipment comprising
a hash table of FI1G. 1, depicting an operation in which a new
hash table becomes active 1n place of an existing hash table.
When or after the second hash table 200 has the same
number of entries as, or more entries than, the hash table
100, the second hash table 200 becomes the active hash
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table. This situation 1s depicted schematically 1n FIG. 4. A
“high water mark™ 250 1s shown for each of the hash table
100 and the second hash table 200, with an amount full (not
intended to depict a percentage full) 300 of the hash table
100 being the same as the amount full 300 of the second hash
table 200. At this point the active hash table pointer 110
which formerly pointed to the hash table 100 (the “formerly
pointed” situation being depicted schematically by a dashed
arrow) 1s replaced so that the active hash table pointer 110
now points to the second hash table 200.

The operation by which the active hash table pointer 110
ceases to point at the hash table 100 and begins to point at
the second hash table 200 1s an atomic operation. The term
“atomic operation”, as used throughout the present specifi-
cation and claims in all its grammatic forms, denotes a
situation 1 which from the time that an operation begins
until the time that the operation ends, no other related
operation may take place. By way of strictly non-limiting
example, changing the active hash table pointer 1s an atomic
operation 1n that from the time redirection of the active hash
table pointer 110 from the hash table 100 to the second hash
table 200 begins until the time that the redirection ends, no
other related operation of lookup 1n, addition to, or deletion
from the hash table 100 or the second hash table 200 may
take place. For the sake of simplicity of depiction and
description, specific mechanisms known in the art for ensur-
ing that an operation 1s an atomic operation are neither
described nor shown herein; persons skilled 1n the art may
choose any appropriate such mechanism.

Specific non-limiting examples of allocation of the second
hash table 200 are now provided (referring back to all of

FIGS. 1-4).

In one specific non-limiting example, ratio_enlarge could
be equal to 4. In this example, once the hash table 100 has
N/2 entries (the threshold occupancy level), the second hash
table 200 with size 4N 1s allocated. Thereafter, on each
insertion to the hash table 100, two 1tems are copied from the

hash table 100 to the second hash table 200. Persons skilled
in the art will appreciate that after N/2 insertions to the hash
table 100 (following beginning copying of items from the

hash table 100 to the second hash table 200) the second hash
table 200 contains N entries and the active hash table pointer
110 1s changed to point to the second hash table 200, as
described above.

In a second specific non-limiting example, ratio_enlarge
could be equal to 24. In this example, once the hash table 100
has 2N/3 entries (the threshold occupancy level), the second
hash table 100 1s allocated; the second hash table 100 (1n this
example) may be allocated with size SN. Thereaiter, on each
insertion to the hash table 100, 1n this example 3 1tems are
copied to the second hash table 200. After N/3 1nsertions to
the hash table 100 (following beginning copying of items
from the hash table 100 to the second hash table 200) the
second hash table 200 contains N entries and the active hash
table pointer 100 1s changed to point to the second hash table
200, as described above. In this example, considering the
possibility that deletions also occur, 1f there have been some
deletions from the hash table 100, the deleted items are
either removed also from the second hash table 200 (1f those
items were copied thereto) or alternatively may not be
copied to the second hash table 200 at all.

Generally, the above description relates to increasing the
s1ze of a hash table as entries are added to the hash table and
the hash table becomes “full”. Persons skilled 1n the art waill
appreciate that similar principles could apply, mutatis
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mutandis, to reducing the size of a hash table as entries are
deleted from a hash table and the hash table becomes
“empty”.

Reference 1s now made to FIG. 5, which 1s a simplified
flow chart illustration of a method of operation of the
apparatus of FIGS. 1-4. The method of FIG. 5, which 1s
largely self-explanatory in light of the above description of
the apparatus of FIGS. 1-4, 1s further described as follows.
In general, 1t 1s appreciated that some steps described in FIG.
5 may be optional or may occur 1n a different order than
shown 1 FIG. 5.

In step 510, a first hash table (such as, by way of
non-limiting example, the hash table 100 of FIGS. 1-4) 1s
provided. The first hash table 1s designated (either in step
510, or before operation of the method of FIG. §, or
otherwise as appropriate) as an active hash table.

In step 520, a second hash table 1s allocated. Allocation of
the second hash table may take place (as described above in
a particular non-limiting example, with reference to FIG. 1
and FIG. 2) when occupancy of the first hash table reaches
a threshold value.

Once the second hash table has been allocated, in step
530:

1. When a hash table insertion or deletion 1s requested, the
entry 1s inserted or deleted, as the case may be, both
to/from the first hash table and to/from the second hash
table.

2. In addition (for one of the insertion and the deletion),
k entries (k being greater than or equal to 1) are copied
from the first hash table to the second hash table. One
particular non-limiting example of determining a value
of k 1s described above with reference to FIG. 3.

3. When a hash table lookup 1s requested, look up of the
entry takes place in the active hash table.

It 1s appreciated that software components of the present
invention may, ii desired, be implemented 1n ROM (read
only memory) form. The software components may, gener-
ally, be implemented 1n hardware, 11 desired, using conven-
tional techniques. It 1s further appreciated that the software
components may be instantiated, for example: as a computer
program product or on a tangible medium. In some cases, 1t
may be possible to instantiate the software components as a
signal interpretable by an appropriate computer, although
such an instantiation may be excluded in certain embodi-
ments of the present mvention.

It 1s appreciated that various features of the invention
which are, for clarity, described in the contexts of separate
embodiments may also be provided in combination 1 a
single embodiment. Conversely, various features of the
invention which are, for brevity, described in the context of
a single embodiment may also be provided separately or 1n
any suitable subcombination.

It will be appreciated by persons skilled 1n the art that the
present imvention 1s not limited by what has been particu-
larly shown and described hereinabove. Rather the scope of
the invention 1s defined by the appended claims and equiva-
lents thereof:

What 1s claimed 1s:

1. A method for optimizing hash table lookup speed
during hash table resize on a computing device, the method
comprising performing the following on the computing
device:

providing a first hash table having N slots for entries;

designating the first hash table as an active hash table;

allocating a second hash table; and

performing the following after allocating the second hash
table:
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when a hash table insertion of an entry i1s requested,
performing 1nsertion by: inserting the entry to the
first hash table and inserting the entry to the second
hash table; and
when a hash table lookup 1s requested, looking up the
requested entry 1n the active hash table,
wherein the performing insertion comprises: also copying
K entries, K being greater than or equal to 1, from the
first hash table to the second hash table,
the method also comprising providing an enlargement
ratio ¢ and a threshold occupancy level of slots for the
first hash table, the threshold occupancy level being
equal to N multiplied by the enlargement ratio e,
wherein the second hash table 1s allocated 1n response to

a present occupancy level of the first hash table exceed-
ing the threshold occupancy level, and the second hash
table has more than N slots for entries.

2. The method according to claim 1 and wherein the
performing the following after allocating the second hash
table also comprises:

when a hash table deletion of an entry 1s requested,

performing deletion by: deleting the entry from the first
hash table and deleting the entry from the second hash
table, and also copying K entries, K being greater than
or equal to 1, from the first hash table to the second
hash table.

3. The method according to claim 1 and wherein the
second hash table has at least 2ZN+1 slots for entries.

4. The method according to claim 1 and wherein the
second hash table has

1+ — =N

entries.

5. The method according to claim 1 and wherein said
performing the following after allocating the second hash
table turther comprises:

when a number of entries 1n the first hash table and a

number of entries in the second hash table are equal,
designating the second hash table as the active hash
table and ceasing to designate the first hash table as the
active hash table.

6. The method according to claim 5 and further compris-
ng:

after said designating the second hash table as the active

hash table, deallocating the first hash table.

7. A computing device comprising:

a processing unit; and

memory for storing a first hash table having N slots for

entries,

the processing unit being configured for:

designating the first hash table as an active hash table;
allocating a second hash table; and
performing the following after allocating the second
hash table:
when a hash table msertion of an entry 1s requested,
performing insertion by: inserting the entry to the
first hash table and inserting the entry to the
second hash table; and
when a hash table lookup 1s requested, looking up the
requested entry in the active hash table,
wherein the performing msertion comprises: also copy-
ing K entries, K being greater than or equal to 1,
from the first hash table to the second hash table,
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wherein the processing unit 1s also configured {for:

providing a threshold occupancy level of slots for the first

hash table and an enlargement ratio e, the threshold
occupancy level being equal to N multiplied by the
enlargement ratio e, and

the second hash table 1s allocated 1n response to a present

occupancy level of the first hash table exceeding the
threshold occupancy level, and the second hash table
has more than N slots for entries.

8. The computing device according to claim 7 and
wherein the performing the following after allocating the
second hash table also comprises:

when a hash table deletion of an entry 1s requested,

performing deletion by: deleting the entry from the first
hash table and deleting the entry from the second hash
table, and copying K entries, K being greater than or
equal to 1, from the first hash table to the second hash
table.

9. The computing device according to claim 7 and
wherein the second hash table has at least 2N+1 slots for
entries.

10. The computing device according to claim 7 and
wherein the second hash table has

1+ —xN

entries.

11. The computing device according to claim 7 and
wherein said performing the following after allocating the
second hash table further comprises:

when a number of entries in the first hash table and a

number of entries 1n the second hash table are equal,
designating the second hash table as the active hash
table and ceasing to designate the first hash table as the
active hash table.

12. The computing device according to claim 11 and
wherein said performing the following after allocating the
second hash table further comprises:

after said designating the second hash table as the active

hash table, deallocating the first hash table.

13. A computing device comprising:

a processing umt; and

memory for storing a first hash table having N slots for

entries,

the processing unit being configured for:

designating the first hash table as an active hash table;
providing a threshold occupancy level of slots for the
first hash table and a diminution ratio d, the threshold
occupancy level being equal to N multiplied by the
diminution ratio d;
allocating a second hash table in response to a present
occupancy level of the first hash table reaching a
level less than the threshold occupancy level, the
second hash table having fewer than N slots for
entries; and
performing the following after allocating the second
hash table:
when a hash table insertion of an entry 1s requested,
performing insertion by: mserting the entry to the
first hash table and inserting the entry to the
second hash table; and
when a hash table lookup 1s requested, looking up the
requested entry in the active hash table,
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wherein the performing insertion comprises: also copy- table, and copying K entries, K being greater than or
ing K entries, K being greater than or equal to 1, equal to 1, from the first hash table to the second hash
from the first hash table to the second hash table. table. | | | |
14. The computing device according to claim 13 and 16. The computing device according to claim 13 and
wherein the second hash table has 5 wherein said performing the following aiter allocating the

second hash table further comprises:
when a number of entries in the first hash table and a

d* N number of entries 1n the second hash table are equal,
designating the second hash table as the active hash
10 table and ceasing to designate the first hash table as the

entries. active hash table.
15. The computing device according to claim 13 and 17. .The'computing. device accoyding to claim 16 and
wherein the performing the following after allocating the wherein said pertforming the following atter allocating the

second hash table further comprises:

15  after said designating the second hash table as the active
hash table, deallocating the first hash table.

second hash table also comprises:
when a hash table deletion of an entry 1s requested,
performing deletion by: deleting the entry from the first
hash table and deleting the entry from the second hash I
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