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Obtaining raw data from one or more systems providing one or
More services
4832

- Generating a rollup index of the raw data based on a first set of
rollup parameters that comprise selections of the tields and metrics
: 484

Searching for matching ones of the data elements of the raw data
that correspond {o the first set of rollup parameters
406

**********

Grouping the data elements together based on the matching
408

S e g

- Rolling up the data elements into the rollup index using the tree
structure based on a second time interval that is larger than the fHrst
' time interval
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SYSTEMS AND METHODS FOR REDUCING
DATA STORAGE OVERHEAD

CROSS-REFERENCE TO RELATED
APPLICATION(S)

N/A

FIELD

The present disclosure 1s directed to systems and methods
that reduce data storage overhead with respect to large
volumes of raw historical data by generating rollup indices
that summarize the raw historical data according to aggre-
gation trees. These systems and methods also allow for
query execution of the rollup indices and/or the raw data 1n
an ellicient manner for creation of graphical or visual data
depictions.

SUMMARY

According to various embodiments, the present technol-
ogy 1s directed to a method comprising: obtaining raw data
from one or more systems providing one or more services,
the raw data comprising data elements having corresponding,
fields and metrics, the data elements being obtained accord-
ing to a first time 1nterval, the raw data having a storage size;
generating a rollup 1index of the raw data based on a first set
of rollup parameters that comprise selections of the plurality
of fields and metrics by: searching for matching ones of the
data elements of the raw data that correspond to the first set
of rollup parameters; grouping the data elements together
based on the matching; flattening the data elements by
rolling up the data elements into a document based on a
second time interval that 1s larger than the first time nterval;
and storing the rollup index in a storage space, the rollup
index being reduced 1n size relative to the raw data so as to
reduce an amount of the storage space required to store
rollup mdex relative to storing the raw data.

According to various embodiments, the present technol-
ogy 1s directed to a system comprising: a rollup service
configured to: obtain raw data from one or more systems
providing one or more services, the raw data comprising
data elements having corresponding fields and metrics, the
data elements being obtained according to a first time
interval, the raw data having a storage size; generate a rollup
index of the raw data based on a first set of rollup parameters
that comprise selections of the fields and metrics by: search-
ing for matching ones of the data elements of the raw data
that correspond to the first set of rollup parameters; grouping,
the data elements together based on the matching; flattening,
the data elements; and rolling up the data elements for
placement into the rollup index based on a second time
interval that 1s larger than the first time interval; and store the
rollup index i1n a storage space, the rollup index being
reduced 1n size relative to the raw data so as to reduce an
amount of the storage space required to store rollup index
relative to storing the raw data; and a search service endpoint
configured to: receive a query having query parameters;
parse the query parameters; search the query parameters
against the rollup index; and generate a response using the
rollup mdex.

According to various embodiments, the present technol-
ogy 1s directed to a method comprising: obtaining raw
historical data for a computing system, the raw historical
data being according to a first time interval; converting the
raw historical data into a rollup index, the rollup index
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2

comprising aggregations ol data elements of the raw his-
torical data which are grouped according to at least one field
and at least one metric regarding the at least one field; and
generating a query response for a query using the rollup
index, the query response substantially corresponding to a
query response when executed against the raw historical

data due to the conversion of the raw historical data into the
rollup index.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, where like reference
numerals refer to identical or functionally similar elements
throughout the separate views, together with the detailed
description below, are incorporated 1n and form part of the
specification, and serve to further illustrate embodiments of
concepts that include the claimed disclosure, and explain
various principles and advantages of those embodiments.

The methods and systems disclosed herein have been
represented where appropriate by conventional symbols in
the drawings, showing only those specific details that are
pertinent to understanding the embodiments of the present
disclosure so as not to obscure the disclosure with details
that will be readily apparent to those of ordinary skill in the
art having the benefit of the description herein.

FIG. 1 1s a schematic diagram of an example system
constructed 1n accordance with the present disclosure.

FIG. 2 1s a diagrammatic representation of the use of
aggregation trees to tlatten data and coalesce rollup jobs into
a rollup index.

FIG. 3 1s a flowchart of an example method for identiiying
rollup jobs of a rollup 1index using a recursive process.

FIG. 4 1s a flowchart of an example method of the present
disclosure.

FIG. 5 1s a schematic diagram of an example computer
device that can be utilized to implement aspects of the
present technology.

DETAILED DESCRIPTION

The present disclosure relates generally to systems and
methods that store raw historical data in a condensed but
content rich format. These systems and methods can reduce
large volumes of raw historical data into compact but useful
rollup jobs and indices. A rollup index of the present
disclosure can be queried against 1n a manner that 1s similar
or 1dentical to query methods for the raw historical data, for
purposes of data analysis and visualization.

For context, in time-series storage and visualization sys-
tems, rollups are defined by reports and dashboards (e.g.,
graphical user interfaces) they are used to generate. This sort
of pre-definition means that users are stuck with the same
report even 1f the users need to change the report format
and/or content. Such configurations are unduly limiting.
Advantageously, the systems and methods disclosed herein
do not sacrifice search speed even 1n view of a large data
volume. To be sure there 1s substantial value 1n keeping the
original, full, raw data allowing a user to analyze and parse
it however they desire, without compromise, but this can
lead to deleterious efiects and cost.

High-level dashboards may need decades worth of data,
but likely not decades worth of fine-grained data that takes
up considerable disk space. The rollup functionalities dis-
closed herein allow users to pick all the fields they want
rolled up and a new rollup index 1s created with aggregated
portions of the raw data. This new rollup index then resides
side-by-side (1n some embodiments) with the raw data that
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it 1s be being rolled up from. Since rollups are functionally
and conceptually similar to any other raw data index, only
a lot smaller, users are already knowledgeable regarding
how to query and aggregate the data inside. The systems and
methods disclosed herein also implement a rollup API
(application programming interface) that provides an ability
to search both live (e.g., raw) and rollup data at the same
time, returning data from both 1ndices 1n a single response.

When raw data 1s retired to permanent storage any cor-
responding rollup index created therefrom can live on with
other production indexes. Dashboard creation from rollup
indices are not aflected by these changes and retirement of
old raw data. These processes are also very flexible. For
example, 1 a user realizes a mistake in data collection has
been made 1n a rollup, the user can direct a system of the
present disclosure to pull an old raw data index back into
production and run a new and improved rollup job.

Time-based data (documents that are predominantly 1den-
tified by their timestamp) often have associated retention
policies to manage data growth. For example, a system may
be generating 500,000 documents every second. That wall
generate 43 million documents per day, and nearly 16 billion
documents a year.

When these processes continue in perpetuity, storage
requirements will continue to grow without bound. Reten-
tion policies are therefore often dictated by the simple
calculation of storage costs over time, and what an organi-
zation 1s willing to pay to retain historical data. Often these
policies require deleting data after a few months or years.

To be sure, storage cost 1s a fixed quantity. That 1s, it
requires X money to store Y data, but the utility of a piece
of data often changes with time. For example, sensor data
gathered at millisecond granularity 1s extremely useful when
generated, reasonably useful 1if a few weeks old, and only
marginally useful 1f older than a few months. So while the
cost of storing a millisecond of sensor data from ten years
ago 1s 1ixed, the value of that individual sensor reading often
diminishes with time. It 1s not useless as 1t could easily
contribute to a useful analysis, but this reduced value often
leads to deletion rather than paying the fixed storage cost.

Thus, the systems and methods disclosed herein rollup
store historical data at reduced granularity to reduce storage
overhead of data, while allowing users to analyze and assess
the data that 1s most important to their needs. That 1s, data
collected 1n time 1ntervals of seconds can be aggregated into
blocks of time such as hours or days, for example.

A rollup functionality as disclosed herein summarizes old,
high-granularity raw data ito a reduced granularity format
for long-term storage. By “rolling” the data up 1nto a single
summary document, historical data can be compressed
greatly compared to the raw data. For example, consider a
system that 1s generating 43 million documents every day.
The second-by-second data 1s usetul for real-time analysis,
but historical analysis looking over ten years of data are
likely to be working at a larger interval such as hourly or
daily trends. An example system of the present disclosure
will compress the 43 million documents into hourly sum-
maries saving vast amounts of storage space. The rollup
feature automates this process of summarizing historical
data. These and other aspects and advantages of the present
disclosure are provided herein with reference to the collec-
tive drawings.

FIG. 1 1s an example schematic diagram of an architecture
for practicing aspects or embodiments of the present disclo-
sure. In one embodiment, one or more systems 100A-N are
generating a large volume of documents 102A-7. A rollup
server or cloud service 104 (generally rollup service) gen-
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4

erates rollup mdices, such as rollup index 106, from at least
a portion of the raw data included in the large volume of
documents 102A-7. This rollup service 104 can be 1mple-
mented as an API 1n some embodiments.

Also, a raw index 108 of the large volume of documents
102A-7 can be created and stored as well. Both the rollup

index 106 and the raw index 108 can reside 1n a database
110. The rollup index 106 and/or raw index 108 can be
queried using a search service endpoint 112 that can be
co-located with the rollup server or cloud service 104. A user
114 can execute queries against the database 110 using the
search service endpoint 112 and receive results 1n the form
of reports or graphical interfaces such as histograms or data
plots. In general, the components of the architecture can
communicate through an example network 116 that can
include any public and/or private network.

The documents 102A-7Z can comprise any documents
such as log files. For example, the documents can include
network activities of devices with a specific IP addresses.
Other example documents can include cloud compute
resource availability and/or utilization, web service usage,
query or searching services, real-time sensor data, as well as
any other computer-implemented process or system that
produces quantifiable or qualitative data. The raw data of
these documents 102A-7 can be expressed 1n terms of fields
and metrics. That 1s, the raw data 1s comprised of individual
data elements. Each of the data elements comprises at least
one field and at least one metric related to the at least one
field. For example, field related to IP address can be used to
identify every IP address that logs into a particular system or
service. A metric relates to attributes of that field. For
example, with respect to IP addresses, metrics could include
a mimmum or maximum amount of bandwidth used by each
IP address tracked. Again, these are merely examples and
specific details regarding fields and metrics are governed by
the systems and/or services used to produce the raw data. As
noted above, these raw data can be voluminous and consume
a drastic amount of data storage.

These raw data can be collected at a specific interval, such
as seconds or even milliseconds. This 1s referred to generally
to as a first time interval. This first time 1nterval represents
the data collection/generation speed of the one or more
systems 100A-N.

The rollup index 106 1s generated from the raw data of
these documents 102A-7Z using the rollup service 104. In
some embodiments, the means by which the rollup service
104 generates the rollup index 106 1s in part dictated by the
end user. That 1s, the end user can determine which fields
and/or metrics are of interest and select these during the
creation of a rollup job. In general, many rollup jobs can be
initiated if needed. In some 1nstances, a rollup job runs
continuously in the background as the documents 102A-7
are being generated. In a continual process, the rollup
service 104 will roll up the index or indices that are specified
by the end user, placing the rolled documents in a secondary
index (also of the user’s choosing) such as the database 110.

In one non-limiting example, a series of data are provided
in the documents 102A-7 which are indicative of sensor data
(sensor-2017-01-01, sensor-2017-01-02, and so forth).
Documents 102A-7 related to these sensors can be collected
using the following code:

{ “timestamp”: 1516729294000,
“temperature™: 200,
“voltage™: 5.2,
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“node™: “a” }

In general, the rollup service 104 will roll up these
documents found into hourly summaries, which will allow
the rollup service 104 to generate reports and dashboards
such as report 118 with any time interval that 1s one hour or
greater. To be sure, i this example, the hourly summary

reflected by the roll up represents a second time interval that

1s longer than the first time interval that is measured 1n

seconds or milliseconds. Thus, data representative of data

clements gathered at second time intervals 1s summed up 1n

the roll up 1index as an hourly summary. Again, these time

intervals are examples and are not intended to be limiting.
An example roll up job 1s illustrated below:

{

“Index_pattern”: “sensor-*”,

“rollup_index’: “sensor_rollup™,

“crom’; ¥/3( FEREEYP?
“page_size” :1000,
“groups” : {
“date_histogram™:
{
“field”; “timestamp”,
“interval”: “60m” },

“terms”: {
“flelds: [“node”]} },
“metrics”: |

el -

{“field”: “temperature”, “metrics”: [“min”, “max”,
{ “field”: “voltage”, “metrics”: [“avg”]} }}

sum’]},

The rollup service 104 assigns the rollup job an 1dentifier
of “sensor” and executes the rollup job to rollup the index
pattern “sensor-*”. This job will find and rollup any index
data that matches that pattern. Rollup summaries are then
stored 1n a rollup 1index titled “sensor_rollup™.

The cron parameter controls when and how often the job
activates. When a cron schedule triggers, 1t will begin rolling
up from where 1t left ofl’ after the last activation. So it the
rollup job 1s configured such that the cron to run every 30

seconds, the job will process the last 30 seconds worth of

data that was indexed into the sensor-* indices.
If 1nstead the cron was configured to run once a day at
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midnight, the job would process the last 24 hours” worth of 45

data. The choice 1s largely preference, based on how “real-
time” the user wishes for the rollups to be, and 1f the user
wishes to process continuously or move it to off-peak hours.

Next, the rollup service 104 i1s utilized to define a set of

groups and metrics. In this example the metrics are selected
to save the min/max/sum of a temperature field, and the
average of the voltage field. In this example, the groups are
created by defining the dimensions that will be used to pivot
on at a later date when querying the data. The grouping 1n
this rollup job allows for the later creation of a function such
as date_histograms aggregations on the timestamp field,
rolled up at hourly intervals. It also allows the rollup service
104 to run term(s) aggregations on a node field.

In this example, the cron 1s configured to run every 30
seconds, but the date_histogram 1s configured to rollup at 60
minute intervals. In this example the date_histogram func-
tion controls the granularity of the saved data. Data will be
rolled up into hourly intervals, and the user will be unable
to query with finer granularity. The cron controls when the
process looks for new data to rollup. Every 30 seconds it will

see 1f there 1s a new hour’s worth of data and roll 1t up. It

not, the rollup job goes back to sleep.
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Often, 1t may not make sense to define such a small cron
(30 s) on a large mterval (1 h), because the majority of the
activations will simply go back to sleep. But there 1s nothing
incorrect about this selection. The rollup job 1s configured to
intelligently function regardless of the time 1nterval selected.

After the rollup job 1s created, 1t will be sitting 1n an
iactive state. Thus, rollup jobs need to be started before
they begin processing data (this allows the user to stop them
later as a way to temporarily pause, without deleting the
confliguration).

As noted above, many different rollup jobs can be per-
formed for a set of raw data. These rollup jobs can, 1n some
instances, be partially or completely orthogonal 1n content to
one another. For example, the above use case of sensor data
could be combined with sales and marketing data regarding
the sensors. Queries could be used to search through per-
formance and sales data 1n single query, just as an example.
The search service endpoint 112 (discussed 1n greater detail
herein) can stitch together query responses using rollup jobs
that are orthogonal 1n content to one another.

The query would include parameters directed to both
sensor performance and sales data, possibly to determine 11
sensor performance 1s aflecting sales for that particular
sensor. The search service endpomnt 112 can parse these
separate query parts are search different rollup jobs in a
single rollup index and concatenate the responses together 1n
a single response.

In some embodiments the rollup service 104 exposes a
unmque search endpoint, such as the search service endpoint
112, which 1s used to search over rolled-up 1indexes and their
corresponding rollup jobs. Importantly, this endpoint
accepts normal Elasticsearch™ Query DSL. Thus, any
application accessing the service does not need to learn a
new DSL to ispect historical data; 1t can simply reuse
existing queries and dashboards.

In certain embodiments, a rollup merges can merge live/
raw and rolled data together. In more detail, a usetul feature
of the rollup service 1s the ability to query both “live”,
real-time data in addition to historical rolled up data 1n a
single query. For example, a system may keep a month of
raw data. After a month, i1t 1s rolled up into historical
summaries using the rollup features described herein and the
raw data 1s deleted. If the user were to query the raw data,
they would only see the most recent month. And 11 the user
were to query the rolled up data, you would only see data
older than a month. The search service endpoint 112, how-
ever, supports querying both the raw index 108 and the
rollup index 106 at the same time. It will take the results
from both data sources and merge them together. If there 1s
overlap between the “live” and “rolled” data, live data is
preferred to increase accuracy.

Finally, rollup service 104 1s capable of intelligently
utilizing the best interval available. For example existing
systems require a user to configure rollups to happen at daily
intervals, any corresponding queries and charts will work
with daily intervals. If the user prefers a monthly interval,
the user will create another rollup that explicitly stores
monthly averages, and so forth.

Advantageously, the rollup features disclosed herein store
data in such a way that queries can identify a smallest
available mterval and use that for their processing. If rollups
are stored at a daily interval, queries can be executed on
daily or longer intervals (weekly, monthly, and so forth)
without the need to explicitly configure a new rollup job.
This helps alleviate one of the major disadvantages of a
rollup system; reduced flexibility relative to raw data. Again,
the query interval selected can be equal to or larger than the
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interval used to create the rollups that are queried. Thus, if
the rollup 1s created with a minute interval the query
executed against the rollup should be parameterized for
minute, day, week, month, or larger intervals.

The following descriptions provide additional detail on
searching rollup indexes (and additionally raw indexes).
After one or more rollup jobs have run and processed some
data, the search service endpoint 112 will execute a struc-
tured query. The rollup processes are configured so that
users can use the same Query DSL syntax that they are
accustomed to using with the raw data with the exception

that 1t 1s run on the rolled up data instead.
An example query 1s provided for context:

GET /sensor_rollup/_rollup_search

“size’: 0,
ce . wn
aggregations™: {
“max_temperature”: {
iﬁma}:!‘!:
“field”: “temperature”

h
h
)
h

This query resembles a simple aggregation that calculates
the maximum of the temperature field. It will be understood
that 1t 1s being sent to the sensor_rollup index instead of the
raw sensor-* indices. It will be further understood that 1t 1s
using the rollup_search endpoint. Results from the above
query look like a normal aggregation response:

{
“took™ : 102,
“timed_out” : false,
“terminated_early” : false,
“ shards™ : ...,
“hits” : {
“total” : O,
“max_score” : 0.0,
“hits” : [ ]
|3
“aggregations” : {
“max_temperature” : {
“value™ : 202.0
h
h
h

The only notable difference 1s that the rollup search results
have zero hits, but 1s identical syntactically to a search that
would be performed on raw data. To be sure, even though the
data was rolled up with hourly intervals and partitioned by
node name, the query 1s calculating the max temperature
across all documents. The groups that were configured 1n the
job are not mandatory elements of a query; they are just
extra dimensions that can be partition on. Second, the
request and response syntax i1s nearly identical to standard
DSL, making it easy to integrate into dashboards and
applications.

Finally, these grouping fields cab be used to construct a
more complicated query:

GET /sensor_rollup/_rollup_search

“size™: 0,
“aggregations”: {
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-continued

“timeline”: {
“date_histogram™: {
“fleld”: “timestamp”,
“Interval”; *7d”

s
“aggs”: {
“nodes™: {
“terms™: {
“field”: “node”
s
“aggs”: {
“max_temperature”: {
“max’’:
“field”: “temperature™
h
I
“avg voltage”: {
“avg”: {
“field”: “voltage”
h
h
h
h
h
h

Which returns a corresponding response:

“took™ : 93,
“timed_out” : false,

“terminated_early” : false,
“ shards™ : ...,

“hits” : {
“total” : 0O,
“max_score” : 0.0,
“hits” : [ ]
I
“aggregations” : {
“timeline” : {
“meta” : { },
“buckets™ : |

1

“key” : 1516233600000,

“doc_count” : 6,

“nodes™ : {
“doc_count_error_upper_bound” : O,
“sum_other doc count™ : O,
“buckets™ : [

E'Ekeyﬁ:' : E'Ea.!':':
“doc_count” : 2,

“max_temperature” : {
“value” : 202.0

“avg_voltage” : {
“value” : 5.1499998569488525
h

s
1

“key_as_string” : “2018-01-18T00:00:00.0002",

“key” : “b”,

“doc_count” : 2,

“max_temperature” : {
“value” : 201.0

|3

“avg_voltage” : {
“value” : 5.700000047683716
h

Js
1

iﬂkey!'! : iﬂcﬂ!‘:
“doc_count” : 2,

“max_temperature” : {
“value” : 202.0
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-continued

s

“avg voltage” : {
“value” : 4.099999904632568

In addition to being more complicated (date histogram
and a terms aggregation, plus an additional average metric),
it 1s noteworthy that the date_histogram uses a 7 d (seven
day) interval instead of 60 m (sixty minutes).

To preserve flexibility, a rollup job can be defined based
on how future queries may need to use the data. Tradition-
ally, systems force users to make decisions about what
metrics to rollup and on what interval. For example, an
average ol cpu_time on an hourly basis. This 1s limiting; 1f,
at a future date, the user wishes to see the average of
cpu_time on an hourly basis and partitioned by host _name,
not such query can be executed.

In some instances, the user could decide to rollup the
[hour, host] tuple on an hourly basis, but as the number of
grouping keys grows, so do the number of tuples the admin
needs to configure. Furthermore, these [hours, host] tuples
are only usetul for hourly rollups. Daily, weekly, or monthly
rollups would all require new configurations. The present
disclosure also addresses these limitations. Rather than force
the user to decide ahead of time which individual tuples
should be rolled up, the rollup jobs disclosed herein are
configured based on which groups are potentially usetul to
future queries. For example, this configuration:

“groups” : {
“date_histogram™: {
“fleld”: “timestamp”,
“interval’: “1h”,

iﬁdelay!'!: GE’Ydﬁ?
“terms”: {
“fields”: [“hostname”, “‘datacenter’]
“histogram™: {
“flelds”: [“load™, “net_in™, “net_out™],
“Interval”: 5

h

Allows date_histogram’s to be used on the “timestamp”
field, terms aggregations to be used on the “hostname™ and
“datacenter” fields, and histograms to be used on any of
“load™, “net_1in”, “net_out” fields. Importantly, these aggs/
fields can be used 1n any combination. This aggregation:

“aggs” 1 {
“hourly™: {
“date_histogram™: {
“fleld”: “timestamp”™,
“Interval”; “1h”

h

2

ie ggsas: {

“host_names™: {
“terms””: {

“field”’: “hostname”
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-continued

h
h
h
)
h

is just as valid as this aggregation:
“aggs” 1 {
“hourly™: {
“date_histogram™: {
“fleld”: “timestamp”,
“Interval”: “1h”

h

G ggsn: {
“data_center”: {
“terms”: {

“field”’: “datacenter”

h

ggs™: {
“host_names™: {
“terms”: {

“field”’: “hostname’

h
}:
“aggs”: {
“load_values™: {
“histogram™: {
“field”: “load™,

“interval”: 5

h

-

It 1s noteworthy that the second aggregation 1s not only
substantially larger, 1t also swapped the position of the terms
aggregation on “hostname”, illustrating how the order of
aggregations does not matter to rollups. Similarly, while the
date_histogram 1s required for rolling up data, 1t 1s not
required while querying (although often used). For example,
this 1s a valid aggregation for a rollup search to execute:

“aggs” 1 {
“host_names™: {
“terms™: {

“field”: “hostname”

h
h
h

Ultimately, when configuring groups for a rollup job, the
user can contemplate how they might wish to partition data
in a query at a future date and then include those in the
configuration details of the rollup job (e.g., fields and
metrics selected). Because rollup search functionality allows
any order or combination of the grouped fields, the user need
only decide 11 a field 1s usetul for aggregating, and how they
might wish to use 1t (terms, histogram, and so forth) in the
future.

During searching, the search service endpoint 112 waill
break a query down into parts through parsing. In some
embodiments, each distinct part of a query will be used to
search either the raw index 108 and/or the rollup index 106.

In some embodiments, when querying raw data and rollup
data, internally two search requests can be executed 1n
parallel or series. The first search i1s performed against the
raw data with the query in 1ts original format. The second
search 1s performed against the rollup data and uses proce-
dures disclosed herein to determine which rollup job(s) to

search.
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The search service endpoint 112 employs logic that allows
for determination of which of a plurality of rollup indexes
are appropriate based on the query parts. By way of
example, 1f there are ten rollup jobs stored 1n a single 1ndex,
which cover the raw data with varying degrees of complete-
ness and diflerent intervals, the search service endpoint 112
needs to determine which set of jobs to actually search.
Incorrect decisions can lead to inaccurate aggregation results
(e.g. over-counting doc counts, or bad metrics). Additional
details regarding the selection of rollup indices are found
inira with respect to FIG. 3.

The search service endpoint 112 accepts one or more
rollup indices. These can be a mix of regular, non-rollup
indices and rollup 1indices. However, in some instances only
one rollup index 1s specified. The exact list of rules for the
index parameter are can include but are not limited to: (1) at
least one index/index-pattern 1s specified. This can be either
a rollup or non-rollup mndex. Omitting the index parameter,
or using_all, 1s not permitted; (2) multiple non-rollup indices
may be specified; and (3) only one rollup index may be
specified.

As noted above, the rollup service 104 can utilize different
interval granularity than that used for collecting raw data.
Rollups are stored at a certain granularity, as defined by the
date_histogram group in the configuration. This means a
user can only search/aggregate the rollup data with an
interval that 1s greater-than or equal to the configured rollup
interval. For example, 1f data 1s rolled up at hourly intervals,
the rollup service 104 can aggregate on any time interval
hourly or greater. Intervals that are less than an hour waill
generate an error, since the data simply does not exist for
finer granularities.

As an aside, the interval used with respect to a query 1s
referred to 1n some embodiments as a third time interval.
Thus, the first time 1nterval 1s with respect to how the raw
data 1s gathered, the second time interval relates to the rollup
job, and the third time interval relates to the query executed
against the rollup job.

The interval specified 1n an aggregation request can be a
whole multiple of the configured interval. If the job was
configured to rollup on 3 d (three day) intervals, the user can
only query and aggregate on multiples of three (3 d, 6 d, 9
d, etc). In some embodiments 1t 1s recommended to config-
ure a single job with the smallest granularity that 1s needed,
and allow the search endpoint to function as selected at a
later point 1n time. In some embodiments, 11 multiple jobs
are present 1 a single rollup mdex with varying intervals,
the search service endpoint 112 will identily and use the
j0b(s) with the largest interval to satisty the search request.

In certain embodiments, the rollup service 104 1s config-
ured to allow queries for a term, terms, a range, and match
all, and/or any compound query (Boolean, Boosting, Con-
stantScore™, and so forth). Furthermore, these queries can
only use fields that were also saved in the rollup job as a
group. If you wish to filter on a keyword hostname field, that
field must have been configured in the rollup job under a
terms grouping.

FIG. 2 illustrates an example diagrammatic example of
how raw data 1s converted into a rollup mndex using aggre-
gation trees. In general, each tree represents one rollup
interval worth of time. In this example, two aggregation
trees 202 and 204 are illustrated, which 1llustrate a chrono-
logical progression. The aggregation tree 202 1s scheduled
for creation at a point 1n time that 1s two hours 1n the future,
whereas the aggregation tree 204 1s created one hour in the
future. So when the rollup service 104 1s running i1t would
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obtain these two aggregation trees 202 and 204 then work
recursively iterate through the “leal” nodes and create a
rollup document for each.

Each “leaf” of the aggregation tree 1s a summary docu-
ment of the raw data of the branch of the tree to which 1t
belongs. In general, the raw data includes data elements that
comprise at least one field and at least one metric related to
the at least one field.

For example, the document 206 includes information
regarding time, zone, and server which produced the raw
data document 206. In this instance, the data leaves/docu-
ments ol Zone A generated by Servers 1 and 2 are rolled up
into a rollup index 210. In this example, another document
208 1s generated for Server 2 of Sone A. Each of the
documents 206/208 represents a unique rollup job.

Each of the example documents 206 and 208 comprises
the data elements of a rollup job. The aspect of flattening of
data elements imnvolves the creation of the aggregation trees
and the grouping of data elements that are alike. The
“flattening” of the raw data occurs through the creation of
the leal documents at the bottom-most level of the aggre-
gation tree 202. The documents 206/208 can be combined
into a single rollup index 210 for storage and future query-
ing.

FIG. 3 15 a flow diagram of an example rollup index
searching process. The method includes an 1nitial step 302 of
locating all rollup jobs 1n a particular rollup index. Again, a
rollup index can comprise a plurality of rollup jobs that can
be related or even orthogonal 1n content to one another.

Next, the method includes a step 304 of recursively
walking the query components of a query. This includes
steps related to obtaining a query and parsing the query nto
distinct parts or fields. Each of these parts 1s recursively
walked with respect to the rollup jobs located 1n step 302. At
cach recursive step, the method determines if the query field
exists 1n the rollup index. If not the process terminates and
a warning can be presented to the user. Next, the method
includes a step 306 of rewrniting the field of the query using
an internal naming convention related to the field names
used to generate the rollup jobs. This may be an optional step
in some embodiments.

Next, the method includes a step 308 of recursively
walking the aggregation components which includes aggre-
gations of data elements that correspond to one another. As
noted above, this could include sensor data or IP addresses.
In some embodiments, the method 1ncludes a step 310 of
iterating through the list of rollup jobs located 1n step 302
and removing any of the rollup jobs that do not satisiy the
aggregation component’s requirements (e.g., same field
type, same settings, and so forth). After iterating through all
the jobs, 1f there are no candidate jobs left the process can
terminate and a warning message can be presented to the
user.

For context, some aggregations (like a terms aggregation,
or a date_histogram) can contain “children” aggregations.
This could be another terms agg, for example or 1t could be
a “leal” aggregation that contains no children (like a min,
max, average, etc.) metric agg. Once the bottom of a tree 1s
reached and an aggregation 1s found that contains no more
chuldren, 1t will be determined i1 there 1s a rollup job that
supports the data encountered up to this point 1n the iterative
Process.

I1 so, the method includes a step 312 of returning a list of
potential matching rollup jobs. If no leal nodes are found,
the list of candidate rollup jobs are passed to the child
aggregation step above and the process 1s initiated over
again. It can be assumed that all candidate rollup jobs that
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pass step 312 satisty all the aggregation components require-
ments, so they are all usable. Next, the method includes a
step 314 of sorting the candidate rollup jobs to 1dentily the
“best” job(s). The final, “best” candidate job 1s the one that
will be searched and used to generate a query response.

With respect to sorting, i some embodiments, sorting
criteria are utilized to sort rollup jobs. In one embodiment,
rollup jobs can be sorted by date_histogram interval. It waill
be understood that larger intervals are “better” as they
provide larger aggregation pools. I there are ties, the
method will prefer a rollup job with a larger average
histogram interval. Also, 1 there are ties, the method wall
prefer the rollup job with fewer terms groups.

FIG. 4 1s another flowchart of an example method of the
present disclosure. The method includes a step 402 of
obtaining raw data from one or more systems providing one
or more services. As noted above the raw data comprises
data elements having corresponding fields and metrics. In
general, the data elements are obtained according to a first
time interval such as every second or every ten seconds. This
creates a volume of raw data having a storage size that 1n
some 1nstances 1s quite large 1n volume.

Next, the method includes a step 404 of generating a
rollup index of the raw data based on a first set of rollup
parameters that comprise selections of the fields and metrics.
That 1s, the user can select which fields and metrics are
important to them. These selections are then used to guide
the creation of rollup jobs that can be coalesced into a rollup
index. The method includes a step 406 of searching for
matching ones of the data elements of the raw data that
correspond to the first set of rollup parameters. Next, the
method includes a step 408 of grouping the data elements
together based on the matching, as well as a step 410 of
flattening the data elements using a tree structure. In one or
more embodiments, the method includes a step 412 of
rolling up the data elements into the rollup index using the
tree structure based on a second time interval that 1s larger
than the first time interval. The rollup index can be stored
alongside the raw data with both being available to search
through a querying service.

FIG. § 1s a diagrammatic representation of an example
machine 1n the form of a computer system 1, within which
a set of instructions for causing the machine to perform any
one or more of the methodologies discussed herein may be
executed. In various example embodiments, the machine
operates as a standalone device or may be connected (e.g.,
networked) to other machines. In a networked deployment,
the machine may operate in the capacity of a server or a
client machine 1n a server-client network environment, or as
a peer machine 1 a peer-to-peer (or distributed) network
environment. The machine may be, for example, a base
station, a personal computer (PC), a tablet PC, a set-top box
(STB), a personal digital assistant (PDA), a cellular tele-
phone, a portable music player (e.g., a portable hard drive
audio device such as an Moving Picture Experts Group
Audio Layer 3 (MP3) player), a web apphance, a network
router, switch or bridge, or any machine capable of execut-
ing a set ol mstructions (sequential or otherwise) that specity
actions to be taken by that machine. Further, while only a
single machine 1s 1llustrated, the term “machine” shall also
be taken to include any collection of machines that indi-
vidually or jointly execute a set (or multiple sets) of mnstruc-
tions to perform any one or more of the methodologies
discussed herein.

The example computer system 1 includes a processor or
multiple processors 5 (e.g., a central processing unit (CPU),
a graphics processing unit (GPU), or both), and a main
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memory 10 and static memory 15, which communicate with
cach other via a bus 20. The computer system 1 may further
include a video display 35 (e.g., a liquid crystal display
(LCD)). The computer system 1 may also include an alpha-
numeric input device(s) 30 (e.g., a keyboard), a cursor
control device (e.g., a mouse), a voice recognition or bio-
metric verification unit (not shown), a drive unit 37 (also
referred to as disk drive unit), a signal generation device 40
(e.g., a speaker), and a network interface device 435. The
computer system 1 may further include a data encryption
module (not shown) to encrypt data.

The drive unit 37 includes a computer or machine-
readable medium 50 on which 1s stored one or more sets of
istructions and data structures (e.g., structions 355)
embodying or utilizing any one or more of the methodolo-
gies or functions described herein. The mstructions 35 may
also reside, completely or at least partially, within the main
memory 10 and/or within static memory 15 and/or within
the processors 5 during execution thereof by the computer
system 1. The main memory 10, static memory 15, and the
processors 5 may also constitute machine-readable media.

The instructions 55 may further be transmitted or received
over a network via the network interface device 435 utilizing
any one of a number of well-known transfer protocols (e.g.,
Hyper Text Transter Protocol (HT'TP)). While the machine-
readable medium 50 1s shown 1n an example embodiment to
be a single medium, the term “computer-readable medium”™
should be taken to include a single medium or multiple
media (e.g., a centralized or distributed database and/or
associated caches and servers) that store the one or more sets
of mstructions. The term “computer-readable medium” shall
also be taken to include any medium that 1s capable of
storing, encoding, or carrying a set ol instructions for
execution by the machine and that causes the machine to
perform any one or more of the methodologies of the present
application, or that 1s capable of storing, encoding, or
carrying data structures utilized by or associated with such
a set of 1nstructions. The term “computer-readable medium”™
shall accordingly be taken to include, but not be limited to,
solid-state memories, optical and magnetic media, and car-
rier wave signals. Such media may also include, without
limitation, hard disks, floppy disks, tflash memory cards,
digital video disks, random access memory (RAM), read
only memory (ROM), and the like. The example embodi-
ments described herein may be implemented 1n an operating
environment comprising software installed on a computer, 1n
hardware, or 1n a combination of software and hardware.

Not all components of the computer system 1 are required
and thus portions of the computer system 1 can be removed
il not needed, such as Input/Output (I/0) devices (e.g., input
device(s) 30). One skilled 1in the art will recognize that the
Internet service may be configured to provide Internet access
to one or more computing devices that are coupled to the
Internet service, and that the computing devices may include
one or more processors, buses, memory devices, display
devices, put/output devices, and the like. Furthermore,
those skilled 1n the art may appreciate that the Internet
service may be coupled to one or more databases, reposi-
tories, servers, and the like, which may be utilized in order
to implement any of the embodiments of the disclosure as
described herein.

The corresponding structures, matenals, acts, and equiva-
lents of all means or step plus function elements 1n the
claims below are intended to include any structure, matenal,
or act for performing the function 1n combination with other
claimed elements as specifically claimed. The description of
the present technology has been presented for purposes of
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illustration and description, but 1s not intended to be exhaus-
tive or limited to the present technology i the form dis-
closed. Many modifications and variations will be apparent
to those of ordinary skill in the art without departing from
the scope and spirit of the present technology. Exemplary
embodiments were chosen and described 1n order to best
explain the principles of the present technology and its
practical application, and to enable others of ordinary skaill
in the art to understand the present technology for various
embodiments with various modifications as are suited to the
particular use contemplated.

Aspects of the present technology are described above
with reference to flowchart i1llustrations and/or block dia-
grams ol methods, apparatus (systems) and computer pro-
gram products according to embodiments of the present
technology. It will be understood that each block of the
flowchart 1llustrations and/or block diagrams, and combina-
tions of blocks 1n the flowchart illustrations and/or block
diagrams, can be implemented by computer program
instructions. These computer program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks.

These computer program instructions may also be stored
in a computer readable medium that can direct a computer,
other programmable data processing apparatus, or other
devices to function 1n a particular manner, such that the
instructions stored in the computer readable medium pro-
duce an article of manufacture including mstructions which
implement the function/act specified 1n the tlowchart and/or
block diagram block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps
to be performed on the computer, other programmable
apparatus or other devices to produce a computer 1imple-
mented process such that the instructions which execute on
the computer or other programmable apparatus provide
processes for implementing the functions/acts specified in
the flowchart and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer pro-
gram products according to various embodiments of the
present technology. In this regard, each block 1n the tlow-
chart or block diagrams may represent a module, section, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). It should also be noted that, in some alternative imple-
mentations, the functions noted in the block may occur out
of the order noted in the figures. For example, two blocks
shown 1n succession may, 1n fact, be executed substantially
concurrently, or the blocks may sometimes be executed 1n
the reverse order, depending upon the Ifunctionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks 1n the block diagrams and/or flowchart illustration,
can be mmplemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations ol special purpose hardware and computer
instructions.

In the following description, for purposes of explanation
and not limitation, specific details are set forth, such as
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particular embodiments, procedures, techniques, etc. in
order to provide a thorough understanding of the present
invention. However, 1t will be apparent to one skilled in the
art that the present invention may be practiced in other
embodiments that depart from these specific details.

Reference throughout this specification to “one embodi-
ment” or “an embodiment” means that a particular feature,
structure, or characteristic described 1n connection with the
embodiment 1s included 1n at least one embodiment of the
present mvention. Thus, the appearances of the phrases “in
one embodiment” or “in an embodiment” or “according to
one embodiment” (or other phrases having similar import) at
various places throughout this specification are not neces-
sarily all referring to the same embodiment. Furthermore,
the particular features, structures, or characteristics may be
combined in any suitable manner in one or more embodi-
ments. Furthermore, depending on the context of discussion
herein, a singular term may include 1ts plural forms and a
plural term may include i1ts singular form. Similarly, a
hyphenated term (e.g., “on-demand’) may be occasionally
interchangeably used with its non-hyphenated version (e.g.,
“on demand”), a capitalized entry (e.g., “Software™) may be
interchangeably used with 1ts non-capitalized version (e.g.,
“software™), a plural term may be indicated with or without
an apostrophe (e.g., PE’s or PEs), and an 1talicized term
(e.g., “N+17) may be interchangeably used with 1ts non-
italicized version (e.g., “N+17). Such occasional inter-
changeable uses shall not be considered inconsistent with
cach other.

Also, some embodiments may be described in terms of
“means for” performing a task or set of tasks. It will be
understood that a “means for” may be expressed herein in
terms of a structure, such as a processor, a memory, an /O
device such as a camera, or combinations thereof. Alterna-
tively, the “means for” may include an algorithm that 1s
descriptive of a function or method step, while 1n yet other
embodiments the “means for” 1s expressed 1 terms of a
mathematical formula, prose, or as a tflow chart or signal
diagram.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms
as well, unless the context clearly indicates otherwise. It will
be further understood that the terms “comprises” and/or
“comprising,” when used 1n this specification, specily the
presence of stated features, integers, steps, operations, e¢le-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

It 1s noted that the terms “coupled,” “connected”, “con-
necting,” “electrically connected,” etc., are used inter-
changeably herein to generally refer to the condition of
being electrically/electronically connected. Similarly, a first
entity 1s considered to be 1n “communication’ with a second
entity (or entities) when the first entity electrically sends
and/or receives (whether through wireline or wireless
means) information signals (whether containing data infor-
mation or non-data/control information) to the second entity
regardless of the type (analog or digital) of those signals. It
1s Turther noted that various figures (including component
diagrams) shown and discussed herein are for illustrative
purpose only, and are not drawn to scale.

If any disclosures are incorporated herein by reference
and such incorporated disclosures contlict 1n part and/or 1n
whole with the present disclosure, then to the extent of
conflict, and/or broader disclosure, and/or broader definition
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of terms, the present disclosure controls. If such incorpo-
rated disclosures contlict in part and/or 1n whole with one
another, then to the extent of conflict, the later-dated dis-
closure controls.

While various embodiments have been described above,
it should be understood that they have been presented by
way ol example only, and not limitation. The descriptions
are not intended to limit the scope of the invention to the
particular forms set forth herein. To the contrary, the present
descriptions are mtended to cover such alternatives, modi-
fications, and equivalents as may be included within the
spirit and scope of the invention as defined by the appended
claims and otherwise appreciated by one of ordinary skill in
the art. Thus, the breadth and scope of a preferred embodi-
ment should not be limited by any of the above-described
exemplary embodiments.

What 1s claimed 1s:

1. A method, comprising:

obtaining raw data from one or more systems providing

one or more services, the raw data comprising data

clements having corresponding fields and metrics, the

data elements being obtained according to a first time

interval, the raw data having a storage size;

generating a rollup index of the raw data based on a first
set of rollup parameters that comprises selections of the
fields and metrics by:
searching for matching ones of the data elements of the
raw data that correspond to the first set of rollup
parameters;
grouping the data elements together based on the
matching;
flattening the data elements using a tree structure; and
rolling up the data elements into the rollup index using
the tree structure based on a second time 1nterval that
1s larger than the first time interval;
storing the rollup index in a storage space, the rollup
index being reduced in size relative to the raw data so
as to reduce an amount of the storage space required to
store the rollup index relative to storing the raw data;

storing the raw data along with the rollup index, wherein
the raw data comprises at least a last segment of the raw
data covering a latter portion of the first time interval,
wherein the rollup index comprises additional flattened
data elements selected using a second set of rollup
parameters, wherein the second set of rollup parameters
are orthogonal 1n content to the first set of rollup
parameters;
receiving a query having query parameters;
parsing the query parameters;
initially searching the last segment of the raw data for
portions of the data elements that correspond to the
query parameters prior to searching the rollup index;

searching the query parameters against the rollup mdex;
and

generating a response using the rollup index.

2. The method according to claim 1, wherein when the
first time 1nterval 1s measured in milli-seconds the second
time interval 1s measured 1n any of days, weeks, months,
years, or other time frames that are larger than seconds.

3. The method according to claim 1, wherein the response
1s generated relative to a third time 1nterval that 1s larger than
the second time interval.

4. The method according to claim 1, wherein the rollup
index 1s continually updated as the one or more systems
generate new data elements.

5. The method according to claim 4, wherein when the
first time interval 1s measured 1n seconds the second time
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interval 1s measured 1n any of days, weeks, months, years, or
other time frames that are larger than seconds.

6. The method according to claim 4, wherein a rollup
service 1s configured to store the raw data along with the
rollup index.

7. A system, comprising:

a processor configured to:

initiate a rollup service, the rollup service being config-

ured to:

obtain raw data from one or more systems providing one

or more services, the raw data comprising data ele-
ments having corresponding fields and metrics, the data
clements being obtained according to a first time inter-
val, the raw data having a storage size;

generate a rollup index of the raw data based on a first set

of rollup parameters that comprises selections of the

fields and metrics by:

searching for matching ones of the data elements of the
raw data that correspond to the first set of rollup
parameters;

grouping the data elements together based on the
matching;

tflattening the data elements; and

rolling up the data elements for placement into the
rollup imndex based on a second time interval that 1s
larger than the first time 1nterval;

store the rollup imndex 1n a storage space, the rollup index

being reduced i size relative to the raw data so as to
reduce an amount of the storage space required to store
rollup index relative to storing the raw data;

store the raw data along with the rollup index, wherein the

raw data comprises at least a last segment of the raw
data covering a latter portion of the first time interval,
wherein the rollup index comprises additional flattened
data elements selected using a second set of rollup
parameters, wherein the second set of rollup parameters
are orthogonal 1n content to the first set of rollup
parameters; and

initiate a search service endpoint, the search service

endpoint being configured to:
receive a query having query parameters;
parse the query parameters;

imtially search the last segment of the raw data for

portions of the data elements that correspond to the
query parameters prior to searching the rollup index;
search the query parameters against the rollup index; and
generate a response using the rollup index; and a memory
in communication with the processor, the memory
being configured to store 1nstructions executable by the
Processor.

8. The system according to claim 7, wherein the response
1s generated relative to a third time 1nterval that 1s larger than
the second time 1nterval.

9. The system according to claim 8, wherein the rollup
index 1s continually updated as the one or more systems
generate new data elements.

10. The system according to claim 9, wherein when the
first time 1nterval 1s measured 1n seconds the second time
interval 1s measured 1n any of days, weeks, months, years, or
other time frames that are larger than seconds.

11. The system according to claim 10, wherein the rollup
service 1s configured to store the raw data along with the
rollup index.

12. A method, comprising:

obtaining raw historical data for a computing system, the

raw historical data being obtained according to a first
time interval;
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converting the raw historical data mto a rollup index, the
rollup 1ndex comprising aggregations of data elements
of the raw historical data which are grouped according

to at least one field and at least one metric regarding the
at least one field;

storing the raw historical data along with the rollup 1index,
wherein the raw historical data comprises at least a last
segment ol the raw historical data covering a latter

portion of the first time interval, wherein the rollup
index comprises additional flattened data elements
selected using a second set of rollup parameters,
wherein the second set of rollup parameters are
orthogonal 1n content to a first set of rollup parameters;

receiving a query having query parameters;

parsing the query parameters;

initially searching the last segment of the raw historical
data for portions of the data elements that correspond to
the query parameters prior to searching the rollup
index:

searching the query parameters against the rollup mdex;
and

generating a query response for the query using the rollup
index, the query response substantially corresponding
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to a query response when executed against the raw
historical data due to the conversion of the raw histori-
cal data into the rollup index.

13. The method according to claim 12, wherein the raw
historical data 1s converted into the rollup index using
flattened aggregation trees.

14. The method according to claim 12, wherein the
aggregations ol data elements i1n the rollup index are
obtained relative to a second time interval that 1s greater than
the first time 1nterval, wherein the query response 1s gener-
ated relative to a third time interval that 1s greater than or
equal to the second time interval.

15. The method according to claim 14, wherein the rollup
index 1s continually updated as one or more systems gen-
crate data elements.

16. The method according to claim 14, wherein when the
first time 1nterval 1s measured in seconds the second time
interval 1s measured 1n any of days, weeks, months, years, or
other time frames that are larger than seconds.

17. The method according to claim 14, wherein a rollup
service 1s configured to store the raw historical data along
with the rollup index.
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