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Selecting at least one location of a selection butfer, with the selection 210
buffer storing a plurality of observed output samples obtained from

one or more of output baiches produced by a signal chain, according

to a pseudo-random buffer selection process, and accessing at least

one observed output sample. The at least one observed output

sampile is generated in response 1o corresponding one or more input
samples provided to a digital compensator applying to one or more

input batches a pluraiity of basis functions, weighed by compensator
coefflicients, to produce intermediary samples, with the one or more

intermediary samples provided {0 the signal chain.

Computing an approximation of a sub-gradient value computed 590

according to a stochastic gradient process to derive a sub-gradient of
an error function representing a relationship between the accessed at

least one observed output sample stored in the pseudo randomly
selected at least one location of the selection butfter, and at least one

of, for exampile, the corresponding one or more or more input

samples, or one or more intermediate samples, produced by the
digital compensator, corresponding to the pseudo randomiy selected

at least one location of the selection butffer storing the at least one

observed output sample.

Computing updated values for the compensator coefficients based on| 23¢g
current values of the compensator coefficients and the computed
approximation of the sub-gradient value computed according to the
sub-gradient of the error function.

Replacing, at a time instance determined independently of the 240

pseudo-random buifer selection process, content of at least a portion
of the selection buffer with different one or more observed output

samples responsive 10 one or more other input samples.

FIG. 2
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300

\

Storing, at a selection butifer, a plurality of observed output samples 310
of an output signal produced by a signal chain in response to a
received input signal, the output signal comprising a plurality of
output batches of the output signal, each batch of the output signal
corresponding to a different one or more batches of the input signal.
The output signal produced by the signal chain includes non-linear
distortions.

v

Deriving, using a stochastic gradient process, a plurality of seis of 320
coetficients, used by a digital compensator for respectively weighing
a plurality of basis functions applied by the digital compensator to /
input samples of the input signal, including:

Selecting, according to a pseudo-random bufter selection
process, at least one location of the selection buffer to access at
least one of the plurality of observed output samples stored in

the selection butter.

322

omputing updated values 1or the piuralty of Sels Of COEHICients
based on current intermediate values for the plurality of sets of
coefticients and a sub-gradient value computed according to a
sub-gradient of an error function representing a relationship
between the at least one of the plurality of observed output
samples at the pseudo-randomiy selected location of the
selection bufler, and at least one or more input data samples
and/or intermediate samples produced by the digital
compensator, corresponding to the at least one of the plurality of

observed output sample stored at the pseudo randomily selected
ocation of the selection butte:

324

Repeating the selecting o select a subseqguent at ieast one
tocation of the selection buifer, according to the buffer selection
pseudo-random process, 1o access a subsequent at least one
observed ocutput sample, and computing updated values for the
piurality of the sets of coefficients based, at least in part, on the
_subsequent at least one observed output sample.

326

Replacing, at a time instance determined independently of the
pseudo-random bufter selection process, at least a portion of
the plurality of observed output sampiles stored in the selection
buffer with a different set of observed output samples, 308
corresponding to a different set of input samples provided to the
digital compensator.

FIG. 3
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BUFFER MANAGEMENT FOR ADAPTIVE
DIGITAL PREDISTORTION

BACKGROUND

The present disclosure relates to approaches for regular/
continuous adaptation of parameterized digital predistorter
(compensator).

Power amplifiers, especially those used to transmit radio
frequency communications, generally have nonlinear char-
acteristics. For example, as a power amplifier’s output
power approaches its maximum rated output, nonlinear
distortion of the output occurs. One way of Compensatmg for
the nonlinear characteristics of power amplifiers 1s to ‘pre-
distort’ an input signal (e.g., by adding an ‘inverse distor-
tion’ to the mput signal) to negate the nonlinearity of the
power amplifier before providing the mmput signal to the
power amplifier. The resulting output of the power amplifier
1s a linear amplification of the input signal with reduced
nonlinear distortion. Digital predistorted devices (compris-
ing, for example, power amplifiers) are relatively mexpen-
sive and power eflicient. These properties make digital
predistorted power amplifiers attractive for use in telecom-
munication systems where amplifiers are required to 1nex-
pensively, efliciently, and accurately reproduce the signal
present at their mput. However, the computation eflort
associated with conventional digital predistortion (DPD)
adaptation processes 1s substantial, which adversely eflects
the predistortion accuracy and robustness due to the limits
the computational eflorts may place on the number and
speed at which DPD coefllicients can be derived.

SUMMARY

Adaptive optimization of digital predistortion (DPD)
parameters (e.g., coellicients applied to a set of predeter-
mined basis functions) can result in a significant computa-
tional undertaking that can tax the resources of a computing,
system, slow down processes, and aflect the quality of
optimization. In some embodiments described herein, pro-
cesses to approximate DPD parameters 1n an eflicient way
that relies on etlicient management of a buill

er holding
samples used 1n DPD parameter determination processes are
disclosed. The builer management operations do not require
that input/output samples (needed for the DPD parameter
determination processes) be stored based on some known
schedule. Rather, the bufler (or a portion thereof) may be
populated with 1mput and output samples according to a
process that 1s independent of the processes used to perform
the actual computation of DPD parameters/coetlicients (e.g.,
replacing content of the buil

er(s) may be performed at time
instances determined independently of a process to select the
samples that are used to compute the DPD parameters/
coellicients). As such, the bufler may be updated according
to any type of scheduling process (e.g., when new samples
become available, according to a pseudo-random schedule,
etc.)

The DPD parameter determination processes of some of
the embodiments described herein also rely on a stochastic
gradient approach 1n which samples 1n the bufler (populated
according to whichever scheduling approach i1s used) are
selected according a pseudo-random process that selects
bufler locations (storing corresponding input and output
samples) mdependently of when the bufler’s content gets
replaced (1n accordance with the buller replacement sched-
uling process implemented). The realized buller manage-
ment and control approaches (a bufler content replacement
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2
process that 1s independent of the bufler location selection
process) used 1n conjunction with the stochastic gradient
approaches of some of the described embodiments result 1n
a computationally eflicient approach for computing DPD
coellicient approximations.

In a general aspect, an adaptation module of a lineariza-
tion system performs regular updates of DPD coeflicients
based on a stochastic subgradient approach that uses
approximation of gradient error function values, with such
approximations computed based on pseudo-randomly selec-
tion ol observed output samples of the linearization system
(and their corresponding input samples) stored 1n a buller,
and based on an independent replacement process to replace
at least some of samples stored in the builer.

In some vanations, a method for digital compensation 1s
provided that includes selecting at least one location of a
selection bufler, the selection bufl

er storing a plurality of
observed output samples obtained from one or more of
output batches produced by a signal chain, according to a
pseudo-random buller selection process, and accessing at
least one observed output sample, with the at least one
observed output sample being generated in response to
corresponding one or more mput samples provided to a
digital compensator applying to one or more mnput batches a
plurality of basis functions, weighed by compensator coet-
ficients, to produce intermediary samples, and with the one
or more intermediary samples provided to the signal chain.
The method further includes computing an approximation of
a sub-gradient value computed according to a stochastic
gradient process to derive a sub-gradient of an error function
representing a relationship between the accessed at least one
observed output sample stored in the pseudo randomly
selected at least one location of the selection bufler, and at
least one of, for example, the corresponding one or more or
more 1nput samples, and/or one or more intermediate
samples, produced by the digital compensator, correspond-
ing to the pseudo randomly selected at least one location of
the selection bufler storing the at least one observed output
sample. The method additionally includes computing
updated values for the compensator coeflicients based on
current values of the compensator coell

icients and the com-
puted approximation of the sub-gradient value computed
according to the sub-gradient of the error function, and
replacing, at a time instance determined independently of
the pseudo-random bufler selection process, content of at
least a portion of the selection builer with different one or
more observed output samples responsive to one or more
other mput samples.

Embodiments of the method include at least some of the
features described 1n the present disclosure, as well as one
or more of the following features.

Computing the updated values for the compensator coel-
ficients may include computing the updated values for the
compensator coellicients based on a sum of the current
values of the compensator coeflicients and a product of a
pre-determined multiple, representative of a step size, and
the approximation of the sub-gradient value computed
according to the sub-gradient of the error function.

Computing the updated values for the compensator coel-
ficients may include deriving the updated values for the
compensator coellicients according to the relationship

X1 —Xptaa[T, ] (e[t ]-a[t. )X —apX;, with ¥=0,

[

where z, are the current values of the compensator coetli-
cients, X, , are the updated compensator coetlicients, T,,
T,, . . . , T, are idependent random variables uniformly
dlstrlbuted on T={t}, a[t] represents a matrix of values
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resulting from application of the basis functions at time T to
the one or more 1input samples corresponding to the pseudo
randomly selected observed output sample, e[t] 1s mput/
output mismatch in the observed data between an output of
an observer receiver and the output of the digital compen-
sator, p>0 1s a regularnization constant, and o>0 1s a value
representative of the step size, such that a(p+la[t]I*)<A for
every t€1, where A 1s some pre-specified constant value.

The method may further include adjusting the value of a
representative of the step size based on a measure of
progress ol the stochastic gradient process, with the measure
of progress being determined by comparing an average
values of le[t.]l and le[T,]-a[T ]X.].

The method may further include repeating the pseudo-
random bufler selection process to select a subsequent at
least one buller location to access a diflerent at least one
observed output sample from the selection buil

er, and com-
puting updated values for the compensator coellicients
based, at least 1n part, on the diflerent at least one observed
output sample.

Replacing, at the time 1nstance determined independently
of the pseudo-random bufler selection process, the content
of the at least the portion of the selection bufler may 1include
replacing the content of the at least the portion of the
selection bufler based on one or more of, for example, 1)
receipt of a replacement signal indicating availability of the
different one or more replacement observed output samples
responsive to the one or more other input samples, 1)
scheduled arrival of the different one or more replacement
observed output samples responsive to the one or more other
input samples, and/or 111) unscheduled arrival at an arbitrary
time 1instance of the different one or more replacement
observed output samples responsive to the one or more other
input samples.

Replacing the at least the portion of the selection bufler
may include flushing the at least the portion of the selection
butler storing the plurality of observed output samples, and
filling the at least the portion of the flushed selection butler
with the different one or more replacement observed output
samples responsive to the one or more other mput samples.

Replacing the at least the portion of the selection bufler
may include replacing according to the pseudo-random
replacement process the entire selection bufler storing the
plurality of observed output samples, with a different set of
observed output samples, corresponding to a diflerent set of
input samples provided to the digital compensator.

The method may further include one or more of, for
example, communicating the output signal of the signal
chain to a remote device via one or more of, for example, a
wired communications interface and/or a wireless commu-
nication interface, and/or recerving the iput signal via one
or more of, for example, the wired communications interface
and/or the wireless communication interface.

In some variations, a linearization system 1s provided that
includes a signal chain comprising at least one analog
clectronic amplification element, with the signal chain pro-
ducing output signals including non-linear distortions, a
digital compensator to compensate for non-linear behavior
of the signal chain by applying a plurality of basis functions
weighed by compensator coetflicients to mnput signals to the
compensator resulting 1n intermediary samples provided as
input to the signal chain, an observation receiver to produce
observed output samples of the output signals produced by
the signal chain, a selection bufler to store a plurality of the
observed output samples, and an adaptation module. The
adaptation module 1s configured to select at least one loca-
tion of the selection bufler, according to a pseudo-random
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bufler selection process, and access at least one observed
output sample. The adaptation module 1s further configured
to compute an approximation of a sub-gradient value com-
puted according to a stochastic gradient process to derive a
sub-gradient of an error function representing a relationship
between the accessed at least one observed output sample
stored 1n the pseudo randomly selected at least one location
of the selection bufler, and at least one of, for example,
corresponding one or more or more mput samples, and/or
corresponding one or more intermediate samples produced
by the digital compensator in response to the one or more
input samples. The adaptation module 1s additionally con-
figured to compute updated values for the compensator
coellicients based on current values of the compensator
coellicients and the computed approximation of the sub-
gradient value computed according to the sub-gradient of the
error Tunction, and replace, at a time instance determined
independently of the pseudo-random budl

er selection pro-
cess, content of at least a portion of the selection budl

er with
different one or more observed output samples responsive to
one or more other mput samples.

In some variations, a non-transitory machine-readable
medium 1s provided that stores a design structure comprising
clements that, when processed 1n a computer-aided design
system, generate a machine-executable representation of a
linearization system that 1s used to fabricate hardware com-
prising a selecting circuit to select at least one location of a
selection bufler, the selection bufler storing a plurality of
observed output samples obtained from one or more of
output batches produced by a signal chain, according to a
pseudo-random builer selection process, and access at least
one observed output sample, with the at least one observed
output sample being generated 1n response to corresponding
one or more input samples provided to a digital compensator
applying to one or more mput batches a plurality of basis
functions, weighed by compensator coeflicients, to produce
intermediary samples, and with the one or more intermedi-
ary samples provided to the signal chain. The linearization
system further includes a computing circuit to compute an
approximation of a sub-gradient value computed according
to a stochastic gradient process to derive a sub-gradient of an
error function representing a relationship between the
accessed at least one observed output sample stored in the
pseudo randomly selected at least one location of the selec-
tion buller, and at least one of, for example, the correspond-
Ing one or more or more input samples, and/or one or more
intermediate samples, produced by the digital compensator,
corresponding to the pseudo randomly selected at least one
location of the selection bufler storing the at least one
observed output sample. The linearization system addition-
ally includes a second computing circuit to compute updated
values for the compensator coeflicients based on current
values of the compensator coeflicients and the computed
approximation of the sub-gradient value computed accord-
ing to the sub-gradient of the error function, and a replacing
circuit to replace, at a time instance determined i1ndepen-
dently of the pseudo-random builer selection process, con-
tent of at least a portion of the se.

ection builer with different
one or more observed output samples responsive to one or
more other mput samples.

In some variations, a non-transitory computer readable
media 1s provided, that 1s programmed with instructions,
executable on a processor, to select at least one location of
a selection bufler, the selection bufler storing a plurality of
observed output samples obtained from one or more of
output batches produced by a signal chain, according to a
pseudo-random builer selection process, and access at least
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one observed output sample, with the at least one observed
output sample being generated 1n response to corresponding
one or more mput samples provided to a digital compensator
applying to one or more mput batches a plurality of basis
functions, weighed by compensator coetlicients, to produce
intermediary samples, and with the one or more intermedi-
ary samples provided to the signal chain. The instructions
include one or more instructions to compute an approxima-
tion of a sub-gradient value computed according to a sto-
chastic gradient process to derive a sub-gradient of an error
function representing a relationship between the accessed at
least one observed output sample stored in the pseudo
randomly selected at least one location of the selection
bufler, and at least one of, for example, the corresponding
one or more or more input samples, and/or one or more
intermediate samples, produced by the digital compensator,
corresponding to the pseudo randomly selected at least one
location of the selection bufler storing the at least one
observed output sample, The instructions include additional
one or more structions to compute updated values for the
compensator coellicients based on current values of the
compensator coetlicients and the computed approximation
of the sub-gradient value computed according to the sub-
gradient of the error function, and replace, at a time 1nstance
determined independently of the pseudo-random buller
selection process, content of at least a portion of the selec-
tion buller with different one or more observed output
samples responsive to one or more other mput samples.

Embodiments of the linearization system, the design
structure, and/or the computer readable media may include
at least some of the features described in the present dis-
closure, including any of the above method features.

In some variations, another method for digital compen-
sation of a signal chain comprising at least one analog
clectronic amplification element, 1s provided that includes
storing, at a selection bufler, a plurality of observed output
samples of an output signal produced by the signal chain 1n
response to a recerved input signal, the output signal com-
prising a plurality of output batches of the output signal,
cach batch of the output signal corresponding to a different
one or more batches of the mput signal, with the output
signal produced by the signal chain including non-linear
distortions. The method also includes deniving, using a
stochastic gradient process, a plurality of sets of coellicients,
used by a digital compensator for respectively weighing a
plurality of basis functions applied by the digital compen-
sator to mput samples of the mput signal, with deriving the
plurality of sets of coeflicients using the stochastic gradient
process including selecting, according to a pseudo-random
butler selection process, at least one location of the selection
bufler to access at least one of the plurality of observed
output samples stored 1n the selection bufler, and computing
updated values for the plurality of sets of coeflicients based
on current mtermediate values for the plurality of sets of
coellicients and a sub-gradient value computed according to
a sub-gradient of an error function representing a relation-
ship between the at least one of the plurality of observed
output samples at the pseudo-randomly selected location of
the selection bufler, and at least one or more mput data
samples, or mtermediary samples produced by the digital
compensator, corresponding to the at least one of the plu-
rality of observed output samples stored at the pseudo
randomly selected location of the selection buffer. The
deriving additionally includes repeating the selecting to
select a subsequent at least one location of the selection
bufler, according to the bufler selection pseudo-random
process, to access a subsequent at least one observed output
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sample, and computing updated values for the plurality of
the sets of coeflicients based, at least 1n part, on the subse-
quent at least one observed output sample, and replacing, at
a time instance determined independently of the pseudo-
random bufler selection process, at least a portion of the
plurality of observed output samples stored in the selection
bufler with a diflerent set of observed output samples,
corresponding to a different set of input samples provided to
the digital compensator.

Embodiments of the additional method may include at
least some of the features described 1n the present disclosure,
including any of the above method, linearization system,
structure design, and computer readable medium features, as
well as one or more of the following features.

Replacing, at the time 1nstance determined independently
of the pseudo-random bufler selection process, the at least
the portion of observed output samples may include replac-
ing the at least the portion of observed output samples based
on one or more of, for example, 1) receipt of a replacement
signal indicating availability of the different set of observed
output samples corresponding to the diflerent set of mput
samples, 11) scheduled arrival of the different set of observed
output samples corresponding to the diflerent set of mput
samples, and/or 11) unscheduled at an arbitrary time instance
arrival of the different set of observed output samples
corresponding to the different set of mput samples.

Computing the updated values for the plurality of sets of
coellicients based on the current intermediate values for the
plurality of the sets of coellicients and the sub-gradient value
computed according to the sub-gradient of the error function
may include computing the updated values for the plurality
ol sets of coellicients based on the current intermediate
values for the plurality of sets of coeflicients and a pre-
determined multiple, representative of a step size, of the
sub-gradient value computed according to the sub-gradient
of the error function using the accessed at least one of the
plurality observed output sample and the at least one or more
input data samples corresponding to the at least one
observed output sample.

Computing the updated values for the plurality of sets of
coellicients may include deriving the updated values for the
plurality of sets of coellicients according to the relationship

Xer1 = Xpr0a 1] (e[vi]-a[v Jx,) —apEy, with X,=0,

where t,, T,, . . . , T, are mdependent random variables
uniformly distributed on T={t}, a[t] represents a matrix of
values resulting from application of the basis functions at
time T to the mput samples corresponding to the pseudo
randomly selected observed output sample, e[t] 1s mmput/
output mismatch 1n the observed data between an output of
an observer receiver and the output of the digital compen-
sator, p>0 1s a regularization constant, and >0 1s a value
representative of the step size, such that a(p+la[t]I*)<A for
every t€T, where A 1s some pre-specified constant value.

The method may further include adjusting the value of c.
representative of the step size based on a measure of
progress ol the stochastic gradient process, wherein the
measure of progress 1s determined by comparing an average
values of le[t,]l and le[T,]-a|T,]X.].

The method may further include receiving the imput signal
via one or more of, for example, a wired communications
interface and/or a wireless communication interface.

The method may further include communicating the out-
put signal of the signal chain to a remote device via one or
more of, for example, a wired communications interface,
and/or a wireless communication interface.
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In some variations, an additional linearization system 1s
provided that includes a signal chain comprising at least one
analog electronic amplification element, the signal chain
producing output signals including non-linear distortions, a
digital compensator to compensate for non-linear behavior
of the signal chain by applying a plurality of basis functions
weighed by compensator coetlicients to mput signals to the
compensator resulting 1n intermediary samples provided as
input to the signal chain, an observation receiver to produce
a plurality of observed output samples of an output signal
produced by the signal chain 1n response to a received input
signal, the output signal comprising a plurality of output
batches of the output signal, each batch of the output signal
corresponding to a diflerent one or more batches of the input
signal, with the output signal produced by the signal chain
includes non-linear distortions, a selection bufler to store the
plurality of the observed output samples, and an adaptation
module. The adaptation module 1s configured to derive,
using a stochastic gradient process, the compensator coet-
ficients, including to select, according to a pseudo-random
butler selection process, at least one location of the selection
bufler to access at least one of the plurality of observed
output samples stored in the selection bufler, compute
updated values for the compensator coetlicients based on
current intermediate values for the compensator coetlicients
and a sub-gradient value computed according to a sub-
gradient of an error function representing a relationship
between the at least one of the plurality of observed output
samples at the pseudo-randomly selected location of the
selection buller, and at least one or more input data samples,
or one or more intermediary samples produced by the digital
compensator, corresponding to the at least one of the plu-
rality of observed output samples stored at the pseudo
randomly selected location of the selection buffer. The
adaptation module configured to derive the compensator
coellicients 1s further configured to repeat the selecting to
select a subsequent at least one location of the selection
bufler, according to the bufler selection pseudo-random
process, to access a subsequent at least one of the plurality
of observed output samples, and compute updated values for
the plurality of the sets of coetlicients based, at least in part,
on the subsequent at least one of the plurality observed
output samples. The adaptation module configured to derive
the compensator coellicients 1s additionally configured to
replace, at a time instance determined independently of the
pseudo-random builer selection process, at least a portion of
the plurality of observed output samples stored in the
selection bufler with a different set of observed output
samples, corresponding to a different set of mput samples
provided to the digital compensator.

Embodiments of the additional linearization system may
include at least some of the features described 1n the present
disclosure, including any of the features of the above meth-
ods, the first linearization system, the design structures, and
the computer readable medium.

In some variations, a design structure 1s provided that 1s
encoded on a non-transitory machine-readable medium,
with the design structure including elements that, when
processed 1n a computer-aided design system, generate a
machine-executable representation to fabricate hardware of
one or more of the system modules and circuits described
above.

In some variations, an mtegrated circuit definition dataset
that, when processed 1n an integrated circuit manufacturing,
system, configures the integrated circuit manufacturing sys-
tem to manufacture one or more of the system modules
and/or circuits described above.
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In some variations, a non-transitory computer readable
media 1s provided that 1s programmed with a set of computer
instructions executable on a processor that, when executed,
cause the operations comprising the various method steps
described above.

Embodiments of the design structures, the integrated
circuit definition datasets, and the computer-readable media
may include at least some of the features described in the

present disclosure, including at least some of the features
described above 1n relation to the methods, the linearization
systems, the media, and/or the design structures.

Other features and advantages of the invention are appar-
ent from the following description, and from the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other aspects will now be described 1n detail
with reference to the following drawings.

FIG. 1 1s a block diagram of a linearization system that
uses buller control processes to implement adaptive digital
predistortion based on a stochastic gradient approach.

FIG. 2 1s a flowchart of an example procedure to facilitate
implementation of digital compensation.

FIG. 3 1s a flowchart of an example procedure 1llustrating,
bufler management to facilitate digital compensation 1imple-
mentation using a stochastic gradient approach.

Like reference symbols 1n the various drawings indicate
like elements.

DESCRIPTION

Disclosed are systems, devices, methods, media, design
structures, IC’s, and other implementations for a buller
management approach that facilitates a stochastic gradient
methodology to minimize a regularized mean square error to
compute DPD coeflicients applied to basis functions (also
referred to as “transformation functions™) used i1n digital
predistortion implementations. In some examples, a method
1s provided that includes selecting at least one location of a
selection bufler, storing a plurality of observed output
samples obtained from one or more of output batches
produced by a signal chain, according to a pseudo-random
bufler selection process, and accessing at least one observed
output sample. The at least one observed output sample 1s
generated 1n response to corresponding one or more nput
samples provided to a digital compensator applying to one
or more mput batches a plurality of basis functions, weighed
by compensator coeflicients, to produce intermediary
samples, with the one or more intermediary samples pro-
vided to the signal chain. The method further includes
computing an approximation of a sub-gradient value com-
puted according to a stochastic gradient process to derive a
sub-gradient of an error function representing a relationship
between the accessed at least one observed output sample
stored 1n the pseudo randomly selected at least one location
of the selection buliler, and at least one of, for example, the
corresponding one or more or more mput samples, or one or
more intermediate samples, produced by the digital com-
pensator, corresponding to the pseudo randomly selected at
least one location of the selection bufler storing the at least
one observed output sample. The method further includes
computing updated values for the compensator coethicients
based on current values of the compensator coetlicients and
the computed approximation of the sub-gradient value com-
puted according to the sub-gradient of the error function, and
replacing, at a time instance determined independently of
the pseudo-random bufler selection process, content of at
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least a portion of the selection bufler with different one or
more observed output samples responsive to one or more
other mput samples.

In some additional examples, a linearization system 1s
disclosed that includes a signal chain comprising at least one
analog electronic amplification element, with the signal
chain producing output signals including non-linear distor-
tions, a digital compensator to compensate for non-linear
behavior of the signal chain by applying a plurality of basis
functions weighed by compensator coeflicients to 1nput
signals to the compensator resulting in intermediary samples
provided as mput to the signal chain, an observation receiver
to produce observed output samples of the output signals
produced by the signal chain, a selection bufler to store a
plurality of the observed output samples, and an adaptation
module (also referred to as an adaptation unit or adaptor).
The adaptation module 1s configured to select at least one
location of the selection bufler, according to a pseudo-
random bufler selection process, and access at least one
observed output sample. The adaptation module 1s also
configured to compute an approximation ol a sub-gradient
value computed according to a stochastic gradient process to
derive a sub-gradient of an error function representing a
relationship between the accessed at least one observed
output sample stored in the pseudo randomly selected at
least one location of the selection bufler, and at least one of,
for example, corresponding one or more or more input
samples, and/or corresponding one or more intermediate
samples produced by the digital compensator 1n response to
the one or more mput samples. The adaptation module 1s
turther configured to compute updated values for the com-
pensator coetlicients based on current values of the com-
pensator coellicients and the computed approximation of the
sub-gradient value computed according to the sub-gradient
of the error function, and replace, at a time 1nstance deter-
mined independently of the pseudo-random builer selection
process, content of at least a portion of the selection bufler
with different one or more observed output samples respon-
sive to one or more other input samples.

In some embodiments, the implementations described
herein may be configured to fill in the data buflers, and a
DPD estimation (adaptation) unit can processes the data in
a random fashion while updating the DPD coeflicients. In
some such embodiments, the implementations are config-
ured to, at an arbitrary time, flush out old data and refill the
butlers with new data (sequentially, to preserve the order of
the new samples) to be processed by the estimation unit.
This 1s repeated during the operation of the system. The
estimation unit can either stay agnostic to the data refresh
process, or use a trigger or flag to indicate that existing data
has been processed and the estimation unit 1s ready to accept
new data.

Thus, with reference to FIG. 1, a block diagram of a
linearization system 100, implementing adaptive digital
predistortion compensation (applied, in particular, to digital
RF transmission) using a stochastic gradient approach, is
shown. A signal u, which 1s an input baseband signal that 1s
to be transmitted (with u comprising a sequence . . ., u[t-1],
uft], u[t+1], . . . of, for example, complex samples), 1s
provided to a digital predistorter 110, 1dentified as block C,
configured to compensate for non-linear behavior of a power
amplifier. An intermediary, predistorted output of C, namely
the signal v, 1s provided to a digital-to-analog subsystem 120
(identified as block F) representing, for example, a DAC/PA
combination (other components, which may contribute to
non-linear behavior of F, may also be included with the
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digital-to-analog subsystem 120). The subsystem 120 1s also
referred to as signal chain or transmit chain.

As Tfurther illustrated in FIG. 1, an analog-to-digital
sub-system 130 (1identified as a block S) represents real time
output measurement (for example, a demodulator/ADC
combination) of the output, w, of the block F (the subsystem

120). The analog-to-digital subsystem 130 (block S) 1s also
referred to as the observation path. The block S produces
observed digital samples denoted as the signal y. In some
embodiments, at least a batch of the observed samples 1s
stored 1n a bufler(s) 150 that 1s 1n electrical communication
with the subsystem 120. As will be discussed in greater
detail below, at least one observed output sample, corre-
sponding to at least one input sample provided as input to the
digital predistorter 110 (the block C) and/or at least one
intermediary predistorted sample (from the signal v) may
also be stored on the bufler 150, and be accessible by an
adaptation module 140 to derive (using for example, a
subgradient approach to minimize an Error function) DPD
coellicients that are used to weigh basis functions applied to
incoming iput samples.

As depicted 1in FIG. 1, samples of the intermediary signal
v and the observed samples y are provided to the adaptation
module 140 (1dentified as block A, and also referred to as
adaptation unit or adaptor) which implements an adaptation
process to derive a vector x of the coethicients of C, based on
the information provided by v, y, and, in some 1instances, u.
The observed samples vy, as well as the intermediary samples
v and/or the input samples u, may also be stored 1n the bufler
150. The storing of data (input or output samples) on the
bufler 150 1s a process that 1s independent of the process for
accessing stored content. Thus, the content of the builer (or
a portion thereol) may be replaced regardless of how much
the current content has been used (the content on the bufler
may not have been used at all, or may have been re-accessed
several times, at the time the bufler 1s flushed and replaced
with new content). New content may be stored on the bufler
when it becomes available at some remote device or by some
third party that does not coordinate content transier with the
system 1implementation of the system 100. New content may,
in some embodiments, be provided for storage on the buller
at time 1nstances determined independently of the process
(es) used to access the buller or otherwise compute DPD
coellicients. The process for accessing the stored content on
the buller may be implemented as a pseudo-random process
to select bufler locations, and access the locations so
selected. The bufler 150 may be integrated 1nto the circuitry
comprising either the adaptation module 140 or the obser-
vation path circuitry (block S), or may alternatively be a
separate module 1n electrical communication with the block
S and/or the adaptation module A (as well as with any of the
other circuits, modules, and/or unmits of the system 100).

The system 100 1llustrated 1n FIG. 1 may be at least part
of a digital front end of a device or system (such as a
network node, e.g., a WWAN base station or a WLAN
access point, or of a mobile device). As such, the system 100
may be electrically coupled to communication modules
implementing wired communications with remote devices
(e.g., via network interfaces for wired network connection
such as through ethernet), or wireless communications with
such remote devices. In some embodiments, the system 100
may be used locally within a device or system to perform
processing (predistortion processing or otherwise) on vari-
ous signals produced locally in order to generate a resultant
processed signal (whether or not that resultant signal 1s then
communicated to a remote device).




US 10,992,326 Bl

11

In some embodiments, at least some functionality of the
linearization system 100 (including the updating of DPD
coellicients based on the stochastic subgradient approach)
may be implemented using a controller (e.g., a processor-
based controller) included with one or more of the modules
of the system 100 (the compensator 110, the adaptation
module 140, or any of the other modules of the system 100).
The controller may be operatively coupled to the various
modules or units of the system 100, and be configured to
compute approximations of the gradient of the error function
(as will be discusses 1n greater detail below), update DPD
coellicients based on those approximations, and perform
digital predistortion using the continually updated DPD
coellicients. The controller may include one or more micro-
processors, microcontrollers, and/or digital signal proces-
sors that provide processing functionality, as well as other
computation and control functionality. The controller may
also i1nclude special purpose logic circuitry, e.g., an FPGA
(field programmable gate array), an ASIC (application-
specific integrated circuit), a DSP processor, a graphics
processing unit (GPU), an accelerated processing unit
(APU), an application processor, customized dedicated cir-
cuitry, etc., to implement, at least 1n part, the processes and
functionality for the system 100. The controller may also
include memory for storing data and soiftware instructions
for executing programmed functionality within the device.
Generally speaking, a computer accessible storage medium
may include any non-transitory storage media accessible by
a computer during use to provide instructions and/or data to
the computer. For example, a computer accessible storage
medium may include storage media such as magnetic or
optical disks and semiconductor (solid-state) memories,
DRAM, SRAM, etc.

As noted, the coetlicients derived by the block A are used
to weigh the basis functions (transformation functions) used
by block C to predistort the input u. Predistorting the signal
u, by the digital predistorter 110 requires, 1n some embodi-
ments, making the difference between y and u as small as
possible.

A common representation of the compensator C (the

subsystem 110 of FIG. 1) 1s given by C:

Vid =ulfl + ) xeBi(gulrl. ple)
k=1

where

(u|r+[—1]]
ulr+1[—72]

qul]

ulr+!l-1]

1s the stack of recent (around t) baseband input samples, and,
in some embodiments, p[t] 1s d-dimensional real vector of
environmental parameters at time t (e.g., VDD and tempera-
ture, 1n which case d=2), x, (k=1, . . ., n) are the elements
of a complex n-dimensional vector x&C” (the coethicients of
the compensator), and B,(q,p) are carefully selected “basis
functions” of T-dimensional complex vector g and d-dimen-
sional real vector p (a “careful” selection means that the
operation of computing a single sample v[t] of the corrected
signal takes significantly less than n scalar multiplications).
An example of a compensator, such as the compensator
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implemented 1n block C, operating according to an inverse
model of the nonlinear distortion of the transmit chain (e.g.,
realized 1n the block F) and using basis functions weighed by
regularly updated DPD coeflicients, includes a compensator
such that providing the input signal, u, causes the compen-
sator to generate the mntermediate mput signal, v as follows:

v =2u +Zx;ﬁ(u)
i=1

where (M) is the i’ basis function of n basis functions and
X, is the i’ parameter (e.g., the i’ weight) corresponding to
the i’ basis function. Each basis function, in this example,
1s a linear function (e.g., u(t-1)) or a non-linear function
(e.g., lu(t)I®) of the input, u, which may include memory
(e.g., u(t)*u(t-1)).

In some 1implementations, the adaptation process adjusts
the coellicients set of coeflicients, X, (where k represents a
time 1nstance or interval during which that set x, 1s being
used) of the predistorter by observing the measurement
samples y[t] and trying to minimize the regularized mean
square error according to:

E(x) = plx|? .
(x) = plx| +§Z

=T

elt] — > xiBy(g,lt], plt])| .

A
||M:
—

where

ylr+[—1]]
ylr+1-2]

gyl

ylr+i-1]

In the above expression, e[t]=v[t]-y[t] 1s the input/output
mismatch in the observed data, p>0 1s the regularization
tactor (used to prevent poor conditioning of the optimization
problem, which tends to result in unstable interaction
between the adaptation process and the compensator appli-
cation, as well as unreasonably large entries of the optimal
x*=argmin E(X)), T={t} is a set of time samples, N is the
number of elements in T. Equivalently, the function E=E(x)
to be mimimized can be expressed in the form:

1
E(x) = plx|* + EZ le[1] — al]x[7]]* = R + 2Re[L'x] + x’ Gx + plx|*,

=T

Wh@l’@ a[t]:[Bl(qy[t] :p[t]): B2(qy[t]:p[t]): AR Bn(qy[t]:p[t])]
are the complex 1-by-n matrices formed by the basis func-
tion samples, and

G = %Za[r]"a[r], L= %Za[r]’e[r]a R = %Z e211°

are the components of the Gramian matrix computed from
the data.

As time progresses, the data represented by the samples
(q.lt].plt].e[t]), t&1, gets retreshed with the outcomes of
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new measurements. This 1s usually done by either re-
computing the Gramian, or by averaging new and old
Gramians, or by replacing the old (g, [t].p[t].e[t]) samples
with the new ones. As noted, in some embodiments, the
process to replace or refresh a bufler holding sample data 1s
performed independently of any of the processes that access
the bufler (e.g., including the processes to compute DPD
coellicients). In some example implementations, the adap-
tation process used for a DPD implementation attempts to
find the vector x of compensator coeflicients as an approxi-
mation of the optimal x.=argmin E(x).

An approach to finding x.=argmin E(x) 1s by computing
it as the (unique) solution X. (pL +G) 'L of the linear
equation (pl +G)x=L, where I denotes the n-by-n 1dentity
matrix. This approach requires computation (and storage) of
the n-by-n Hermitian matrix G, which makes 1t impractical
even for very simple compensators (for example, a com-
pensator with n=100 complex coellicients will require com-
puting and storing n°=10000 real coefficients of G). In
addition, solving large systems of linear equations on FPGA
or ASIC 1s a challenge on 1ts own, and does not resolve the
challenge of large storage required for Gramians of all but
very simple DPD compensators. Additional details describ-
ing DPD adaptation processes (including use of Gramians to
derive DPD coellicients) 1s discussed in U.S. patent appli-
cation Ser. No. 16/004,594 entitled “Linearization System,”
Ser. No. 16/408,979 entitled “Digital Compensator for a
Non-Linear System,” Ser. No. 16/422,448 entitled “Digital
Predistortion 1n Varying Operating Conditions,” and Ser.
No. 16/656,686 entitled “Multi-Band Digital Compensator
for a Non-Linear System,” the contents of all of which are
incorporated herein by reference 1n their entireties.

The gradient of E=E(x) at a point xX&C” 1s given by:

VEX)=2{px+Gx—L)=2|px + %Z alt] (alr]x — e[t |,

and can be computed and stored as an n-by-1 complex
matrix, which reduces the storage requirements, compared
to those of the Gramian.

Once computed, the gradient can be used to adjust the
current guess X at the optimal x, according to X™=X-yVE(z),
making 1t slightly better (as long as the step size parameter
y 1s sufficiently small). With the updated guess X=X" the
optimal x, the gradient can be re-computed, and another
adjustment can be made. Repeating the process sufliciently
many times leads to an arbitrarily accurate approximation X
of x.. Thus, 1n approaches based on a gradient of the error
function E(x), a new/subsequent set of coellicients to weigh
the basis functions applied by the compensator (e.g., the
compensator realized by the block C) can be estimated/
approximated as a change of the current coetlicients by a
pre-determined multiple (1.e., a step-size v) of the value of
the gradient of E(x).

Re-computing the gradient requires a significant number
of operations each time. Since the number of steps of
gradient search, before 1t reaches a satistactory level of
optimality, tends to be significant, compensator adaptation
based on gradient search may be slow.

Accordingly, to reduce the amount of computation
required to derive a current value of the gradient of E(x)
(based on which updated coeflicients are to be computed), in
some embodiments, a sub-gradient approach to minimize
E(x) may be used to approximate the DPD coetlicients Xx.
Particularly, a stochastic gradient approach to minimize the
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function E=E(x) 1s implemented based on the fact that the
gradient VE(X) 1s the expected value of the vector random
variable,

g=2[px+a[r]'(a[v]x—e[T])],

where T 1s the random variable uniformly distributed on the
finite set T={t}, and that random samples of & which are
much cheaper, from a computational effort, to compute than
the true gradient VE(X)) can replace VE(X) 1n the gradient
search iterations without a significant loss of convergence
rate. In the above expression, a[t] represents a matrix of
values resulting from application of the basis functions, as
weighed by the DPD coeflicients x, to the mput sample(s) at
a randomly selected instant corresponding to the random
variable T, and e¢[t] 1s the mput/output mismatch in the
observed data between an output of an observer receiver and
the output of the digital compensator (e.g., the output y of
the block S, and the output v of the block C depicted in FIG.
1).

Thus, a modified version of the stochastic gradient
approach, mvolves constructing a sequence of random val-
ues X,, X, . . . (taking values 1n C”), and updating the current
coeflicients at an instance k (namely, X,) as follows:

Ko 1 =Xt ([T (e[Ti]-a[T %) —opx;, X,=0,

where t,, T,, . . . , T, are mdependent random variables
uniformly distributed on T={t}, p>0 is the regularization
constant from the definition of E=E(x), and a>0 1s a
pre-determined multiple (which may be a constant value that
can be adjusted at regular or irregular periods) such that
a(p+la[t]I*)<2 for every t€T. The pre-determined value a
represents the step size that 1s applied to a value based on the
expected value of the vector random variable used to
approximate the gradient VE(x). It 1s to be noted that, 1n
some embodiments, the random sequence t,, T,, . . . , T,
needs to navigate through all available samples in the set T.

The expected value x,=E[X,] can be shown to converge to
Xx.—argmin E(X) as k—=o. An averaging operation may be
used according to the expression:

Vier 1 =Vite(¥—7,), with e€(0,1].

The difference between ¥, and x. 1s small for large k, as
long as €>0 1s small enough. This approach to minimize E(x)
1s referred to as a “projection” method, since the map,

x—x+la[t]|~2a[t]'(e[t]-a[t]x[])

projects x onto the hyperplane a[t]x=e[t].

In practical implementations of the processes to compute
approximation of the gradient of E(x), and to thus update the
current coetlicients, t, are generated as a pseudo-random
sequence of samples, and the calculations of ¥, can be
climinated (which {formally corresponds to e=1, 1.e.,
v.=X...). As a rule, this requires using a value of a with
smaller minimal upper bound for a(p+la[t]l*) (for example,
a(p+la[t]I*)<1, or a(p+la[t]1*)<0.5).

In some embodiments, the values of a 1s sometime
adjusted, depending on the progress made by the stochastic
gradient optimization process, where the progress 1s mea-
sured by comparing the average values of le[t,]l and le[T,]-
a[t.]X.|. In some embodiments, a regular update of the set of
the optimization problem parameters a[t], e[t] may be per-
formed to replace the data samples a[t], ¢[t] observed in the
past with new observations.

Thus, 1n the implementations described herein, a batch of
observed outputs (1.e., outputs of the observation receiver
130 implemented 1n the block S) are stored 1n a bufler (such

as the bufler 150 of the system 100 of FIG. 1). Likewise,
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input samples (e.g., of the signal u, and possibly the output
v of the compensator block C) that correspond to the stored
batch of observed output samples, may also be stored 1n the
bufler (or, alternatively, 1n some other storage device). As
noted, storage of samples on the buller 1s generally based on
a bufler content replacement process that 1s independent of
any other process used 1n the course of determining digital
predistortion coeflicients. For example, the bufler content
replacement process 1s independent of the process for
accessing the buller and utilizing the content so accessed to
compute approximations of sub-gradient values. To derive
an updated set of DPD coellicients based on the stochastic
gradient approaches described herein, at least one location of
the bufler storing an observed output sample(s) 1s pseudo-
randomly selected, from a plurality of observed output
samples stored 1n a selection builer (such as the butler 150),
and updated values for the set of DPD coellicients are
computed based on the current intermediate values for the
current set of DPD coeflicients and a sub-gradient value
computed according to a sub-gradient of an error function
representing a relationship between the pseudo randomly
selected observed output sample(s), and at least one or more
input data samples corresponding to the pseudo randomly
selected observed output sample. This process 1s repeated, at
periodic or aperiodic time intervals (e.g., realized through a
pseudo-random selection process) to select a subsequent
(generally different) observed output sample(s) from the
selection bufler, and computing updated values for the set of
DPD coefllicients based, at least in part, on the different
observed output sample (and its corresponding 1nput
samples and/or intermediary samples produced by the digital
compensator). Additionally, as noted, at least some of the
plurality of observed output samples stored in the selection
bufler are replaced with a different set of observed output
samples at a time 1nstance that 1s determined independently
of the pseudo-random selection process used to select buller
locations whose content 1s retrieved to facilitate the stochas-
tic gradient computation performed to derive DPD coetli-
cients. Thus, the bufler 150 1s managed/controlled through at
least these two independent processes to achieve an eflicient
bufler management implementation (where the need for
coordination between different processes making use of the
bufler 1s reduced or altogether eliminated). The indepen-
dence of these two processes also results 1n better stochastic
sub-gradient approximation because of the enhanced ran-
domness realized from using these two independent pro-
cesses. In some embodiments, the buller management pro-
cess 1implementation may be based on {illing the builer(s)
(which does not necessarily need to be engineered as a
random process, but may instead be performed upon the
scheduled or unscheduled completion of the processing of
the current buller content), processing the new data in the
bufler 1n a random fashion, updating the coeflicients, tlush-
ing out the old data (once 1t has been processed), and
refilling the builers with new data (the refilling may be
performed sequential so as to preserve the order of the newly
arrived data in the vacated storage in the bufler). This
process may then be repeated for the next batch of sequen-
tially available data.

As discussed herein, because the DPD coeflicients are
dynamically updated (retlecting the fact that the behavior of
the system 100 changes over time), the expected values for
the vector random value &€ represents a good approximation
or estimate for the gradient VE(x), thus allowing for cheaper
computation (from a computational effort perspective) of the
values used to update the DPD coetlicient x used by the
compensator of the system 100.
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As noted, 1n some embodiments, the value of the step size
(that multiplies the approximation determined for the gra-
dient VE(x)) may be adjusted based on a measure of
progress of the stochastic gradient process, with the measure
of progress being determined by, for example, comparing an
average values of le[t,]l and le[t,]-a[T.]X,|. In some
examples the process starts ofl with a relatively larger step
size and then gradually reduces the step size.

With reference now to FIG. 2, a flowchart of an example
procedure 200 to facilitate implementation of digital com-
pensation (to digitally compensate, using block C, a signal
provided to a signal chain exhibiting non-linear behavior,
with the signal chain comprising at least one analog elec-
tronic amplification element) 1s shown. The procedure 200
may be performed at a network node (such as a WLAN
access point or a WWAN base station) or at a mobile device
in communication with a network node. The procedure 200
includes selecting 210 at least one location of a selection
bufler (such as the location bufler 150 depicted 1n FIG. 1),
with the selection bufler storing a plurality of observed
output samples obtained from one or more of output batches
produced by a signal chain, according to a pseudo-random
bufler selection process, and accessing (also at 210) at least
one observed output sample. The at least one observed
output sample 1s generated 1n response to corresponding one
or more input samples provided to a digital compensator
applying to one or more input batches (from an mput signal
u) a plurality of basis functions, weighed by compensator
coellicients, to produce intermediary samples (e.g., corre-
sponding to the signal v illustrated 1n FIG. 1), with the one
or more intermediary samples provided to the signal chain.
The input signal processed by the compensator C may be
received via one or more of, for example, a wired commu-
nications mnterface (e.g., a wired network transceiver imple-
mented, for example, according to the Data Over Cable
Service Interface Specification (DOCSIS) communications
standard, or according to any other wired communication
standard or protocol), or a wireless communication interface
(e.g., wireless transceiver). For example, 1 the mput signal
1s not produced locally at a baseband unait, the signal may be
communicated to the system 100 (which may be part of a
network node, such as a WWAN base station) through a
wired or wireless communication interface.

With continued reference to FIG. 1, the procedure 200
also 1ncludes computing 220 an approximation of a sub-
gradient value computed according to a stochastic gradient
process to derive a sub-gradient of an error function repre-
senting a relationship between the accessed at least one
observed output sample stored in the pseudo randomly
selected at least one location of the selection bufler, and at
least one of, for example, the corresponding one or more or
more 1nput samples, and/or one or more intermediate
samples, produced by the digital compensator, correspond-
ing to the pseudo randomly selected at least one location of
the selection buller storing the at least one observed output
sample. That 1s, the derivation of the approximation of the
sub-gradient value may be based on the output samples (that
are selected pseudo-randomly by applying a pseudo-random
process to select at least one location of the selection butler),
and corresponding samples of the mput signal u or the
intermediate signal v.

Having computed the sub-gradient value approximation,
the procedure 200 next includes computing 230 updated
values for the current compensator coeflicients based on
current values of the compensator coeflicients and the com-
puted approximation of the sub-gradient value computed
according to the sub-gradient of the error function.
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In some embodiments, computing the updated values for
the compensator coeflicients may include computing the
updated values for the current values of the compensator
coellicients based on a sum of the current values of the
compensator coellicients and a product of a pre-determined
multiple, representative of a step size, and the approximation
of the sub-gradient value computed according to the sub-
gradient of the error function. In some such examples,
computing the updated values for the compensator coetl-
cients may include deriving the updated values for the
compensator coellicients according to the relationship:

X1 =X raalt,] (e[t ]-a[t )% —apX,, with X,=0,

where X, are the current values of the compensator coetli-
cients, X, , are the updated compensator coeflicients, T,,
T,, . . . , T are independent random variables uniformly
distributed on T={t}, a[t] represents a matrix of values
resulting from application of the basis functions at time T to
the one or more input samples corresponding to the pseudo
randomly selected observed output sample, e[t] 1s mput/
output mismatch 1n the observed data between an output of
an observer receiver and the output of the digital compen-
sator, p>0 1s a regularization constant, and >0 1s a value
representative of the step size, such that c(p+la[t]I*)<A for
every t€1, where A 1s some pre-specified constant value.

In some embodiments, the procedure 200 may further
include adjusting the value of o representative of the step
size based on a measure of progress of the stochastic
gradient process, with the measure of progress being deter-
mined by comparing an average values of le[t, ]l and le[T,]-
alt, ]x.l.

Turning back to FIG. 2, the procedure 200 additionally
includes replacing 240, at a time nstance determined 1nde-
pendently of the pseudo-random bufler selection process,
content of at least a portion of the selection bufiler with
different one or more observed output samples responsive to
one or more other input samples. Since the replacement
process and builer selection process are independent of each
other, the content of the selection bufler (or a portion
thereol) may be replaced without any regard to whether, or
how many times, the current content of the bufler has been
accessed (e.g., through pseudo-random selections of builer
locations). Thus, the content of the builer may be flushed
without the current bufler having been accessed even once
in the course of computing sub-gradient value approxima-
tions. Conversely, the same buller content may persist for a
relatively long period of time, with some locations of the
bufler (containing respective mput and output samples)
possibly being accessed more than once in the course of
computing sub-gradient value approximations. In some
embodiments, each current samples stored 1n the bufler may
need to be accessed at least once before at least a part of the
bufler may be replaced with new data.

The delivery of new content of observed output sample
for storage 1n the selection builer may be done according to
some local or remote scheduling, according to discrete
individual decisions, deterministic or non-deterministic
decision-making processes, or based on any criterion that 1s
generally unrelated to, and 1s independent of, the bufler
location selection process used for selecting the output and
input samples 1n the bufler. Thus, 1n some embodiments,
replacing, at the time instance determined independently of
the pseudo-random builer selection process, the content of
the at least the portion of the selection bufler may include
replacing the content of the at least the portion of the
selection bufler based on one or more of, for example: 1)
receipt of a replacement signal (e.g., a local signal generated
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locally at the device performing the digital compensation
processing, or a remote signal received from a remote device
providing new data) indicating availability of the different
one or more replacement observed output samples respon-
sive to the one or more other mput samples, 11) scheduled
arrival of the diflerent one or more replacement observed
output samples responsive to the one or more other mput
samples (e.g., the arrival of new data may signal to a local
controller that the content of the buffer needs to be, at least
partly, replaced), and/or 111) unscheduled arrival at an arbi-
trary time 1nstance of the different one or more replacement
observed output samples responsive to the one or more other
iput samples. In some examples, the provisioning ol new
samples may be provided due to changing conditions (envi-
ronmental conditions, operating points, etc.) As noted, in
some 1mplementations, the content replacement procedure
may require that every current sample 1n the bufler needs to
be accessed at least once before the bufler (or a part thereot)
can be replaced. In some embodiments, replacing the con-
tent of the at least the portion of the selection bufler may
include replacing the at least the portion of the selection
bufler according to a pseudo-random replacement process,
independent of the pseudo-random bufler selection process,
to populate the at least the portion of the selection bufler
with the different one or more replacement observed output
samples and corresponding one or more other input samples.

In some examples, replacing the at least the portion of the
selection builer may include flushing the at least the portion
of the selection bufler storing the plurality of observed
output samples, and filling the at least the portion of the
flushed selection bufler with the different one or more
replacement observed output samples responsive to the one
or more other input samples. In some variations, replacing
the at least the portion of the selection bufler may include
replacing according to the pseudo-random replacement pro-
cess the entire selection bufller storing the plurality of
observed output samples, with a different set of observed
output samples, corresponding to a different set of mput
samples provided to the digital compensator.

As noted, the process of selection bufler locations whose
content 1s then used for computing sub-gradient value
approximations 1s repeated to pseudo-randomly select sub-
sequent bufler location. The repeating may be performed at
regular (e.g., periodic) or irregular (e.g., aperiodic) intervals,
and the length of interval between the repeating of the butler
location process may itsellf be based on some pseudo-
random factor or process that 1s independent of any other
process used in the implementations of the procedures
illustrated 1n FIG. 2. Accordingly, in some embodiments, the
procedure 200 may further include repeating the pseudo-
random buller selection process to select a subsequent
(generally different) at least one bufler location to access a
different at least one observed output sample from the
selection bufler, and computing updated values for the
compensator coeflicients based, at least i part, on the
different at least one observed output sample.

In some embodiments, the procedure 200 of FIG. 2 may
also include one or more of communicating the output signal
of the signal chain to a remote device via one or more of: a
wired communications interface, or a wireless communica-
tion interface, and/or receiving the mmput signal via one or
more of: the wired communications interface, or the wireless
communication interface.

FIG. 3 1s a flowchart of an example procedure 300
illustrating buller management to facilitate digital compen-
sation performed on an input signal provided to a system
with a signal chain causing non-linear distortions responsive
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to the 1nput signal. At least part of the procedure 300 may be
implemented similarly to the procedure 200 of FIG. 2. The
procedure 300 includes storing 310, at a selection bufler
(e.g., such as the bufler(s) 150 of FIG. 1), a plurality of
observed output samples of an output signal produced by the
signal chain 1n response to a recerved input signal (e.g., the
digitized observed output, y, produced from the analog
output w of the transmit chain 120 realized 1n block F). The
output signal includes a plurality of output batches of the
output signal, with each batch of the output signal corre-
sponding to a different one or more batches of the input
signal. As noted, the output signal produced by the signal
chain typically includes non-linear distortions.

The procedure 300 further includes deriving 320, using a
stochastic gradient process, a plurality of sets of coeflicients
used by a digital compensator for respectively weighing a
plurality of basis functions applied by the digital compen-
sator to 1nput samples of the imput signal. Deriving the
plurality of sets of coeflicients using the stochastic gradient
process 1ncludes selecting 322, according to a pseudo-
random buller selection process, at least one location of the
selection bufler to access at least one of the plurality of
observed output samples stored 1n the selection builler.

The derivation of the plurality of sets of coeflicients also
includes computing 324 updated values for the plurality of
sets of coellicients based on current intermediate values for
the plurality of sets of coetlicients and a sub-gradient value
computed according to a sub-gradient of an error function
representing a relationship between the at least one of the
plurality of observed output samples at the pseudo-randomly
selected location of the selection bufler, and at least one or
more input data samples, and/or intermediary values pro-
duced by the digital compensator, corresponding to the at
least one of the plurality of observed output samples stored
at the pseudo randomly selected location of the selection
butler. In some embodiments, computing the updated values
for the plurality of sets of coetlicients may include comput-
ing the updated values for the plurality of sets of coetlicients
based on the current intermediate values for the plurality of
sets of coetlicients and a pre-determined multiple, represen-
tative of a step size, of the sub-gradient value computed
according to the sub-gradient of the error function using the
accessed at least one observed output sample and the at least
one or more mput data samples corresponding to the at least
one observed output sample. For example, 1n some such
embodiments, computing the updated values for the plural-
ity of sets of coeflicients may include deriving the updated
values for the plurality of sets of coeflicients according to the
relationship:

Kol =X raalt,] (e[t ]-a[t )5 —apX,,with X,=0,

where t,, T,, . . ., T, are mdependent random variables
uniformly distributed on T={t}, a[t] represents a matrix of
values resulting from application of the basis functions at
time T to the iput samples corresponding to the pseudo
randomly selected observed output sample, e[t] 1s nput/
output mismatch in the observed data between an output of
an observer receiver and the output of the digital compen-
sator, p>0 1s a regularization constant, and >0 1s a value
representative of the step size, such that c.(p+la[t]I*)<A for
every t€1, where A 1s some pre-specified constant value.
In some embodiments, the procedure 300 may further
include adjusting the value of o representative of the step
size based on a measure of progress of the stochastic
gradient process, with the measure of progress being deter-
mined by comparing an average values of le[t.]l and le[t,]-

[T, X,
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With continued reference to FIG. 3, the procedure 300
further includes repeating 326 the selecting to select a
subsequent at least one location of the selection bufler,
according to the bufler selection pseudo-random process, to
access a subsequent (generally different) at least one
observed output sample, and computing updated values for
the plurality of the sets of coetlicients based, at least 1n part,
on the subsequent at least one observed output sample.

The procedure 300 also includes replacing 328, at a time
instance determined independently of the pseudo-random
bufler selection process, at least a portion of the plurality of
observed output samples stored in the selection builer with
a different set of observed output samples, corresponding to
a different set of mput samples provided to the digital
compensator.

In some embodiments, replacing, at the time instance
determined independently of the pseudo-random builler
selection process, the at least the portion of observed output
samples may include replacing the at least the portion of
observed output samples based on one or more of, for
example: 1) receipt of a replacement signal indicating avail-
ability of the different set of observed output samples
corresponding to the different set of mput samples, 11)
scheduled arrival of the different set of observed output
samples corresponding to the different set of input samples,
and/or 111) unscheduled at an arbitrary time instance arrival
of the diflerent set of observed output samples correspond-
ing to the different set of input samples. In some examples,
replacing the at least the portion of the plurality of observed
output samples may include replacing the selection buller
according to a pseudo-random replacement process, inde-
pendent of the pseudo-random builer selection process, to
populate at least a portion of the selection bufler with the
different set of observed output samples and corresponding
replacement 1nput samples.

As noted, 1n some embodiments, the input signal (marked
u in FIG. 1) may have been communicated to the system 100
of FIG. 1 from a remote location. Thus, in such embodi-
ments, the mput signal may have been recerved via one or
more of, for example, a wired communications interface
(e.g., a wired network transceiver), or a wireless communi-
cation interface (e.g., wireless transceiver). For example, 1f

the input signal 1s not produced locally at a baseband unit,
the signal may be communicated to the system 100 (which
may be part of a network node, such as a WWAN base
station) through a wired or wireless communication inter-
face. In some embodiments, the output signal w of the signal
chain (block F) may be communicated to a remote device (a
mobile device or a network node) via one or more of, for
example a wired communications interface, or a wireless
communication interface. The wired or wireless communi-
cation interfaces may be the same as, or different from, the
interface(s) used to receive the input signal (e.g., 1n circum-
stances where the signal 1s not a locally produced baseband
signal, or when the baseband signal 1s local but i1s never-
theless passed to the system 100 via a communication
interface).

The above implementations, as illustrated 1n FIGS. 1-3,
are applicable to a wide range of technologies that include
RF technologies (including WWAN technologies, such as
cellular technologies, and WLAN technologies), satellite
communication technologies, cable modem technologies,
wired network technologies, optical communication tech-
nologies, and all other RF and non-RF communication
technologies. The implementations described herein encom-
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pass all techniques and embodiments that pertain to use of
multiband digital predistortion in various different commu-
nication systems.

In some 1mplementations, a computer accessible non-
transitory storage medium includes a database (also referred
to a “design structure” or “integrated circuit definition
dataset”) representative of a system including, 1n part, some
or all of the components of a digital predistortion, DPD
adaptation implementations, and/or bufler control processes
described herein. Generally speaking, a computer accessible
storage medium may include any non-transitory storage
media accessible by a computer during use to provide
instructions and/or data to the computer. For example, a
computer accessible storage medium may include storage
media such as magnetic or optical disks and semiconductor
memories. Generally, the database representative of the
system may be a database or other data structure which can
be read by a program and used, directly or indirectly, to
tabricate the hardware comprising the system. For example,
the database may be a behavioral-level description or reg-
ister-transier level (RTL) description of the hardware func-
tionality 1 a high-level design language (HDL) such as
Verilog or VHDL. The description may be read by a syn-
thesis tool which may synthesize the description to produce
a netlist comprising a list of gates from a synthesis library.
The netlist comprises a set of gates which also represents the
functionality of the hardware comprising the system. The
netlist may then be placed and routed to produce a data set
describing geometric shapes to be applied to masks. The
masks may then be used in various semiconductor fabrica-
tion steps to produce a semiconductor circuit or circuits
corresponding to the system. In other examples, the database
may 1itself be the netlist (with or without the synthesis
library) or the data set.

Unless defined otherwise, all technical and scientific
terms used herein have the same meaning as commonly or
conventionally understood. As used herein, the articles “a”
and “‘an” refer to one or to more than one (1.e., to at least one)
of the grammatical object of the article. By way of example,
“an element” means one element or more than one element.
“About” and/or “approximately” as used herein when refer-
ring to a measurable value such as an amount, a temporal
duration, and the like, encompasses variations of £20% or
+10%, 5%, or +0.1% from the specified value, as such
variations are appropriate 1n the context of the systems,
devices, circuits, methods, and other implementations
described herein. “Substantially” as used herein when refer-
ring to a measurable value such as an amount, a temporal
duration, a physical attribute (such as frequency), and the
like, also encompasses variations of £20% or £10%, £5%, or
+0.1% 1from the specified value, as such vanations are
appropriate in the context of the systems, devices, circuits,
methods, and other implementations described herein.

As used herein, including 1n the claims, “or” as used 1n a
list of 1items prefaced by “at least one of” or “one or more of”
indicates a disjunctive list such that, for example, a list of “at
least one of A, B, or C” means A or B or C or AB or AC or
BC or ABC (1.e., A and B and C), or combinations with more
than one feature (e.g., AA, AAB, ABBC, etc.). Also, as used
herein, unless otherwise stated, a statement that a function or
operation 1s “based on” an 1tem or condition means that the
function or operation 1s based on the stated 1tem or condition
and may be based on one or more items and/or conditions 1n
addition to the stated item or condition.

Although particular embodiments have been disclosed
herein 1n detail, this has been done by way of example for
purposes of illustration only, and 1s not intended to be limit
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the scope of the invention, which 1s defined by the scope of
the appended claims. Features of the disclosed embodiments
can be combined, rearranged, etc., within the scope of the
invention to produce more embodiments. Some other
aspects, advantages, and modifications are considered to be
within the scope of the claims provided below. The claims
presented are representative of at least some of the embodi-
ments and features disclosed herein. Other unclaimed
embodiments and features are also contemplated.

What 1s claimed 1s:

1. A method for digital compensation comprising:

selecting at least one location of a selection bufler, the
selection bufler storing a plurality of observed output
samples obtained from one or more of output batches
produced by a signal chain, according to a pseudo-
random bufler selection process, and accessing at least
one observed output sample, wherein the at least one
observed output sample 1s generated in response to
corresponding one or more input samples provided to a
digital compensator applying to one or more 1nput
batches a plurality of basis functions, weighed by
compensator coelilicients, to produce intermediary
samples, with the one or more mtermediary samples
provided to the signal chain;

computing an approximation of a sub-gradient value
computed according to a stochastic gradient process to
derive a sub-gradient of an error function representing
a relationship between the accessed at least one
observed output sample stored in the pseudo randomly
selected at least one location of the selection buffer, and
at least one of: the corresponding one or more or more
input samples, or one or more mtermediate samples,
produced by the digital compensator, corresponding to
the pseudo randomly selected at least one location of
the selection bufller storing the at least one observed
output sample;

computing updated values for the compensator coefli-
cients based on current values of the compensator
coellicients and the computed approximation of the
sub-gradient value computed according to the sub-
gradient of the error function; and

replacing, at a time 1nstance determined independently of
the pseudo-random bufler selection process, content of
at least a portion of the selection bufler with different
one or more observed output samples responsive to one
or more other iput samples.

2. The method of claim 1, wherein computing the updated

values for the compensator coeflicients comprises:

computing the updated values for the compensator coet-
ficients based on a sum of the current values of the
compensator coeflicients and a product of a pre-deter-
mined multiple, representative of a step size, and the
approximation of the sub-gradient value computed
according to the sub-gradient of the error function.

3. The method of claim 2, wherein computing the updated

values for the compensator coeflicients comprises:

deriving the updated values for the compensator coefli-

cients according to the relationship:

"y

Xer1 =Xt aa [ (e[Tr]-a[ v X)) —apdy, with =0,

where X, are the current values of the compensator coet-
ficients, X,_, are the updated compensator coetlicients,
T, To, . . . , T, are independent random variables
uniformly distributed on T={t}, a|t] represents a matrix
of values resulting from application of the basis func-
tions at time T to the one or more input samples
corresponding to the pseudo randomly selected
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observed output sample, e[t] 1s mput/output mismatch
in the observed data between an output of an observer
receiver and the output of the digital compensator, p=>0
1s a regularization constant, and a>0 1s a value repre-
sentative of the step size, such that a(p+la[t]I?)<A for
cevery t&T, where A 1s some pre-specified constant
value.

4. The method of claim 3, further comprising;:

adjusting the value of a representative of the step size
based on a measure of progress of the stochastic
gradient process, wherein the measure ol progress 1s
determined by comparing an average values of le[t,]
and le[T,]-a[t, ]X.].

5. The method of claim 1, further comprising:

repeating the pseudo-random bufler selection process to
select a subsequent at least one bufler location to access
a different at least one observed output sample from the
selection bufler, and computing updated values for the
compensator coetlicients based, at least in part, on the
different at least one observed output sample.

6. The method of claim 1, wherein replacing, at the time
instance determined independently of the pseudo-random
bufler selection process, the content of the at least the
portion of the selection buller comprises:

replacing the content of the at least the portion of the
selection builer based on one or more of: 1) receipt of
a replacement signal indicating availability of the dif-
ferent one or more replacement observed output
samples responsive to the one or more other input
samples, 11) scheduled arrival of the different one or
more replacement observed output samples responsive
to the one or more other 1nput samples, or 111) unsched-
uled arrival at an arbitrary time nstance of the different
one or more replacement observed output samples
responsive to the one or more other mput samples.

7. The method of claim 1, wherein replacing the at least

the portion of the selection buller comprises:

flushing the at least the portion of the selection bufler
storing the plurality of observed output samples; and

filling the at least the portion of the flushed selection
bufler with the different one or more replacement
observed output samples responsive to the one or more
other input samples.

8. The method of claim 1, wherein replacing the at least

the portion of the selection buller comprises:

replacing according to the pseudo-random replacement
process the entire selection buller storing the plurality
of observed output samples, with a diflerent set of
observed output samples, corresponding to a different
set of mput samples provided to the digital compensa-
tor.

9. The method of claim 1, further comprising one or more

of:

communicating the output signal of the signal chain to a
remote device via one or more of: a wired communi-
cations interface, or a wireless communication inter-
face, or

receiving the input signal via one or more of: the wired
communications interface, or the wireless communica-
tion interface.

10. A linearization system comprising:

a signal chain comprising at least one analog electronic
amplification element, the signal chain producing out-
put signals imncluding non-linear distortions;

a digital compensator to compensate for non-linear behav-
1or of the signal chain by applying a plurality of basis
functions weighed by compensator coetlicients to mput
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signals to the compensator resulting in termediary
samples provided as input to the signal chain;

an observation receiver to produce observed output

samples of the output signals produced by the signal
chain;

a selection bufler to store a plurality of the observed

output samples; and

an adaptation module configured to:

select at least one location of the selection buffer,
according to a pseudo-random buller selection pro-
cess, and access at least one observed output sample;

compute an approximation of a sub-gradient value
computed according to a stochastic gradient process
to derive a sub-gradient of an error function repre-
senting a relationship between the accessed at least
one observed output sample stored in the pseudo
randomly selected at least one location of the selec-
tion bufler, and at least one of: corresponding one or
more or more iput samples, or corresponding one or
more mtermediate samples produced by the digital
compensator in response to the one or more input
samples;

compute updated values for the compensator coetl-
cients based on current values of the compensator
coellicients and the computed approximation of the
sub-gradient value computed according to the sub-
gradient of the error function; and

replace, at a time 1nstance determined independently of
the pseudo-random bufler selection process, content
of at least a portion of the selection bufler with
different one or more observed output samples
responsive to one or more other mput samples.

11. The system of claim 10, wherein the adaptation
module configured to compute the updated values for the
compensator coellicients 1s configured to:

compute the updated values for the compensator coelfli-

cients based on a sum of the current values of the
compensator coetlicients and a product of a pre-deter-
mined multiple, representative of a step size, and the
approximation of the sub-gradient value computed
according to the sub-gradient of the error function.

12. The system of claim 11, wherein the adaptation
module configured to compute the updated values for the
compensator coetlicients 1s configured to:

derive the updated values for the compensator coeflicients

according to the relationship:

[

e

Xer 1 =Xt aa[ ] (e[Tz]-a v %) —apdy, with =0,

where X, are the current values of the compensator coet-
ficients, X,_, are the updated compensator coetlicients,
T, T», . . . , T, are independent random variables
uniformly dlstrlbuted on T={t}, a[t] represents a matrix
of values resulting from application of the basis func-
tions at time T to the one or more mput samples
corresponding to the pseudo randomly selected
observed output sample, e[t] 15 mput/output mismatch
in the observed data between an output of an observer
receiver and the output of the digital compensator, p>0
1s a regularization constant, and a>0 1s a value repre-
sentative of the step size, such that a(p+la[t]l*)<A for
every t&T, where A 1s some pre-specified constant
value.
13. The system of claim 12, wherein the adaptation
module 1s further configured to:
adjust the value of o representative of the step size based

on a measure ol progress of the stochastic gradient
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process, wherein the measure of progress 1s determined
by comparing an average values of le[t, ]l and le[T,]-
a[&,]X,l.

14. The system of claam 10, wherein the adaptation

module 1s further configured to:

repeat the pseudo-random buller selection process to
select a subsequent at least one buller location to access
a different at least one observed output sample from the

selection bufler, and compute updated values for the

compensator coetlicients based, at least in part, on the
different at least one observed output sample.

15. The system of claam 10, wherein the adaptation

module configured to replace, at the time instance deter-

mined independently of the pseudo-random builer selection

process, the content of the at least the portion of the selection
butler 1s configured to:
replace the content of the at least the portion of the
selection bufller based on one or more of: 1) receipt of
a replacement signal indicating availability of the dii-
ferent one or more replacement observed output
samples responsive to the one or more other input
samples, 11) scheduled arrival of the different one or
more replacement observed output samples responsive
to the one or more other input samples, or 111) unsched-
uled arrival at an arbitrary time 1nstance of the diflerent
one or more replacement observed output samples
responsive to the one or more other mput samples.
16. The system of claim 10, wherein the adaptation
module configured to replace the at least the portion of the
selection bufler i1s further configured to:
flush the at least the portion of the selection builer storing
the plurality of observed output samples; and
fill the at least the portion of the flushed selection bufler
with the different one or more replacement observed
output samples responsive to the one or more other
iput samples.
17. The system of claim 10, wherein the adaptation
module configured to replace the at least the portion of the

selection butl

er 1s configured to:
replace according to the pseudo-random replacement pro-

cess the entire selection bufler storing the plurality of
with a different set of

observed output samples,
observed output samples, corresponding to a different
set of mput samples provided to the digital compensa-
tor.

18. The system of claim 10, further comprising a com-

munication module configured to perform one or more of:

communicate the output signal of the signal chain to a
remote device via one or more of: a wired communi-
cations interface, or a wireless communication inter-
face, or

receive the input signal via one or more of: the wired
communications interface, or the wireless communica-
tion interface.

26

19. A non-transitory machine-readable medium storing a
design structure comprising elements that, when processed
in a computer-aided design system, generate a machine-
executable representation of a linearization system that 1s

5 used to fabricate hardware comprising:
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a selecting circuit to select at least one location of a
selection bufler, the selection bufler storing a plurality
of observed output samples obtained from one or more
of output batches produced by a signal chain, according
to a pseudo-random buller selection process, and
access at least one observed output sample, wherein the
at least one observed output sample 1s generated 1n
response to corresponding one or more put samples
provided to a digital compensator applying to one or
more input batches a plurality of basis functions,
weighed by compensator coetlicients, to produce inter-
mediary samples, with the one or more itermediary
samples provided to the signal chain;

a computing circuit to compute an approximation of a
sub-gradient value computed according to a stochastic
gradient process to dertve a sub-gradient of an error
function representing a relationship between the
accessed at least one observed output sample stored 1n
the pseudo randomly selected at least one location of
the selection builer, and at least one of: the correspond-
1ng one or more or more input samples, or one or more
intermediate samples, produced by the digital compen-
sator, corresponding to the pseudo randomly selected at
least one location of the selection builer storing the at
least one observed output sample;

a second computing circuit to compute updated values for
the compensator coetlicients based on current values of
the compensator coeflicients and the computed
approximation of the sub-gradient value computed
according to the sub-gradient of the error function; and

a replacing circuit to replace, at a time instance deter-
mined independently of the pseudo-random buller
selection process, content of at least a portion of the
selection bufler with different one or more observed
output sampl

es responsive to one or more other mput
samples.

20. The machine-readable medium of claim 19, wherein
the design structure comprises further elements that, when
processed 1n the computer-aided design system, generate a
machine-executable representation of the linearization sys-
tem that 1s used to fabricate hardware further comprising:

a communication circuit to perform one or more of:

communicate the output signal of the signal chain to a
remote device via one or more of: a wired commu-
nications terface, or a wireless communication
interface, or

receive the mput signal via one or more of: the wired
communications interface, or the wireless commu-
nication interface.

¥ ¥ # ¥ ¥



	Front Page
	Drawings
	Specification
	Claims

