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FIG. 3
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FIG. 4
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FIG. 7
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FIG. 8
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FIG. 10
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1
LABEL READING SYSTEM

INCORPORAITION BY REFERENCE

The disclosure of Japanese Patent Application No. 2018-
194049 filed on Oct. 15, 2018 including the specification,

drawings and abstract 1s incorporated herein by reference 1n
its entirety.

BACKGROUND
1. Technical Field

The present disclosure relates to a label reading system. In
particular, the present disclosure relates to a system for
reading a label attached to each of a plurality of loads being
transierred by a transier vehicle.

2. Description of Related Art

Conventionally, loads (e.g., parts boxes contaiming parts)
delivered to a factory (e.g., an automobile production fac-
tory) each bear a label 1n which mformation on the parts
contained 1n the load, such as the type and the number of

pieces, 1s written. For example, a barcode or a QR code (R)
1s depicted 1n this label. When the load 1s delivered, this
barcode or (QR code 1s read with a scanner etc. to acquire the

information, and whether or not the parts have been appro-

priately delivered i1s inspected. Thus, missing of parts and
other errors can be prevented.

Japanese Patent Application Publication No. 2006-27773
discloses a system 1n which an IC tag 1n which information,
such as the type and the number of pieces of parts, 1s written
1s attached to each of a plurality of loads placed on a pallet
(hereinafter this form of placement of loads will be referred
to as a skid), and the skid 1s passed through a gate of a tag
reader while being transierred by a transier vehicle, such as
a truck or a forklift, and thereby the information of the IC tag
of each load 1s acquired by the tag reader.

SUMMARY

When the labels of the respective loads are read while the
skid 1s transferred as described above, there 1s no guarantee
that the labels of all the loads can be appropnately read to
acquire the information. Moreover, 1t 1s unlikely that the
same number of loads are always transierred at a time by the
transfer vehicle. Theretfore, when the labels of the loads have
been read, whether or not the number of pieces of informa-
tion (the number of loads on which information has been
appropriately acquired by reading the label) matches the
number of all the loads being transferred, cannot be appro-
priately determined. For example, when the number of loads
on which imnformation has been appropriately acquired 1s 48,
one cannot determine whether the number of loads being
actually transferred 1s 48, or, say, 50 loads are being trans-
terred and information on two loads among these loads has
not been appropnately acquired. In addition, when there 1s
a load on which information has not been appropnately
acquired, one cannot identity which one of loads 1n the stack
of loads (the stack of loads on the skid) 1s that load, either.

The present disclosure has been contrived in view of these
circumstances, and an object thereof 1s to provide a label
reading system that can i1dentily the number and the posi-
tions of loads on which imnformation has not been appropri-
ately acquired.
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Solutions adopted by the present disclosure to achieve the
above object assume a label reading system 1n which labels
respectively attached to those surfaces of a plurality of loads
placed on a transfer vehicle that extend in a direction along
a traveling direction of the transfer vehicle are read as the
transier vehicle passes through a label reading area. This
label reading system includes: a group of label 1maging
devices that 1s installed in the label reading area, that
includes a plurality of label imaging devices each capable of
imaging some of the labels attached to the respective loads,
and that 1s configured to be able to 1mage all the labels of the
loads when the loads have passed through the label reading
arca; and a label information integrating and displaying
device that, based on information on a plurality of 1images
taken by the label imaging devices of the group of label
imaging devices, assigns either information that label infor-
mation has been appropriately acquired or information that
label information has not been appropriately acquired to
cach of the loads placed on the transfer vehicle, and then
displays the information assigned to each of the loads over
a corresponding load 1n an image showing the loads.

“All the labels of the loads” here means the labels
respectively attached to a plurality of loads located on a side
imaged by the label imaging devices of the group of imaging
devices (e.g., the side of one side surface of the skid).

According to the above specifications, when the transfer
vehicle having a plurality of loads placed thereon passes
through the label reading area, the labels attached to the
respective loads are imaged by the label 1maging devices of
the group of label imaging devices. When the loads have
passed through the label reading area, all the labels of these
loads have been 1imaged. In this case, there may be loads of
which the label information has been appropnately acquired
and loads of which the label information has not been
appropriately acquired. Based on information on a plurality
of 1mages taken by the label imaging devices, the label
information integrating and displaying device assigns either
information that the label information has been appropri-
ately acquired or information that the label information has
not been appropriately acquired to each of the loads, and
then displays the information assigned to each load over a
corresponding load 1n an image showing the loads. By
visually checking the image showing the loads, a worker can
casily recognize a load of which the label information has
not been appropriately acquired.

The above label reading system may further include a
stack-of-loads 1maging device that images a plurality of
loads placed on the transfer vehicle as one 1mage, and the
label mnformation integrating and displaying device may be
configured to display information on each of the loads to
which either the information that the label information has
been appropriately acquired or the information that the label
information has not been appropriately acquired 1s assigned,
over a corresponding load 1n an image showing the loads
taken by the stack-of-loads imaging device.

This label reading system can easily acquire an 1image
showing a plurality of loads by the stack-of-loads imaging
device while being able to read each label with high preci-
sion by each of the label imaging devices. Thus, the means
for reading each label and acquiring the information of the
label and the means for acquiring an image showing a
plurality of loads are separately provided (the functions are
divided between the means), which can enhance the useful-
ness of the label reading system.

The label information integrating and displaying device
may be configured to display either the information that the
label information has been appropriately acquired or the
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information that the label information has not been appro-
priately acquired over an 1mage showing the loads, by
performing a coordinate point conversion process that
involves arranging images of the loads taken by the label
imaging devices of the group of label 1imaging devices 1n a
coordinate system, and converting a coordinate point of an
information presenting portion of the label of each of the
loads 1nto a coordinate point of the information presenting
portion of the label of the load 1n an 1mage showing the loads
taken by the stack-of-loads 1maging device.

Performing such a coordinate point conversion process
can simplily the process of displaying either the information
that the label information has been appropriately acquired or
the information that the label information has not been
appropriately acquired over an 1image showing the loads,
which can also enhance the usefulness of the label reading
system.

In this case, a plurality of loads may be placed on the
transier vehicle 1n a direction along the traveling direction of
the transier vehicle, and the label imaging device may
sequentially image the labels attached to the respective loads
as the transfer vehicle travels and the loads sequentially
move 1nto an 1maging range of the label imaging device. In
the coordinate point conversion process, a computational
formula having a traveling speed of the transier vehicle as
one of parameters may be used to convert the coordinate
point of the information presenting portion of the label of
cach of the loads 1maged by the label imaging device mto the
coordinate point of the information presenting portion of the
label of the load in an 1mage showing the loads taken by the
stack-of-loads 1imaging device.

This label reading system can read the labels attached to
the respective loads placed 1n a direction along the traveling,
direction of the transier vehicle by using a single label
imaging device. Moreover, this system can convert the
coordinate point of the information presenting portion of the
label of each load by performing the coordinate point
conversion process that uses the traveling speed of the
transier vehicle as one of parameters.

The label 1maging devices of the group of label imaging,
devices may be disposed along a vertical direction, with
cach of the label imaging devices having a different imaging
field of view 1n the vertical direction, and may be configured
such that a label 1imaging device located at a lowest position
images at least a label attached to a load 1n a bottom tier of
a plurality of loads stacked in tiers while a label 1maging
device located at a highest position 1mages at least a label
attached to a load 1n a top tier of the loads stacked 1n tiers.

This label reading system can appropriately image all the
labels of a plurality of loads stacked 1n tiers, including the
label attached to a load in the bottom tier and the label
attached to a load 1n the top tier, by using some of the label
imaging devices.

The label information integrating and displaying device
may be configured to create an 1mage showing a plurality of
loads by performing an image combining process ol com-
bining a plurality of images taken by the label imaging
devices of the group of label 1imaging devices into an 1mage
in which the same labels are superimposed on each other
such that the image does not contain duplicate labels, and
then display information on each of the loads to which either
the information that the label information has been appro-
priately acquired or the information that the label informa-
tion has not been approprately acquired is assigned, over a
corresponding load in the created image.

This label reading system can eliminate the need for the
above-described coordinate point conversion process, and
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can thereby simplify the process for creating an image that
allows recognition of a load of which the label information
has not been appropriately acquired (an image over which
information on each load to which either the information
that the label information has been appropriately acquired or
the information that the label information has not been
appropriately acquired 1s assigned 1s displayed).

In the present disclosure, based on information on a
plurality of images taken by the label imaging devices of the
group of label imaging devices, either information that the
label mnformation has been appropriately acquired or infor-
mation that the label information has not been appropnately
acquired 1s assigned to each of a plurality of loads placed on
the transfer vehicle. Then, the information assigned to each
load 1s displayed over a corresponding load in an image
showing the loads. By visually checking the image showing,
the loads, a worker can easily recognize a load of which the
label 1information has not been appropnately acquired.

BRIEF DESCRIPTION OF THE DRAWINGS

Features, advantages, and technical and industrial signifi-
cance of exemplary embodiments of the disclosure will be
described below with reference to the accompanying draw-
ings, in which like numerals denote like elements, and
wherein:

FIG. 1 1s a view showing a schematic configuration of a
label reading system according to a first embodiment;

FIG. 2 1s a view 1llustrating an imaging range, in a vertical
direction, of each camera of a QR-code 1imaging unit on one
side;

FIG. 3 1s a view showing an example of the form of
placement of a plurality of parts boxes on a pallet;

FIG. 4 1s a view showing, in order of imaging, images
taken by the cameras of the QR-code imaging unit;

FIG. 5 1s a view showing the images taken by the cameras
of the QR-code 1imaging unit, as arranged in an X-y coordi-
nate systems;

FIG. 6 1s a view showing an image of an entire stack of
loads 1imaged by a camera of a stack-of-loads 1maging unit;

FIG. 7 1s a view showing a state where a forklift 1s passing,
through a front side of distance sensors;

FIG. 8 1s graphs showing forklift detecting timings of the
respective distance sensors;

FIG. 9 1s a flowchart showing the procedure of an
unreadable label 1dentification process;

FIG. 10 1s a view showing an unreadable label identiiying
image obtained by the unreadable label identification pro-
Cess;

FIG. 11 1s a view showing, in order of 1imaging, images
taken by one camera of the QR-code imaging unit 1n a
second embodiment;

FIG. 12 1s a view showing an 1mage taken at an N-th time
and an 1mage taken at an (N+a.)-th time 1n order of imaging,
alongside each other;

FIG. 13 1s a graph showing a relation between the number
of pixels per side of a QR code and the length of one pixel;

FIG. 14 1s a view showing a plurality of QR codes
attached to the forklift and a part surrounding these QR
codes 1n a third embodiment;

FIG. 15 1s a view showing an image taken of first and
second QR codes attached to the forklift;

FIG. 16A 15 a view 1llustrating how to calculate the speed
of the forklift in the third embodiment;

FIG. 16B 1s a view 1illustrating how to calculate the speed
of the forklift in the third embodiment; and
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FIG. 17 1s a view showing an unreadable label identifying,
image obtained 1n a fourth embodiment.

DETAILED DESCRIPTION OF EMBODIMENTS

Embodiments of the present disclosure will be described
below based on the drawings. These embodiments will be
described as to a case where the present disclosure 1s applied
as a system for reading QR codes (R) 1n labels attached to
a plurality of delivered loads (parts boxes containing parts)
in an automobile production factory.

More specifically, parts are delivered to the premises of
the production factory by a truck from a supplier or a
distribution depot. Parts are delivered in the form of a skid
with a plurality of parts boxes containing these parts placed
on a pallet (see FIG. 3). In the label reading system accord-
ing to the embodiments, QR codes QRC, QRC, . . . 1n labels
La, La, . .. (“the information presenting portion of the label”
as termed 1n the present disclosure) attached to side surfaces
of the respective parts boxes 2, 2, . . . are read while a skid
Sk 1s transferred by a forklift 10 (see FIG. 1), to thereby
acquire information on the parts contained in each of the
parts boxes 2, 2, . . ., such as the type and the number of
pieces, and inspect whether or not the parts have been
appropriately delivered. The skid Sk having undergone the
mspection 1s transierred by the forklift (transfer device) 10
toward a skid chute etc. installed inside the production
factory.

In the following, each embodiment will be described.

First Embodiment

First, a first embodiment will be described. A label
reading system 1 according to this embodiment i1s a system
in which the QR codes QRC, QRC, . . . in the labels La,
La, . . . respectively attached to a plurality of parts boxes
(loads) 2, 2, . . . being transferred by the forklift 10 are read
as the parts boxes (loads) 2, 2, . . . pass through a label
reading area A. The labels La, La, . . . showing the QR codes
QRC, QRC, . . . are respectively attached to those surfaces
(side surfaces) of the parts boxes 2, 2, . . . that extend 1n a
direction along a traveling direction of the forklift 10.

Configuration of Label Reading System

FIG. 1 1s a view showing a schematic configuration of the
label reading system 1 according to this embodiment. As
shown in FIG. 1, the label reading system 1 includes a
QR-code imaging device 3 installed in the label reading area
A, a stack-of-loads imaging device 4, a 1maging control
device 35, a passage sensor 6, a first distance sensor 71, a
second distance sensor 72, an information processing ter-
minal 8, a monitor device 9, etc.

The QR-code 1imaging device 3 includes a pair of QR-
code mmaging units 31, 32 installed at a predetermined
interval 1n the label reading area A. A space between the
QR-code 1maging units 31, 32 1s a passage space for the
forklitt 10, and a floor surtace including a floor surface 1n
this passage space and extending in a right-left direction in
FIG. 1 forms a travel path F1 (the path between the long
dashed-short dashed lines 1n FIG. 1) on which the forkliit 10
travels. Accordingly, the dimension of interval between the
pair of QR-code imaging units 31, 32 1s set to be larger than
the width dimensions of the forklift 10 and the skid Sk (the
dimensions in a horizontal direction orthogonal to an exten-
sion direction of the travel path F1). Here, as seen in a
direction toward a downstream side 1n the traveling direction
of the forklift 10 (the right side mn FIG. 1), the QR-code

imaging unit located on the right side (the near side in FIG.
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1) will be referred to as a first QR-code imaging unit 31, and
the QR-code imaging unit located on the leit side (the far
side 1 FIG. 1) will be referred to as a second QR-code
imaging unit 32.

The QR-code imaging units 31, 32 include pillars 33, 34
cach erected on a tloor surface (the floor surface on each side
of the travel path F1) F2, and cameras 35a to 35d, 36a to 364
disposed at equal 1intervals on the pillars 33, 34, at a plurality
of positions (four positions 1n this embodiment) 1n a vertical
direction. The cameras 335a to 35d, 36a to 36d are disposed
so as to 1image an 1nside of the travel path F1, and each image
a predetermined range in the vertical direction. Information
on 1mages taken by the cameras 335a to 354, 36a to 36d are
sent to the mformation processing terminal 8. Specifically,
for each of the QR codes QRC, QRC, . . . i the labels La,
La, . .., mnformation about whether or not the QR code QRC
has been approprately read by the cameras 35a to 35d, 36a
to 364 1s sent to the information processing terminal 8. The
number of the cameras 35a to 354, 36a to 364 1s not limited
to that mentioned above.

The number of the cameras 35a to 354, 36a to 36d 1s set
according to the height dimension of the skids Sk, Sk that
pass through the label reading area A, such that these
cameras can 1mage the labels La, La, . . . of all the parts
boxes (all the parts boxes 1n a height direction) 2, 2, . . . on
the skids Sk, Sk. For example, in this embodiment, the skids
Sk, Sk placed 1n a two-tier stack pass through the label
reading area A as shown in FIG. 1. Accordingly, such a
number of the cameras 35a to 354, 36a to 364 that can 1image
the labels La, La, . . . of all the parts boxes (all the parts
boxes 1n the height direction) 2, 2, . . . on the skids Sk, Sk
are provided. Thus, each of the cameras 35a to 35d, 36a to
36d constitutes the “label 1imaging device” (the label 1imag-
ing device capable of imaging some of the labels attached to
the respective loads) as termed 1n the present disclosure.
Each of the QR-code imaging units 31, 32 constitutes the
“oroup of label imaging devices” (the group of label 1mag-
ing devices configured to be able to image all the labels of
the loads when the loads have passed through the label
reading area) as termed in the present disclosure.

FIG. 2 1s a view 1illustrating an 1maging range, in the
vertical direction, of each of the cameras 35a to 354 of the
QR-code 1maging unit 31 on one side (the first QR-code
imaging unit). As shown 1n FIG. 2, the cameras 35a to 354
cach have a predetermined angular field of view 1n the
vertical direction. Specifically, as the distance from the
cameras 33a to 354 increases, the 1imaging ranges (see the
ranges 1ndicated by the long dashed-short dashed lines in
FIG. 2) increase. While the imaging ranges of the cameras
35a to 354 do not overlap one another on the right side from
the position L1 1n FIG. 2 (the side closer to the cameras 33a
to 35d), the imaging ranges of the cameras 35a to 334
overlap one another on the left side from the position L1 (the
side farther away from the cameras 35a to 335d). At the
position Li1 i FIG. 2, the height of overlap (the area of
overlap) of the imaging ranges of the cameras 35a to 354
roughly matches a height dimension Q of the QR code QRC.
This means that 1f the label La (the QR code QRC 1n the
label La) passes on the left side from the position Lii, a
single camera 35a (355, 35¢, 35d) can 1image the entire one
QR code (QRC (the entire QR code QRC 1n the height
direction). The position Li1 1n FIG. 2 1s a limit position
beyond which the cameras 35a to 354 cannot focus. (The
cameras 33a to 354 cannot focus on the left side from the
position Li11.) The QR-code imaging unit 32 on the other
side (second QR-code imaging unit) has a similar configu-
ration.
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In this embodiment, of the cameras 35a to 354, 36a to
36d, the cameras disposed at lowest positions will be
referred to as first cameras 334, 36a; the cameras disposed
at the second positions from below will be referred to as
second cameras 35b, 365; the cameras disposed at the third
positions from below will be referred to as third cameras
35¢, 36¢; and the cameras disposed at the highest positions
will be referred to as fourth cameras 35d, 364d.

The stack-of-loads 1imaging device 4 1s disposed on an
upstream side of the installation position of the QR-code
imaging device 3 in the extension direction of the travel path
F1 (an upstream side 1n the traveling direction of the forklift
10 (the left side in FIG. 1)). The stack-of-loads imaging
device 4 includes a pair of stack-of-loads imaging units
(stack-of-loads 1maging devices) 41, 42 stalled one on
cach side of the travel path F1 (each side 1n the horizontal
direction orthogonal to the extension direction of the travel
path F1). The dimension of interval between the stack-oi-

loads 1maging units 41, 42 1s also set to be larger than the
width dimensions of the forklift 10 and the skid Sk (the

dimensions in the horizontal direction orthogonal to the
extension direction of the travel path F1). To be able to
image the entire stack of loads on the skids Sk, Sk (to be able
to 1mage all the parts boxes 2, 2, . . . as one i1mage), the
stack-of-loads imaging units 41, 42 are installed at positions
a predetermined distance away from the travel path F1 such
that the entire stack of loads (all the parts boxes 2, 2, . . . )
on the skids Sk, Sk 1s contained inside 1maging fields of view
of cameras 45, 46, to be described later. For example, 1n this
embodiment, the skids Sk, Sk placed 1n a two-tier stack are
transferred as shown 1n FIG. 1. Theretfore, the stack-otf-loads
imaging units 41, 42 are installed at positions a predeter-
mined distance away from the travel path F1 such that all the
parts boxes 2, 2, . . . (the entire stack of loads) on the skids
Sk, Sk are contained inside the imaging fields of view of the
cameras 45, 46. Here, as seen 1n the direction toward the
downstream side in the traveling direction of the forklift 10
(the right side 1n FIG. 1), the stack-of-loads imaging unit
located on the right side (the near side 1n FIG. 1) will be
referred to as a first stack-of-loads imaging unit 41, and the
stack-of-loads 1maging unit located on the left side (the far
side in FIG. 1) will be referred to as a second stack-of-loads
imaging unit 42.

The stack-of-loads imaging unmits 41, 42 include pillars 43,
44 each erected on the floor surface (the floor surface on
cach side of the travel path F1) F2, and the cameras 45, 46
disposed at upper ends of the pillars 43, 44. The cameras 45,
46 are disposed so as to 1image the inside of the travel path
F1, and each image the entire stack of loads on the skids Sk,
Sk as described above. Specifically, the camera 45 of the first
stack-of-loads 1maging unit 41 1mages the entire stack of
loads on the near side in FIG. 1 (the entire side surface of the
stack of loads on the near side; all the labels La, La, . . . on
the side surface on the near side). The camera 46 of the
second stack-of-loads 1maging unit 42 1mages the entire
stack of loads on the far side 1n FIG. 1 (the entire side surface
of the stack of loads on the far side; the labels La, La, . ..
on the side surface on the far side).

While the cameras 45, 46 of the stack-of-loads imaging
units 41, 42 image the entire stack-of-loads, these cameras
45, 46 cannot read the QR codes QRC, QRC, . . . 1n the
respective labels La, La, . . . (cannot acquire the information
of the QR codes QRC, QRC, . . . ) and function merely as
means for acquiring 1mages of the entire stack of loads.

Information on 1mages taken by the cameras 435, 46 1s sent
to the information processing terminal 8.
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The imaging control device 5 1s connected to the passage
sensor 6, and sends an activation command signal to each of
the imaging units 31, 32, 41, 42 1n accordance with an output
from the passage sensor 6. The 1maging control device 5
generally includes a commonly known central processing
unit (CPU), a read-only memory (ROM), a random-access
memory (RAM), etc. (none of which 1s shown). The ROM
stores a control program etc. used to control imaging actions
of the imaging umts 31, 32, 41, 42. The CPU executes a
computation process based on the control program stored 1n
the ROM. The RAM i1s a memory that temporarily stores a
computation result of the CPU etc.

The passage sensor 6 1s disposed between the installation
position of the QR-code imaging device 3 and the 1installa-
tion position of the stack-of-loads imaging device 4 (on the
upstream side of the installation position of the QR-code
imaging device 3 but on the downstream side of the instal-
lation position of the stack-of-loads 1imaging device 4) 1n the
extension direction of the travel path F1, and detects passage
of the forklift 10 on the travel path F1. The passage sensor
6 optically detects passage of the forklift 10. Equipped with
a light projector-receiver facing the travel path F1, the
passage sensor 6 detects passage of the forklift 10 by
detecting the presence or absence of light reflecting off a
reflector provided on the forklitt 10. Upon detecting passage
of the forklift 10, the passage sensor 6 sends a passage
detection signal to the imaging control device 5.

The first distance sensor 71 i1s disposed a predetermined
distance away from and on the downstream side of the
installation position of the QR-code imaging device 3 (on
the downstream side in the traveling direction of the forklift
10 on the travel path F1), and detects passage of the forklift
10 on the travel path F1. The first distance sensor 71 also
optically detects passage of the forklift 10. Equipped with a
light projector-receiver facing the travel path F1, the first
distance sensor 71 detects passage of the forklift 10 by
detecting the presence or absence of light reflecting off the
reflector provided on the forklitt 10. Upon detecting passage
of the forklitt 10, the first distance sensor 71 sends a passage
detection signal to the information processing terminal 8.

The second distance sensor 72 1s disposed a predeter-
mined distance away from and on the downstream side of
the installation position of the QR-code imaging device 3
(on the downstream side in the traveling direction of the
forklift 10 on the travel path F1), and a predetermined
distance away from and on the downstream side of the
installation position of the first distance sensor 71 (on the
downstream side in the traveling direction of the forkliit 10
on the travel path F1). The second distance sensor 72 detects
passage ol the forklift 10 on the travel path F1 after the
torklift 10 passes through the 1nstallation position of the first
distance sensor 71. The second distance sensor 72 also
optically detects passage of the forklift 10, and has a
configuration similar to that of the first distance sensor 71.
Upon detecting passage of the forklift 10, the second dis-
tance sensor 72 also sends a passage detection signal to the
information processing terminal 8.

The distance sensors 71, 72 can also measure the distance
from the distance sensors 71, 72 to the label La (hereinafter
also referred to as an i1maging distance). Specifically, the
distance sensors 71, 72 measure the distance to a reflecting
object (e.g., the label La) based on a time from when the
light projector-receiver projects light until when the light
projector-receiver recerves retlected light. Thus, the travel-
ing position (a depth to be described later) of the forklift 10
in the horizontal direction orthogonal to the extension direc-
tion of the travel path F1 can be detected.
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The information processing terminal 8 includes a com-
monly known CPU, an ROM, an RAM, etc., and receives
information on 1mages (information on 1mages of the QR
codes QRC) sent from the cameras 35a to 354, 36a to 364
of the QR-code imaging device 3, information on images
(information on images of the entire stack of loads) sent
from the cameras 45, 46 of the stack-of-loads 1maging
device 4, and output signals (passage detection signals etc.)
from the distance sensors 71, 72.

Based on the information on images received from the
cameras 35a to 35d, 36a to 36d of the QR-code imaging
device 3, the information processing terminal 8 acquires
information of the QR codes QRC, QRC, . . .. Then, based
on the information of the QR codes QRC, QRC, . . ., the
information processing terminal 8 acquires imnformation on
the parts contained 1n each of the parts boxes 2, 2, .. ., such
as the type and the number of pieces. Specifically, parts
order mformation 1s stored in the information processing
terminal 8 1n advance, and for the parts 1n those parts boxes
2 of which the QR codes QRC have been appropnately read,
the information processing terminal 8 determines whether or
not the parts boxes 2 have been appropriately delivered by
cross-checking the information on the parts boxes 2 acquired
from the QR codes QRC against this order information.

The information processing terminal 8 executes an
unreadable label identification process to be described later
(a process featured in this embodiment) by using the
acquired information, and creates an 1mage (unreadable
label 1dentifying image) that allows identification of the
number of labels of which the QR codes QRC have not been
appropriately read (unreadable labels) and the positions of
these unreadable labels (the positions 1n the stack of loads),
and then sends the created image to the monitor device 9.
For this purpose, the ROM of the mformation processing
terminal 8 stores a control program etc. for executing the
unreadable label 1dentification process to be described later,
and the CPU executes the unreadable label i1dentification
process based on the control program stored in the ROM.

The monitor device 9 receives an output from the infor-
mation processing terminal 8 and displays the result on a
screen. Specifically, the monitor device 9 recetves informa-
tion on the image (unreadable label i1dentifying image)
created by the unreadable label 1dentification process from
the iformation processing terminal 8, and displays this
image. The display on the monitor device 9 1s checked by a
worker (manager).

Unreadable Label Identification Process

Next, the unreadable label identification process featured
in this embodiment will be described.

In a system in which information on each of the parts
boxes 2, 2, . . . (information of the QR codes QRC) 1s
acquired while the skid Sk i1s transferred, there 1s no guar-
antee that the labels La, La, . . . of all the parts boxes 2,
2, . . . can be appropriately read to acquire the information.
Moreover, 1t 1s unlikely that the same number of parts boxes
2,2, ... are always transierred at a time by the forklift 10.
Therefore, 1n the related art, when the labels of the respec-
tive parts boxes have been read, whether or not the number
of pieces of mformation (the number of parts boxes on
which information has been appropriately acquired by read-
ing the label) matches the number of all the parts boxes
being transierred cannot be appropriately determined. For
example, when the number of parts boxes on which 1nfor-
mation has been appropriately acquired 1s 48, one cannot
determine whether the number of the parts boxes being
actually transterred 1s 48, or, say, 50 parts boxes are being
transierred and information on two parts boxes among these
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parts boxes has not been acquired. In addition, when there 1s
a parts box on which information has not been appropnately
acquired, one cannot 1dentily which one of the parts boxes
in the stack of loads 1s that parts box, either.

Having been contrived 1n view of these circumstances, the
unreadable label i1dentification process according to this
embodiment can 1dentify the number and the positions of the
parts boxes 2 on which iformation has not been appropri-
ately acquired. Specifically, the unreadable label 1dentifica-
tion process can identily the number and the positions of
those parts boxes 2 1n the stack of loads on the skids Sk, Sk
on which information (the information of the QR codes
QRC) has not been appropriately acquired, based on infor-
mation on 1mages (information on 1images of the QR codes
QRC) sent from the cameras 35q to 35d, 36a to 364 of the
QR-code imaging device 3, information on images (infor-
mation on 1mages of the entire stack of loads) sent from the
cameras 45, 46 of the stack-of-loads 1imaging device 4, and
output signals (passage detection signals) from the distance
sensors 71, 72.

An overview of the unreadable label 1dentification process
1s as follows: A coordinate point conversion process 1S
performed in which a center position of the QR code QRC
in each of 1images sent from the cameras 35a to 354, 36q to
36d of the QR-code imaging device 3 1s defined as a
coordinate point 1n that image (this coordinate point will be
heremnafter referred to as a QR-code coordmate point), and
then the QR-code coordinate point 1s converted into a
corresponding coordinate point (a coordinate point in the
same QR code QRC) 1n an image (an 1mage of the entire
stack of loads) sent from the cameras 45, 46 of the stack-
of-loads imaging device 4 (this coordinate point is the center
position of the QR code QRC, and will be heremafter
referred to as a stack-of-loads coordinate point). This coor-
dinate point conversion process 1s described in the present
disclosure as the process “that involves arranging images of
the loads taken by the label imaging devices 1n a coordinate
system, and converting a coordinate point of an information
presenting portion of the label of each of the loads into a
coordinate point of the information presenting portion of the
label of the load 1n an 1mage showing the loads taken by the
stack-of-loads 1maging device.”

For each QR-code coordinate point, 1t has been deter-
mined whether or not the QR code QRC located at that
QR-code coordinate point has been appropriately read.
Therefore, by converting each (QR-code coordinate point
into a stack-of-loads coordinate point, 1t 1s possible to
identify, i the image of the entire stack of loads, the
coordinate points of those QR codes QRC that have been
appropriately read and the coordinate points of those QR
codes QRC that have not been appropriately read, and then
to display the information on the coordinate points of the QR
codes QRC that have been appropnately read (circles 1n this
embodiment) over the image of the entire stack of loads. In
other words, 1n the image of the entire stack of loads
(unreadable label identifying 1mage), the coordinate points
(stack-of-loads coordinate points) of those QR codes QRC
that have been appropriately read and the coordinate points
(stack-of-loads coordinate points) of those QR codes QRC
that have not been appropriately read, can be displayed in
different forms of display. This action corresponds to the
action described 1n the present disclosure as follows: “based
on mformation on a plurality of images taken by the label
imaging devices, assigns either information that label 1nfor-
mation has been appropriately acquired or information that
the label mformation has not been appropriately acquired to
cach of the loads placed on the transfer vehicle, and then
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displays the information assigned to each of the loads over
a corresponding load 1n an 1mage showing the loads,” and
corresponds to the action of the “label information integrat-
ing and displaying device” as termed 1n the present disclo-
sure.

By mvolving such image processing, the unreadable label
identification process allows a worker to learn the number
and the positions of those parts boxes 2 of which the QR
codes QRC have not been appropriately read (the informa-
tion of the QR codes QRC has not been appropnately
acquired) by visually checking the image of the entire stack
of loads (unreadable label 1dentifying image).

Next, the procedure of the process of converting a QR-
code coordinate point into a stack-of-loads coordinate point
will be specifically described. Here, the procedure of the
process of converting a QR-code coordinate point on a
surface (a side surface of the stack of loads) located on the
near side in FIG. 1 1nto a stack-of-loads coordinate point wall
be described. The procedure of the process of converting a
(QR-code coordmate point on a surface (a side surface of the
stack of loads) located on the far side mm FIG. 1 imto a
stack-of-loads coordinate point 1s performed in the same
mannet.

FIG. 4 1s a view showing, 1n order of 1imaging, images
taken by the cameras 35aq to 354 of the first QR-code
imaging unit 31 (1mages sent from the cameras 354 to 354
to the information processing terminal 8). In the top row 1n
FIG. 4, images taken by the first camera (the camera
disposed at the lowest position) 35a are arranged 1n order of
imaging ({rom left to right). In the second row, 1images taken
by the second camera (the camera disposed at the second
position from below) 3556 are arranged 1n order of 1maging.
In the third row, 1mages taken by the third camera (the
camera disposed at the third position from below) 35¢ are
arranged 1n order of 1imaging. In the bottom row, images
taken by the fourth camera (the camera disposed at the
highest position) 354 are arranged in order of imaging. The

description here 1s based on the assumption that each of the
cameras 35a to 354 images four times to thereby 1mage the
QR codes QRC, QRC, . . . in the labels La, La, . . . over the
entire skids Sk, Sk.

Here, of the images taken by the first camera 354, the first
image (the image obtained by the first imaging) will be
referred to as a first camera’s first image (the 1mage denoted
by reference sign I1 1 FI1G. 4); the second image (the image
obtained by the second imaging) will be referred to as a first
camera’s second 1mage (the image denoted by reference sign
12 in FIG. 4); and the third image (the image obtained by the
third 1maging) will be referred to as a first camera’s third
image (the 1image denoted by reference sign 13 1n FIG. 4);
and the fourth image (the image obtamned by the fourth
imaging) will be referred to as a first camera’s fourth image
(the 1image denoted by reference sign 14 i FIG. 4). Of the
images taken by the second camera 355, the first image will
be referred to as a second camera’s first image (the image
denoted by reference sing 111 in FIG. 4); the second image
will be referred to as a second camera’s second image (the
image denoted by reference sign 112 i FIG. 4); the third
image will be referred to as a second camera’s third image
(the image denoted by reference sign 113 in FIG. 4); and the
tourth 1image will be referred to as a second camera’s fourth
image (the image denoted by reference sign 114 1n FIG. 4).
The 1mages taken by the third camera 335¢ and the fourth
camera 354 will be referred to 1n the same manner. These
images are denoted by reference signs 1111 to IV4 1n FIG. 4.
Thus, 1n these reference signs, the Roman numeral repre-
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sents the camera number and the Arabic numeral represents
the 1imaging number (the number of the image in order of
imaging).

FIG. § 1s a view showing the images taken by the cameras
35a to 35d of the first QR-code imaging unit 31 and sent
from the cameras 35a to 354, as arranged 1n an 1maginary
x-y coordinate system. In this x-y coordinate system,
according to the actual form of the skids Sk, Sk, the images
taken by the first camera 35aq are arranged 1n the bottom row,
from right to left 1n order of 1maging; the images taken by
the second camera 355 are arranged 1n the second row from
below, from right to left 1n order of 1imaging; the 1mages
taken by the third camera 35¢ are arranged in the third row
from below, from right to left 1n order of 1imaging; and the
images taken by the fourth camera 354 are arranged 1n the
top row, from right to left in order of imaging. Thus, 1n the
bottom row, the first camera’s first image I1, the first
camera’s second 1mage 12, the first camera’s third image 13,
and the first camera’s fourth image 14 are arranged 1n this
order form right to left. In the second row from below, the
second camera’s first image 111, the second camera’s second
image 112, the second camera’s third image 113, and the
second camera’s fourth image 114 are arranged in this order
from right to left. The other images 1111 to IV4 are arranged
in the same manner.

In the x-y coordinate system, a lower left end of the last
one of the mmages taken by the first camera 33a (first
camera’s fourth image 14) 1s taken as an origin o of the x-y
coordinate system, and a coordinate point in the X-y coor-
dinate system (the above-described QR-code coordinate
point) 1s assigned to a center position of each QR code QRC.

For example, 1n the first camera’s fourth image 14, QR
codes QRC1, QRC2 of two parts boxes 2 (21, 22) placed one
on top of the other are shown. The center position of the QR
code QRC1 of the lower parts box (hereinaiter referred to as
a first parts box) 21 1s assigned as a QR-code coordinate
pomnt (al, bl) 1n the x-y coordinate system. The center
position of the QR code QRC2 of the upper parts box
(heremaftter referred to as a second parts box) 22 1s assigned
as a QR-code coordinate point (al, b2) 1n the x-y coordinate
system. In the first camera’s third image 13, QR codes
QRC3, QRC4 of two parts boxes 2 (23, 24) placed one on
top of the other are shown. The center position of the QR
code QRC3 of the lower parts box (hereinafter referred to as
a third parts box) 23 1s assigned as a QR-code coordinate
pomnt (a2, bl) 1n the x-y coordinate system. The center
position of the QR code QRC4 of the upper parts box
(heremafiter referred to as a fourth parts box) 24 1s assigned
as a QR-code coordinate point (a2, b2) in the x-y coordinate
system. In the first camera’s second image 12, QR codes
QRCS, QRC6 of two parts boxes 2 (235, 26) placed one on
top of the other are shown. The center position of the QR
code QRCS5 of the lower parts box (hereinaiter referred to as
a fifth parts box) 25 1s assigned as a QR-code coordinate
pomnt (a3, bl) in the X-y coordinate system. The center
position of the QR code QRC6 of the upper parts box
(hereinafter referred to as a sixth parts box) 26 1s assigned
as a QR-code coordinate point (a3, b2) 1n the x-y coordinate
system. In the other 1images, too, the center positions of the
QR codes QRC are assigned as QR-code coordinate points
(al, b3) to (a3, b8) 1n the x-y coordinate system in the same
manner. Thus, 1n these QR-code coordinate points, the suflix
of a as the x-coordinate represents the number of the QR
code 1n an x-axis direction (the number from a y-axis), and
the sullix of b as the y-coordinate represents the number of
the QR code 1 a y-axis direction (the number from an
x-ax1s). Heremnafter, a general coordinate point of these
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(QR-code coordinate points will be written as (an, bm). In
this case, n 1s an mteger and numbers 1 to 3 are assigned as

n to the QR codes QRC from the left side toward the right

side 1n FIG. 5, and m 1s also an integer and numbers 1 to 8
are assigned as m to the QR codes QRC from the lower side
toward the upper side 1n FIG. 5.

FIG. 6 1s a view showing an image of the entire stack of
loads taken by the camera 45 of the first stack-of-loads
imaging unit 41 and sent from the camera 45. In FIG. 6, a
lower left end of the image 1s taken as an origin O of an X-Y
coordinate system, and coordinate points 1n this X-Y coor-
dinate system (the above-described stack-of-loads coordi-
nate points) are assigned to the center positions of the QR
codes QRC. Here, to distinguish the X-Y coordinate system
from the x-y coordinate system of FIG. 5, the coordinates are
represented by capital X and Y and the origin 1s represented
by capital O.

For example, the center position of the QR code QRC1 of
the first parts box 21 1s assigned as a stack-of-loads coor-
dinate point (Al, B1) in the X-Y coordinate system. The
center position of the QR code QRC2 of the second parts

box 22 1s assigned as a stack-of-loads coordinate point (Al,
B2) 1n the X-Y coordinate system. The center position of the
QR code QRC3 of the third parts box 23 1s assigned as a
stack-of-loads coordinate point (A2, B1) in the X-Y coor-
dinate system. The center position of the QR code QRC4 of
the fourth parts box 24 1s assigned as a stack-of-loads
coordinate point (A2, B2) in the X-Y coordinate system. The
center position of the QR code QRCS of the fifth parts box
25 1s assigned as a stack-of-loads coordinate point (A3, B1)
in the X-Y coordinate system. The center position of the QR
code QRC6 of the sixth parts box 26 1s assigned as a
stack-of-loads coordinate point (A3, B2) 1n the X-Y coor-
dinate system. The center positions of the QR codes QRC of
the other parts boxes 2 are also assigned as stack-of-loads
coordinate points (Al, B3) to (A3, B8) i the X-Y coordi-
nate system in the same manner. Thus, in these stack-oi-
loads coordinate points, the sutlix of A as the X-coordinate
represents the number of the QR code 1n an X-axis direction
(the number from a Y-axis), and the suilix of B as the
Y-coordinate represents the number of the QR code 1n a
Y-axis direction (the number from an X-axis). Hereinafter, a
general coordinate point of these stack-of-loads coordinate
points will be written as (An, Bm). In this case, n 1s an
integer and numbers 1 to 3 are assigned as n to the QR codes
QRC from the left side toward the right side 1n FIG. 6, and
m 1s also an mnteger and numbers 1 to 8 are assigned as m
to the QR codes QRC from the lower side toward the upper
side 1 FIG. 6.

The process of converting a QR-code coordinate point
(an, bm) that 1s the center position of the QR code QRC 1n
the x-y coordinate system (FIG. 5) into a stack-of-loads
coordinate point (An, Bm) that 1s the center position of the
QR code QRC 1n the X-Y coordinate system (FIG. 6) 1s as
tollows: For example, the QR-code coordinate point (al, bl)
in the x-y coordinate system 1s converted into the stack-oi-
loads coordinate pomnt (Al, Bl) in the X-Y coordinate
system. The QR-code coordinate point (a2, bl) in the x-y
coordinate system 1s converted into the stack-of-loads coor-
dinate point (A2, B1) 1n the X-Y coordinate system. Also for
the other coordinate points, the QR-code coordinate point
(an, bm) 1n the x-y coordinate system 1s converted into the
stack-of-loads coordinate point (An, Bm) in the X-Y coor-
dinate system. Thus, either information that the QR code
QRC has been appropriately read or information that the QR
code QRC has not been appropriately read, 1s associated
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with each of the QR-code coordinate point (an, bm) before
conversion and the stack-of-loads coordinate point (An, Bm)
alter conversion.

To convert a QR-code coordinate point 1n the x-y coor-
dinate system into a stack-of-loads coordinate point 1n the
X-Y coordinate system, Formulae (1) and (2) below are
used.

Formula (1) 1s a formula for converting a coordinate point
in the x-axis direction (X-axis direction), and Formula (2) 1s
a formula for converting a coordinate point in the y-axis
direction (Y-axis direction). Formula (1) corresponds to “the
computational formula having the traveling speed of the
transier vehicle as one of parameters” as termed in the
present disclosure.

An=an-kl+p-k2+v-t(Np)-k2/S (1)

Bm=bm-kl +qk2+H(M=1)k2/S (2)

Here, symbol An 1s the X-coordinate of the stack-of-loads
coordinate point aiter conversion and the number of pixels
from the origin O, and symbol an is the x-coordinate of the
QR-code coordinate point before conversion and the number
of pixels from the origin o. Symbol p 1s an origin offset
amount (an origin offset amount for conversion of the
coordinate point) in the X-axis direction in the X-Y coor-
dinate system, and the unit 1s pixel. Symbol v 1s the speed
(traveling speed) of the forklift 10 and the unit 1s mm/sec.
Symbol t 1s an 1imaging interval (1imaging time interval) and
the unit 1s second. Symbol Np 1s a variable corresponding to
the number of times of 1imaging, and becomes (Nmax-N)
when the surface (the side surface of the stack of loads)
located on the near side in FIG. 1 1s the object (when the
surface 1maged by the camera 45 of the first stack-of-loads
imaging unit 41 1s the object). Symbol N 1s the number 1n
order of 1maging, and Nmax 1s the maximum value (four 1n
this embodiment). Symbol N becomes (N-1) when the
surface (the side surface of the stack of loads) located on the
far side 1n FIG. 1 1s the object (when the surface imaged by
the camera 46 of the second stack-of-loads 1maging unit 42
1s the object). Symbol S 1s the length of one pixel at the
depth of imaging (the actual length of an object appearing 1n
one pixel, with the umit mm/pixel). Symbol Bm 1s the
Y-coordinate of the stack-of-loads coordinate point after
conversion and the number of pixels from the origin O.
Symbol bm 1s the y-coordinate of the QR-code coordinate
point before conversion and the number of pixels from the
origin 0. Symbol g 1s an origin oflset amount in the Y-axis
direction 1n the X-Y coordinate system (an origin oilset
amount for conversion of the coordinate point), and the unit
1s pixel. Symbol H 1s a mounting pitch of the cameras 35q
to 354 and the unit 1s mm. Symbol M 1s a camera number.
(The cameras 334 to 354 are numbered from bottom to top).
Symbols k1 and k2 are conversion coellicients according to
the position of passage of the forklift 10 (the position of
passage 1n the horizontal direction orthogonal to the exten-
sion direction of the travel path F1; correlated with the
distance between the label La and the cameras 35a to 354d),
with k1 being a conversion coeflicient relating to the X-y
coordinate system (imaging by the first QR-code 1maging
unit 31) and k2 being a conversion coetlicient relating to the
X-Y coordinate system (1maging by the first stack-of-loads
imaging unit 41).

Symbols p, g, t, Np, H, and M in Formulae (1) and (2) are
preset or premeasured values, and are determined according
to the specifications or control of the cameras 35a to 35d, 45,

46.
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To obtain the stack-of-loads coordinate point (An, Bm) by
the above Formulae (1) and (2), 1t 1s necessary to calculate
the speed v of the forklift 10 and the conversion coeflicients
k1, k2. How to calculate these values will be described
below.

Calculation of Speed of Forkliit

The speed v of the forklitt 10 1s calculated as follows.

When the forklift 10 passes through the label reading area
A as shown 1 FIG. 7, first, the forklift 10 passes through the
front side of the first distance sensor 71 (retlects light from
the first distance sensor 71), and after a predetermined time,
passes through the front side of the second distance sensor
72 (reflects light from the second distance sensor 72).

FIG. 8 1s graphs showing forklift detecting timings of the
respective distance sensors 71, 72. In FIG. 8, a passage
detection signal 1s output from the first distance sensor 71
(the output changes from OFF to ON) at a timing T1. In
other words, the forklift 10 starts to pass through the front
side of the first distance sensor 71 at the timing T1. A
passage detection signal 1s output from the second distance
sensor 72 (the output changes from OFF to ON) at a timing
12. In other words, the forklift 10 starts to pass through the
front side of the second distance sensor 72 at the timing 12.
The time gap between these timings 1s 1. When the dimen-
sion of 1terval (pitch) between the first distance sensor 71
and the second distance sensor 72 1s D [mm], the speed v
[mm/sec] of the forklift 10 can be calculated by the follow-
ing Formula (3). The dimension of interval D 1s a predeter-
mined value.

y=D/T (3)

Calculation of Conversion Coeflicient

The conversion coetlicients are calculated as follows.

In this embodiment, the depth 1s zero when the forkliit 10
travels on the travel path F1 at a center position in the
horizontal direction orthogonal to the extension direction of
the travel path F1 (see FIG. 7). In this embodiment, the depth
has a negative value when the forklift 10 passes through a
position closer to the first QR-code imaging unit 31 (a
position closer to the first QR-code imaging unit 31 relative
to the center position), and the depth has a positive value
when the forklift 10 passes through a position closer to the
second (QR-code 1maging umt 32 (a position closer to the
second (QR-code mmaging unit 32 relative to the center
position).

Specifically, when the cameras 335a to 35d of the first
QR-code imaging unit 31 take images, the object appears
larger 1n the 1mage taken as the position of the passage of the
torklift 10 1s closer to the first QR-code imaging umt 31 (as
the absolute value of the depth that 1s a negative value 1s
larger). Thus, the actual length 1n one pixel of the 1image (the
actual length of the object appearing in one pixel) 1s shorter.
Conversely, the object appears smaller 1n the 1mage taken as
the position of passage of the forklift 10 1s farther away from
the first QR-code imaging unit 31 (as the absolute value of
the depth that 1s a positive value 1s larger). Thus, the actual
length 1n one pixel of the image 1s longer. With these
properties taken into account, the conversion coeflicient k 1s
calculated by the following Formula (4):

f=5/50 (4)

Here, symbol S 1s the length of one pixel at the depth of
imaging and the unit 1s mm/pixel as described above.
Symbol SO 1s the length of one pixel [mm/pixel] when the
depth 1s zero. According to Formula (4), when the forkliit 10
travels on the travel path F1 at the center position 1n the
horizontal direction orthogonal to the extension direction of
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the travel path F1, the length of one pixel S at the depth of
imaging and the length SO of one pixel when the depth is
zero become equal to each other, yielding a conversion
coeflicient k of 1. The length of one pixel S at the depth of
imaging can be obtaimned from a predetermined computa-
tional formula or a map based on the imaging distance
obtained by the distance sensors 71, 72.

When the forklift 10 passes through a position closer to

the first QR-code imaging unit 31, the depth has a negative
value, and the length of one pixel S at the depth of 1maging
becomes smaller than the length of one pixel SO when the
depth 1s zero, vielding a conversion coeflicient k that 1s
smaller than 1. The conversion coeflicient k 1n this case
becomes smaller as the absolute value of the depth becomes
larger (as the traveling position of the forklift 10 becomes
closer to the first QR-code imaging unit 31). Conversely,
when the forklift 10 passes through a position closer to the
second QR-code imaging unmit 32 (when the forklift 10
passes through a position farther away from the first QR-
code imaging unit 31), the depth has a positive value, and the
length of one pixel S at the depth of imaging becomes longer
than the length of one pixel SO when the depth 1s zero,
yielding a conversion coethicient k that 1s larger than 1. The
conversion coellicient k 1n this case becomes larger as the
absolute value of the depth becomes larger (as the traveling
position of the forklift 10 becomes farther away from the
first QR-code 1maging unit 31).
The origin offset amounts p, g i the above Formulae (1)
and (2) are the origin oflset amounts when the depth 1s zero,
and are preset values. Thus, when the depth 1s zero, the
second term on the right side of Formula (1) 1s p, and the
second term on the right side of Formula (2) 1s q.

In this way, the speed v of the forklift 10 and the
conversion coellicient k according to the depth (the conver-
s1on coetlicient k1 relating to the x-y coordinate system and
the conversion coeflicient k2 relating to the X-Y coordinate
system) are obtained. These values are applied to the above
Formulae (1) and (2) to calculate the stack-of-loads coordi-
nate point (An, Bm) in the X-Y coordinate system converted
from the (QR-code coordinate point (an, bm) in the x-y
coordinate system. Thus, as described above, either infor-
mation that the QR code QRC has been appropriately read
or information that the QR code QRC has not been appro-
priately read, 1s associated with each of the QR-code coor-
dinate point (an, bm) before conversion and the stack-oi-
loads coordinate point (An, Bm) after conversion. For each
QR-code coordinate point (an, bm), 1t has been determined
whether or not the QR code QRC located at that QR-code
coordinate point (an, bm) has been appropriately read.
Therefore, by converting each (QR-code coordinate point
(an, bm) 1nto the stack-of-loads coordinate point (An, Bm),
it 1s possible to i1dentily, 1n the 1image of the entire stack of
loads, the coordinate points of those QR codes QRC that
have been appropriately read and the coordinate points of
those QR codes QRC that have not been appropriately read,
and then to create an unreadable label i1dentifying image 1n
which information on the coordinate points of those QR
codes QRC that have been appropnately read (circles 1n this
embodiment) 1s displayed over the image of the entire stack
of loads. Thus, an unreadable label identifying image 1n
which the coordinate points of those QR codes QRC that
have been appropriately read and the coordinate points of
those QR codes QRC that have not been appropriately read
are displayed in diflerent forms of display, 1s created, and
this unreadable label 1dentifying image 1s displayed on the
monitor device 9.
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Next, the procedure of the unreadable label 1dentification
process performed by the label reading system 1 configured
as has been described above will be described with reference
to the flowchart of FIG. 9.

First, as shown in FIG. 1, a driver drives the forklift 10 so
as to travel on the travel path F1, with the skids Sk, Sk
placed on the forkliit 10 and transferred. In this embodi-
ment, the driver transfers the skids Sk, Sk toward the label
reading area A by moving the forklift 10 backward on the
travel path F1.

When the forklift 10 passes through the installation posi-
tion of the passage sensor 6 (the front side of the passage
sensor 6) on the travel path F1, the passage sensor 6 detects
the passage of the forkliit 10. (In the flowchart of FIG. 9, the
label reading system 1 determines “Yes” in step ST1.)
Accordingly, the 1maging control device 5 receives a pas-
sage detection signal from the passage sensor 6.

Upon receiving the passage detection signal, the imaging
control device 5 sends an activation command signal to each
of the imaging units 31, 32, 41, 42. Upon receiving the
activation command signal, the imaging units 31, 32, 41, 42
start imaging by the cameras 33a to 354, 36a to 364, 45, 46
(step ST2). Specifically, the cameras 35a to 35d, 36a to 36d
of the QR-code imaging units 31, 32 image the QR codes
QRC, QRC, . . . 1 the labels La, La, . . . attached to the
respective parts boxes 2, 2, . . . on the skids Sk, Sk (see FIG.
4 and FIG. 5 for the images taken). The cameras 45, 46 of
the stack-of-loads 1imaging units 41, 42 1image the entire
skids Sk, Sk (see FIG. 6 for the images taken). Information
on these 1images taken 1s sent to the information processing
terminal 8.

The information processing terminal 8 acquires the QR-
code coordinate points based on the iformation on the
images recerved from the cameras 35a to 35d, 36a to 364 of
the QR-code imaging units 31, 32 (step ST3). The informa-
tion processing terminal 8 calculates the speed v of the
torklift 10 based on the passage detection signals received
from the distance sensors 71, 72, and acquires the 1maging
distance (the distance from the labels La to the cameras 35a
to 35d, 36a to 36d) (step ST4).

The information processing terminal 8 calculates coordi-
nate conversion parameters (the above-described values ki,
k2,p, q,t, Np, H, M, and S) used in the above Formulae (1)
and (2) (step ST5).

Thereafter, the mmformation processing terminal 8 con-
verts the QR-code coordinate points 1n the x-y coordinate
system 1nto the stack-of-loads coordinate points 1n the X-Y
coordinate system by using the above Formulae (1) and (2)
(step ST6). Thus, the stack-oi-loads coordinate points (An,
Bm) are calculated from the QR-code coordinate points (an,
bm). Specifically, for each QR-code coordinate point (an,
bm), 1t has been determined whether or not the QR code
QRC located at that QR-code coordinate point (an, bm) has
been appropriately read. Therefore, by converting each
(QR-code coordinate point (an, bm) into the stack-of-loads
coordinate point (An, Bm), 1t 1s possible to 1dentify, in the
image of the entire stack of loads, the coordinate points of
those QR codes QRC that have been appropriately read and
the coordinate points of those QR codes QRC that have not
been appropriately read.

Thereafter, the information processing terminal 8 creates
an unrcadable label i1dentifying image that allows one to
identify, for each coordinate point of the QR code QRC after
conversion (stack-of-loads coordinate point (An, Bm)),
whether the QR code QRC corresponding to that coordinate
point has been appropriately read or has not been appropri-

ately read (step ST7). FIG. 10 shows this unreadable label
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identifving i1mage. In this unreadable label identifying
image, circles are displayed over the labels La of which the
QR codes QRC have been appropriately read, while no
circles are displayed over the labels La of which the QR
codes QRC have not been appropriately read. In FIG. 10, no
circles are displayed over the parts box (fourth parts box) 24
at the center 1n the second row from below and a parts box
2A at a right end of the second row from above, and these
parts boxes 24, 2A are parts boxes of which the QR codes
QRC have not been appropriately read.

Then, the information processing terminal 8 sends infor-
mation on this unreadable label i1dentifying image to the
monitor device 9, and causes the monitor device 9 to display
this unreadable label 1dentitying image (step ST8).

By wvisually checking the unreadable label identifying
image, a worker can learn the number and the positions of
the parts boxes 2 of which the QR codes QRC have not been

approprately read.

ffects of Embodiment

[T

As has been described above, 1n this embodiment, based
on information on a plurality of images taken by the cameras
35a to 33d, 36a to 36d of the QR-code imaging device 3,
either information that the information of the labels La,
La, . . . (the imformation of the QR codes QRC,
QRC, . .. ) has been appropriately acquired or information
that the information of the labels La, La, . . . has not been
approprately read 1s assigned to each of the parts boxes 2,
2, . . . placed on the forklift 10, and then the information
assigned to each of the parts boxes 2, 2, .. . 1s displayed over
a corresponding one of the parts boxes 2, 2, . . . in an 1image
showing the parts boxes 2, 2, . . . . By visually checking the
image showing the parts boxes 2, 2, . . . (unreadable label
identifying 1mage), a worker can easily recognize the parts
boxes 2, 2, . . . of which the information of the labels La,
La, . . . has not been appropriately acquired.

When there are parts boxes 2, 2, . . . of which the
information of the labels La, La, . . . has not been appro-
priately acquired, for example, the worker performs an
operation of manually reading the labels of these parts boxes
2,2, ....

In this embodiment, the label reading system 1 1s
equipped with the QR-code imaging device 3 and the
stack-of-loads 1maging device 4, and can easily acquire an
image showing the parts boxes 2, 2, . . . by the cameras 45,
46 of the stack-of-loads 1maging device 4 while being able
to read each of the labels La, La, . . . with high precision by
the cameras 335a to 354, 36a to 364 of the QR-code 1imaging
device 3. Thus, the means for reading the labels La,
La, . . . and acquiring the information of the labels La,
La, . .. and the means for acquiring an 1image showing the
parts boxes 2, 2, . . . are separately provided (the functions

are divided between the imaging devices 3, 4), which can
enhance the usefulness of the label reading system 1.

Second Embodiment

Next, a second embodiment will be described. In this
embodiment, how to calculate the speed v of the forkliit 10
and the length of one pixel S at the depth of imaging
(heremaiter also referred to simply as the length of one
pixel) 1s diflerent from that in the first embodiment. As the
other configurations and processes (unreadable label 1den-
tification process etc.) are the same as 1n the first embodi-
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ment, only how to calculate the speed v of the forklift 10 and
the length of one pixel S at the depth of imaging will be
described here.

Calculation of Speed of Forklift

The speed v of the forklift 10 in this embodiment 1s
calculated as follows.

FIG. 11 1s a view showing, in order ol imaging, images
taken by one camera of the QR-code imaging unit (e.g., the
first camera 335a of the first QR-code imaging unit 31) in this
embodiment. In FIG. 11, the images taken by the first
camera 35q are arranged in order of 1maging (from leit to
right 1n order of imaging time). Specifically, the 1image on
the left side 1s an N-th image taken by the first camera 354
(taken at the N-th time); the image at the center 1s an
(N+1)-th image taken by the first camera 35a (taken at the
(N+1)-th time); and the image on the rnight side 1s an
(N+0o)-th 1image taken by the first camera 35a (taken at the
(N+o)-th time). The timing of imaging of the (N+1)-th
image 1s t seconds after the timing of 1maging of the N-th
image, and the timing of 1imaging of the (N+c.)-th 1mage 1s
txo seconds after the timing of 1maging of the N-th image.
FIG. 12 1s a view showing the N-th image (taken at the N-th
time) and the (N+a.)-th image (taken at the (N+o)-th time)
in order of imaging, alongside each other. As shown 1n FIG.
12, a comparison between these images shows that the same
QR code QRC has moved an amount L [pixel].

When 1mages showing a relative movement of the same
QR code QRC at predetermined time intervals (t-second
intervals) are thus acquired, the speed v [mm/sec] of the
forklift 10 can be calculated by the following Formula (3):

y=L-S/t-a (5)

Here, symbol L 1s an amount of movement from the position
of the QR code QRC 1n the image taken at the N-th time to
the position of the QR code QRC 1n the image taken at the
(N+o)-th time, and the umt 1s pixel. As described above,
symbol S 1s the length of one pixel at the depth of 1maging
and the unit 1s mm/pixel.

Calculation of Length of One Pixel at Depth of Imaging

The length of one pixel S at the depth of 1maging 1n this
embodiment 1s calculated as follows.

The length of one pixel S [mm/pixel] 1s calculated by
Formula (6) below by using the length Q [mm] of one side
of the QR code QRC, and the number of pixels Pn [pixel] per
side of the QR code QRC obtained by image processing.

S=0/Pn (6)

The relation between the length of one pixel S and the
number of pixels Pn per side of the QR code QRC 1n this
case 1s as shown 1n FIG. 13. Thus, it 1s also possible to make
a map out of FIG. 13 and store the map 1n the ROM of the
information processing terminal 8 so as to be able to obtain
the length of one pixel S by referrmg to this map.

In this embodiment, the conversion coellicient k 1s cal-
culated by applying the length of one pixel S obtained as
described above to the above Formula (4), and the speed v
of the forklift 10 calculated as described above 1s used. Thus,
the QR-code coordinate point (an, bm) 1n the x-y coordinate
system 1s converted into the stack-of-loads coordinate point

(An, Bm) 1n the X-Y coordinate by the above Formulae (1)
and (2).

Third E

Embodiment

Next, a third embodiment will be described. Also 1n this
embodiment, how to calculate the length of one pixel S at the
depth of imaging and the speed v of the forklift 10 1s
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different from that in the first embodiment. As the other
configurations and processes (unreadable label 1dentification
process etc.) are the same as in the first embodiment, only
how to calculate the length of one pixel S at the depth of
imaging and the speed v of the forklift 10 will be described
here. In this embodiment, the length of one pixel S at the
depth of 1imaging 1s calculated without using the distance
sensors 71, 72.

In the following, a case will be described where the length
of one pixel S at the depth of imaging and the speed v of the
forklift 10 are calculated based on an image taken of the
forklift 10 from the far side in FIG. 1 (based on an image
taken by the first camera 36a of the second QR-code
imaging unmt 32).

Calculation of Length of One Pixel at Depth of Imaging

The length of one pixel S at the depth of imaging 1n this
embodiment 1s calculated as follows.

First, as shown 1n FIG. 14, QR codes Q1, Q2, Q3 are
attached to three positions on a side surface of the forkliit 10.
These QR codes Q1, Q2, Q3 are referred to as a first QR
code Q1, a second QR code 2, and a third QR code Q3
from a rear side of the forklift 10 ({from the side farther away
from the skid Sk). The dimension of interval (pitch) between
the first QR code Q1 and the second QR code Q2 1n the
horizontal direction (a front-rear direction of the forklift 10)
1s L1 [mm], and the dimension of interval between the
second QR code Q2 and the third QR code Q3 1in the
horizontal direction (the front-rear direction of the forklift
10) 1s L2 [mm]. The latter dimension of interval L2 1s set to
be larger than the former dimension of interval L1 by a
predetermined dimension. Height positions at which the QR
codes Q1, Q2, Q3 are attached are set to such positions that
the QR codes Q1, Q2, Q3 can be imaged by the same camera
(e.g., the first camera 36a) (positions mside the imaging field
of view of the first camera 36qa 1n the vertical direction).

As shown i FIG. 15, the camera (e.g., the first camera
35a) of the QR-code imaging unit (e.g., the first QR-code
imaging unit 31) takes an 1image at a timing when both the
first QR code Q1 and the second QR code Q2 can be imaged.
In other words, an 1mage 1s taken at a timing when the first
QR code Q1 and the second QR code Q2 are located 1nside
the same 1maging field of view.

Then, the length of one pixel S 1s calculated by the
following Formula (7):

S=L1/pl (7)

Here, symbol pl 1s the number of pixels between the center
position of the first QR code Q1 and the center position of
the second QR code Q2 in the image taken.

Calculation of Speed of Forkliit

The speed v of the forklift 10 1n thus embodiment 1s
calculated as follows.

FIG. 16 A and FIG. 16B are views illustrating how to
calculate the speed v of the forklift 10 1n this embodiment.
FIG. 16A shows an image that 1s the same as 1n FIG. 15, 1.e.,
an 1mage taken at a timing when the first QR code Q1 and
the second QR code Q2 are located inside the same 1imaging
field of view. (In FIG. 16 A, the position of the third QR code
Q3 located outside the 1mage 1s indicated by the dashed
line.) This 1image 1s an 1mage taken at the N-th time.

FIG. 16B i1s an image taken at a timing when the third QR
code Q3 can be imaged. (In FIG. 16B, the positions of the
first QR code Q1 and the second QR code Q2 located outside
the 1image are indicated by the dashed lines). This image 1s
an 1mage taken at the (N+a)-th time.

When a lower left end of the image shown 1n FIG. 16A

1s taken as the origin o of the x-y coordinate system, and the
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x-coordinate of the first QR code Q1 1s x1 [pixel] and the
x-coordinate of the third QR code Q3 1s x3, there 1s a relation
expressed by Formula (8) below between these coordinates
and the length of one pixel S. Symbol x3 1n Formula (8) 1s
the distance [mm] of the center position of the third QR code
Q3 from the origin o 1n a direction along the x-axis direction.
The x-coordinate x1 (coordinate value) 1s obtained as the

coordinate point of the center position of the first QR code
Q1 based on image information output from the camera
(e.g., the first camera 36a) of the QR-code 1maging unit
(e.g., the second QR-code 1maging unit 32).

x3=x1-S+L1+L2 (8)

In the image shown in FIG. 16B, when the x-coordinate of
the third QR code Q3 1s x3' [pixel], there 1s a relation
expressed by the following Formula (9) among each coor-

dinate, the amount of travel L [mm] of the forklift 10, and
the length of one pixel S:

L=x3-x3"S=S(x1-x3")S+L 1+L2 (9)

The speed v [mm/sec] of the forklitt 10 can be calculated
from the amount of travel L and the time t-¢. taken to make

that amount of travel L, and therefore can be calculated by
the following Formula (10):

v=L/ta={S(x1-x3")+L1+L2}/t-c (10)

In this embodiment, the conversion coeflicient k 1s calcu-
lated by applying the length of one pixel S obtained as
described above to the above Formula (4), and the speed v
of the forklitt 10 calculated as described above 1s used. The
conversion coellicient k and the speed v of the forkliit 10 are
applied to the above Formulae (1) and (2) to thereby convert
the QR-code coordinate point (an, bm) 1n the x-y coordinate
system 1nto the stack-of-loads coordinate point (An, Bm) 1n
the X-Y coordinate system.

Fourth Embodiment

Next, a fourth embodiment will be described. In this
embodiment, 1mages taken by the QR-code imaging units
31, 32 are combined to create an unreadable label 1dentity-
ing 1image without requiring the above-described coordinate
point conversion process.

To combine (join together) images, 1t 1s necessary to
adjust the position of joining together the 1mages according
to the speed v of the forklift 10 and the 1imaging distance.
Therefore, an x-y coordinate point (xN, yN) of a position at
which attaching of an N-th image (N-th image from the
origin o) 1s started when i1mages are sequentially joined
together 1s calculated by the following Formulae (11) and

(12):

xN[pxel|=(Np)v-t/S (11)

yN[pixel|=(M-1)-H/S (12)

As described above, when the surface located on the near
side 1n FIG. 1 1s the object, Np becomes (Nmax-N), and
when the surface located on the far side in FIG. 1 1s the
object, Np becomes (N-1). Symbol M 1s the camera number
(the cameras 35a to 354 are numbered from bottom to top).
The unit of the x-y coordinate point (XN, yN) obtained by
Formulae (11) and (12) 1s pixel. Thus, it 1s possible to create
an 1mage that does not contain duplicate labels La by
combining (joining together) images (1mages taken by the
cameras 35a to 35d), with the x-y coordinate points obtained
by Formulae (11) and (12) defined as the positions (e.g., the
positions of left ends of the images) at which attaching of the
respective 1mages 1s started.

10

15

20

25

30

35

40

45

50

55

60

65

22

FIG. 17 1s a view showing an unreadable label identifying
image obtained by this process. The dashed lines 1n FIG. 17

represent outer edges ol the images, and the length of
overlap between adjacent images 1s adjusted according to
the x-y coordinate points calculated by the above Formulae
(11) and (12).

This 1mage processing corresponds to the process
described 1n the present disclosure as follows “performing
an 1mage combimng process of combining a plurality of
images taken by the label imaging devices into an 1mage 1n
which the same labels are superimposed on each other such
that the 1mage does not contain duplicate labels, and then
display information on each of the loads to which either the
information that the label information has been appropri-
ately acquired or the information that the label information
has not been appropriately acquired 1s assigned, over a
corresponding load in the created image.”

This embodiment can eliminate the need for the above-
described coordinate point conversion process, and can
thereby simplily the process for creating an unreadable label
identifying image.

Fifth Embodiment

Next, a fifth embodiment will be described. In the above
embodiments, circles are displayed in an unreadable label
identifving image over the labels La of which the QR codes
QRC have been appropriately read, while no circles are
displayed over the labels La of which the QR codes QRC
have not been appropriately read.

Actions from reading the QR code QRC to cross-checking
(against the order information) specifically include: an
action of detecting that there 1s a QR code QRC based on
information from a camera (hereinafter referred to as QR-
code detection); an action of reading the information written
in the QR code QRC (hereinafter referred to as QR-code
recognition); and an action of cross-checking the informa-
tion obtained by reading the QR code QRC against the order
information (hereinafter referred to as cross-checking). In
the above embodiments, circles are displayed 1n an unread-
able label 1dentitying image over those QR code QRC for
which all of these QR-code detection, QR-code recognition,
and cross-checking have been appropriately performed (for
which the presence of the QR code QRC has been detected,
the information written 1n the QR code QRC has been read,
and the information has matched the order information).

In this embodiment, 1nstead, distinction 1s made between
a case where both QR-code detection and (QR-code recog-
nition have been performed (the presence of the QR code
QRC has been detected and the information written in the
QR code has been read) but cross-checking has not been
appropriate (the information read from the QR code has not
matched the order information), and a case where QR-code
detection has not been performed (the presence of the QR
code QRC has not been detected), and different forms of
display are used for these cases 1 an unreadable label
identifying 1mage.

Examples of the case where “the information read from
the QR code has not matched the order information™ here
include a case where the wrong parts have been delivered
and a case where mformation different from the correct
information has been acquired due to the QR code QRC
being unclean eftc.

In this embodiment, when all of QR-code detection,
QR-code recognition, and cross-checking have been appro-
priately performed, circles are displayed over an unreadable
label 1dentifying image as in the above embodiments.
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On the other hand, when both QR-code detection and
QR-code recognition have been performed but cross-check-

ing has not been appropriate, crosses are displayed over an
unreadable label identifying image. When QR-code recog-
nition has been performed, the presence of the QR code
QRC 1s guaranteed while 1t becomes certain that cross-
checking has failed to be appropnately performed. The
purpose of this display i1s therefore to let a worker know that
there 1s some problem (such as the wrong parts having been
delivered or the QR code QRC being unclean).

When QR-code detection has not been performed, no
information to that eflect 1s displayed 1n an unreadable label
identifyving 1image (no marks are displayed). This 1s because
QR-code detection has not been performed 1n the first place
(even the presence or absence of the QR code QRC has not
been detected) and information about whether or not the QR
code has been successiully read is not available, either.

Thus, this embodiment allows one to easily recogmize the
state of reading of the QR code QRC and cross-checking by
visually checking the unreadable label identifying image.

Other Embodiments

The present disclosure 1s not limited to the above embodi-
ments, and any modifications or applications of the disclo-
sure within the scope of claims and a scope equivalent to the
scope of claims are possible.

For example, the above embodiments have been
described as to the case where the present disclosure 1s
applied as a system that reads the QR codes QRC,
QRC, .. . 1n the labels La, La, . . . attached to the delivered
parts boxes 2, 2, . . . 1n an automobile production factory.
The present disclosure 1s not limited to this example but may
also be used as a label reading system used 1n a factory other
than an automobile production factory. The information
presenting portion of the label La 1s not limited to a QR code
but may also be a barcode.

In the above embodiments, the label reading system 1 that
reads the labels La, La 1n the case where two parts boxes 2,
2 are placed side by side 1n the horizontal direction orthogo-
nal to the traveling direction of the forklift 10 has been
described as an example. Specifically, the two QR-code
imaging units 31, 32 and the two stack-oi-loads 1maging
units 41, 42 are installed in the label reading system 1. The
present disclosure 1s not limited to this example but can also
be applied to a label reading system that reads labels 1n a
case where one parts box 1s placed in the horizontal direction
orthogonal to the traveling direction of the forklift 10. In this
case, the QR-code 1maging unit and the stack-of-loads
imaging unit are installed only on a side where the label 1s
attached.

In the above embodiments, the QR-code imaging units 31,
32 and the stack-oi-loads imaging units 41, 42 take images
from the horizontal direction to read the labels La attached
to the side surfaces of the parts boxes 2. The present
disclosure 1s not limited to this example, and a QR-code
imaging unit and a stack-of-loads imaging unit that image
labels from the upper side may be provided to read the labels
La applied to upper surfaces of the parts boxes 2. In this
case, an 1mage showing a plan view of the stack of loads 1s
also created as an unreadable label identilying 1image.

In the above embodiments, the passage sensor 6 and the
distance sensors 71, 72 each have the light projector-receiver
provided on one side of the travel path F1. The present
disclosure 1s not limited to this example, and a light pro-
jector and a light receiver may be disposed respectively on
one side and the other side of the travel path F1.
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In the above embodiments, the case where the skids Sk,
Sk are transferred by the forklift 10 has been described as an
example. The present disclosure 1s not limited to this
example but can also be applied to a case where skids are
transierred by a conveyor belt. In the case where skids are
transierred by a conveyor belt, the transfer speed 1s constant
(ixed speed) and the imaging distance 1s also constant (fixed
imaging distance). Therefore, the speed v and the length of
one pixel S can be set as 1nitial parameters, and the need for
calculating the coordinate conversion parameters by using
the distance sensors 71, 72 or performing 1mage processing
can be eliminated.

The present disclosure 1s applicable to a label reading
system that reads QR codes 1n labels attached to parts boxes
being transierred by a forkliit.

What 1s claimed 1s:

1. A label reading system in which labels respectively
attached to those surfaces of a plurality of loads placed on
a transier vehicle that extend in a direction along a traveling
direction of the transier vehicle are read as the transfer
vehicle passes through a label reading area, the label reading,
system comprising:

a group of label 1imaging devices that i1s 1nstalled 1n the
label reading area, that includes a plurality of label
imaging devices each configured to 1image some of the
labels attached to the respective loads, and that 1s
configured to be able to 1image all the labels of the loads
when the loads have passed through the label reading
area;

a stack-of-loads imaging device that images a plurality of
loads placed on the transfer vehicle as one 1mage; and

a label information mtegrating and displaying device that,
based on mformation on a plurality of 1images taken by
the label imaging devices of the group of label imaging
devices, assigns either information that label informa-
tion has been appropriately acquired or information that
the label information has not been appropnately
acquired to each of the loads placed on the transfer
vehicle, and then displays the information assigned to
cach of the loads over a corresponding load 1n an 1mage
showing the loads,

wherein the label information integrating and displaying
device 1s configured to display information on each of
the loads to which either the information that the label
information has been appropriately acquired or the
information that the label imformation has not been
appropriately acquired 1s assigned, over a correspond-
ing load 1n an 1image showing the loads taken by the
stack-of-loads 1maging device, by performing a coor-
dinate point conversion process that involves arranging
images of the loads taken by the label imaging devices
of the group of label imaging devices in a coordinate
system, and converting a coordinate point of an infor-
mation presenting portion of the label of each of the
loads 1nto a coordinate point of the information pre-
senting portion of the label of the load in an 1mage
showing the loads taken by the stack-of-loads 1imaging
device.

2. The label reading system according to claim 1, wherein:

a plurality of loads 1s placed on the transfer vehicle 1n a
direction along the traveling direction of the transfer
vehicle, and the label imaging device sequentially
images the labels attached to the respective loads as the
transier vehicle travels and the loads sequentially move
into an 1maging range of the label imaging device; and

in the coordinate point conversion process, a computa-
tional formula having a traveling speed of the transier
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vehicle as one of parameters 1s used to convert the
coordinate point of the information presenting portion
of the label of each of the loads imaged by the label
imaging device into the coordinate point of the infor-
mation presenting portion of the label of the load 1n an
image showing the loads taken by the stack-of-loads
imaging device.

3. The label reading system according to claim 1, wherein
the label imaging devices of the group of label imaging
devices are disposed along a vertical direction, with each of
the label imaging devices having a different imaging field of
view 1n the vertical direction, and are configured such that
a label imaging device located at a lowest position images at
least a label attached to a load 1n a bottom tier of a plurality
ol loads stacked 1n tiers while a label imaging device located
at a highest position 1mages at least a label attached to a load
in a top tier of the loads stacked 1n tiers.

4. A label reading system in which labels respectively
attached to those surfaces of a plurality of loads placed on
a transier vehicle that extend in a direction along a traveling
direction of the transfer vehicle are read as the transfer
vehicle passes through a label reading area, the label reading,
system comprising:

a group ol label imaging devices that 1s installed in the
label reading area, that includes a plurality of label
imaging devices each configured to 1mage some of the
labels attached to the respective loads, and that 1s
configured to be able to 1image all the labels of the loads
when the loads have passed through the label reading
area; and

a label information integrating and displaying device that,
based on information on a plurality of 1images taken by
the label imaging devices of the group of label imaging
devices, assigns either information that label informa-
tion has been appropriately acquired or information that
the label information has not been appropriately
acquired to each of the loads placed on the transfer
vehicle, and then displays the information assigned to
cach of the loads over a corresponding load 1n an 1mage
showing the loads,
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wherein the label information integrating and displaying
device 1s configured to create an image showing a
plurality of loads by performing an image combining
process of combining a plurality of images taken by the
label 1maging devices of the group of label 1maging
devices into an image in which the same labels are
superimposed on each other such that the image does
not contain duplicate labels, and then display informa-
tion on each of the loads to which either the information
that the label information has been appropnately
acquired or the mformation that the label information
has not been appropriately acquired 1s assigned, over a
corresponding load in the created 1mage.

5. The label reading system according to claim 4, wherein:

the plurality of loads 1s placed on the transfer vehicle 1n

a direction along the traveling direction of the transfer
vehicle, and the label imaging device sequentially
images the labels attached to the respective loads as the
transier vehicle travels and the loads sequentially move
into an 1maging range of the label imaging device; and
in a coordinate point conversion process, a computational
formula having a traveling speed of the transfer vehicle
as one of parameters 1s used to convert a coordinate
point of the information presenting portion of the label
of each of the loads 1maged by the label imaging device
into the coordinate point of the information presenting
portion of the label of the load 1n an 1image showing the
loads taken by the stack-of-loads 1maging device.

6. The label reading system according to claim 4, wherein
the label imaging devices of the group of label 1imaging
devices are disposed along a vertical direction, with each of
the label 1maging devices having a different imaging field of
view 1n the vertical direction, and are configured such that
a label 1imaging device located at a lowest position 1images at
least a label attached to a load in a bottom tier of a plurality
of loads stacked 1n tiers while a label imaging device located
at a highest position images at least a label attached to a load
in a top tier of the loads stacked 1n tiers.

¥ o # ¥ ¥



	Front Page
	Drawings
	Specification
	Claims

