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1302
1500 SEND TO CLIENT DEVICE CONTACT INFORMATION
FOR CANDIDATE CLUSTERS
RECEIVE FROM CLIENT DEVICE RESPECTIVE 1304
MEASURE OF REACHABILITY TO EACH CANDIDATE CLUSTER
1306
RECEIVE FROM CLIENT DEVICE REQUEST TO JOIN
COMMUNICATION SESSION
RESPONSIVE TO REQUEST, DETERMINE BEST CLUSTER | 1306

AMONG CANDIDATE CLUSTERS BASED ON MEASURES
OF REACHABILITY

SELECT MEDIA NODE IN BEST CLUSTER: IF MEDIANODE | 1310
IN BEST CLUSTER ALREADY CONNECTED TO ANOTHER
CLIENT DEVICE, SELECT THAT MEDIA NODE; OTHERWISE
LOAD BALANGE ACROSS AVAILABLE MEDIA NODES IN BEST
CLUSTER AND SELECT MEDIA NODE BASED ON RESULTS OF
LOAD BALANCING

SEND TO CLIENT DEVICE CONTACT INFORMATIONFOR | 1312
SELECTED MEDIA NODE TO ENABLE
THE CLIENT DEVICE TO CONNECT TO SELECTED MEDIA
NODE FOR COMMUNICATION SESSION

FIG.13
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CONFERENCE SESSION ACCESS USING
REACHABILITY INFORMATION FOR
DISTRIBUTED CLUSTERS OF MEDIA

NODES

TECHNICAL FIELD

The present disclosure relates to conference sessions in
cloud-based conference systems.

BACKGROUND

Software-as-a-Service (SaaS) cloud-based conference
services enable business-to-business and business-to-con-
sumer conferencing but can incur relatively high wide area
network costs, latency penalties, and possible quality deg-
radation. When building a conferencing service for SaaS
delivery, 1t 1s advantageous to deploy media nodes, which
perform audio and video switching, mixing, transcoding and
other related real-time operations, across a multiplicity of
geographies. This allows users to connect to closer media
nodes to reduce latency. However, as the number of geog-
raphies scales up to dozens and even hundreds, challenges
arise 1n how users should discover which media node to
connect to for a conference session.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an 1illustration of a highly-distributed cloud-
based conference system 1n which conference session access
using reachability information for clusters of media nodes
may be implemented, according to an example embodiment.

FI1G. 2. 1s a block diagram of a generalized controller that
may be used 1 any of a central conference controller, a
media node, and a client device of the conference system.

FIG. 3 1s a transaction diagram for generating cluster
reachability information from a client device to candidate
clusters of media nodes 1n the conference system, prior to
when the client device initiates or joins a communication
session, according to an example embodiment.

FIG. 4 1s an illustration of an operation shown 1n FIG. 3
in which the conference controller sends to the client device
contact information for media nodes 1n one of the candidate
clusters, according to an example embodiment.

FIG. 5 1s an illustration of further operations shown in
FIG. 3 1 which the client device exchanges probes and
probe responses with media nodes 1n the candidate clusters,
according to an example embodiment.

FIG. 6 15 a transaction diagram in which clients establish
a communication session with each other via cascaded
media nodes 1n different clusters, according to an example
embodiment.

FIG. 7 1s an illustration of an operation shown 1n FIG. 6
in which a client device sends to the conference controller a
101n request including reachability information for candidate
clusters, according to an example embodiment.

FIG. 8 1s an 1illustration of further operations shown in
FIG. 6 in which the conference controller requests avail-
ability of a media node for the communication session, and
the media node indicates 1t 1s not available, according to an
example embodiment.

FIG. 9 1s an illustration of further operations shown in
FIG. 6 in which the conference controller requests avail-
ability of another media node for the communication ses-
sion, and the media node 1ndicates 1t 1s available, according
to an example embodiment.
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FIG. 10 1s an 1llustration of a further operation shown 1n
FIG. 6 1n which the conference controller sends to a client
device a response 1o a join request, according to an example
embodiment.

FIG. 11 1s an illustration of a further operation shown 1n
FI1G. 6 1n which the client device connects to a media node,
according to an example embodiment.

FIG. 12 1s a transaction diagram 1n which client devices
establish a communication session with each other via the
same cluster and the same media node, according to an
example embodiment.

FIG. 13 1s a flowchart of a method of connecting a client
to a communication session using reachability information

derived by the client performed by the conference controller,
according to an example embodiment.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Overview

A conference system includes a controller and geographi-
cally distributed clusters of media nodes, wherein each
media node 1s configured to perform media packet process-
ing operations and to connect with other media nodes and
client devices to form media pathways over which media
packets are exchanged in communication sessions between
the client devices. The controller sends to a client device
contact information for candidate clusters that are poten-
tially usable by the client device for establishing a commu-
nication session, and receives from the client device a
respective measure of reachability to each candidate cluster
as determined by the client device using the contact infor-
mation. The controller receives from the client device a
request to join a communication session. Responsive to the
request, the controller determines a best cluster among the
candidate clusters to which the client should connect for the
communication session based on the measures of reachabil-
ity to the candidate clusters, and selects a media node 1n the
best cluster. The controller sends to the client device contact
information for the selected media node to enable the client
device to connect to the selected media node for the com-
munication session.

EXAMPLE

EMBODIMENTS

Conventional SaaS conference services are unable to meet
many of the following requirements, and unable to meet
them simultaneously: users should 1deally be connected to
the same media node 1n order to reduce the need for cascade
links; users should connect to media nodes with low latency,
¢.g., having low round-trip-times (RTTs) to the users; users
should connect to media nodes that are available, 1.e., have
enough compute/bandwidth capacity remaining to handle an
active conference session; the SaaS conference service and
supporting system should linearly scale so that more media
nodes and clusters of media nodes can be easily added; the
time required to join a conierence session should be fast; the
SaaS conference service and supporting system should be
adaptive so that, as a user moves around (for example, on a
mobile phone which moves from one communication pro-
tocol to another), the point of connectivity can adjust.

Cloud-Based Coniference System

Referring to FIG. 1, there 1s an illustration of a highly-
distributed cloud-based conference system 100 in which
conference session access using reachability information for
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clusters of media nodes may be implemented. This system
can be referred to as a hybrid system that provides a mix of
cloud-based features and on-premise based features which
the short-comings of either solution 1n 1solation. Conference
system 100 includes a central conference controller 102
located 1 a “cloud” and configured to perform overall
control of system 100. Conference system 100 includes
multiple geographically distributed groups or clusters 104
(1), 104(2), and 104(3) of media nodes 106(1)-106(3),
106(4)-106(6), and 106(7)-106(9), respectively, configured
to operate under control of controller 102. Multiple client
devices 108(1)-108(3) access and participate in conference
sessions (also referred to as “conference calls” and “com-
munication sessions”’) through media nodes 106(1)-106(9)
under control of the controller 102. In general, communi-
cation sessions 1nclude audio and video calls between client
devices 108(1)-108(3), as well as web-based or online
meetings conducted over the Internet and managed by a
meeting server (not shown in FIG. 1) that presents web-
pages to each client device that 1s connected to the same
meeting to mimic a collaborative environment in which
users of the client devices can converse 1n audio, video and
clectronically share documents and other data 1n real-time.

In the ensuing description, media nodes 106(1)-106(9) are
referred to collectively as “media nodes 106 and individu-
ally as a “media node 106, clients 108(1)-108(3) are
referred to collectively as “clients 108 and individually as
a “client 108,” and clusters 104(1)-104(3) are referred to
collectively as “clusters 104 or individually as a “cluster
104.” An alternative nomenclature depicted 1n FIG. 1 refers
to: clusters 104(1)-104(3) as clusters A-C; media nodes
106(1)-106(3), 106(4)-106(6), and 106(7)-106(9) as media
nodes Al1-A3, B1-B3, and C1-C3, respectively; and clients
108(1)-108(3) as clients1-clients3.

Conference controller 102 resides 1 a “cloud” or data
center 110. To control system 100, conference controller 102
performs control plane signal operations/functions using,
such features/functions aflorded by the Session Imitiation
Protocol (SIP), H323 access, rosters, and conference control
operations (including, e.g., mute, kick, etc.). Conference
controller 102 also performs orchestration—which means 1t
1s responsible for controlling the connections between media
nodes 1n different clusters to ensure that a particular con-
terence 1s fully connected and provides the necessary audio
and video processing functions. Clusters 104 of media nodes
106 each reside 1n a respective cloud or data center shown
at reference numerals 112(1)-112(3), which may include
enterprise networks, branch networks and oflices, carrier
access networks, public clouds, and so on. Media nodes 106
perform media (e.g., audio and video and screen share)
packet processing operations 1n support ol communication
sessions 1n which clients 108 participate, such as, but not
limited to, media packet mixing, switching, encoding,
decoding, and transcoding. A communication session may
involve the exchange of one or more of audio and video
between any number of participants (clients) as well as the
sharing of content by one participant with one or more other
participants. Such shared content may include documents,
presentations, audio content, video content, etc.

Techniques presented herein dynamically configure
highly-distributed resources i1n conference system 100,
including controller 102 and media nodes 106, to support
communication sessions initiated by clients 108 on an as
needed basis. In support of these techniques, controller 102,
media nodes 106, and clients 108 implement and interact
with each other using a variety of communication protocols
to establish communication sessions and exchange media
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streams/packets 1n the communication sessions. Such com-
munication protocols include, but are not limited to: the
Hypertext Transier Protocol (HT'TP), the Interactive Con-
nectivity Establishment (ICE) protocol; the Session Tra-
versal Utilities for Network Address Translation/Translator
(NAT) (STUN) protocol; the User Datagram Protocol
(UDP); the Real-Time Transport Protocol (RTP), and the
Session Description Protocol (SDP). The techniques use the
alforementioned protocols by way of example, only; other
similar protocols may also be used instead of or in combi-
nation with the mentioned protocols, as would be appreci-
ated by one of ordinary skill 1in the relevant arts having
access to the description presented herein.

Distributed media nodes 106 may number 1n the tens of
thousands and be distributed geographically around the
world. Similarly, clients 108 may be located anywhere 1n the
world. Thus, conference system 100 1s referred to as “highly
distributed.” Techniques presented herein assign “best” clus-
ters, and media nodes within the best clusters, to clients 1n
highly distributed conference system 100 i support of
media exchange between clients in communication sessions
in such a way as to satisty the following criteria, simulta-
neously: (1) clients are ideally assigned/connected to the
same media node 1n order to reduce the need for cascade
links; (11) clients are ideally assigned/connected to media
nodes that are available, 1.e., operationally capable of per-
forming media node operations; (111) clients are ideally
assigned to media nodes able to form connections with the
clients relatively quickly, 1.e., with relatively low latency
(e.g., the media nodes have relatively low RITs to the
clients), (1iv) clients are assigned to media nodes having
available compute, network, and memory capacity to handle
the communication session, and (v) clients are assigned to
media nodes which are permitted to be used by that user
based on policy.

At a high-level, conference controller 102 controls access
by clients 108 to a communication session using reachability
information to clusters 104. Controller 102 initially sends to
cach of clients 108 respective contact information for
respective candidate clusters among clusters 104 that are
potentially usable by each client for establishing a commu-
nication session. Each of clients 108 communicates with its
respective candidate clusters using the respective contact
information to determine respective reachability information
to the candidate clusters. The reachability information
includes a respective measure of reachability, e.g., a RTT,
path hop count, available bandwidth, measured loss, etc. to
cach of the respective candidate clusters, as well as 1ndica-
tions of whether media nodes 1n the candidate clusters are
unavailable. Clients among clients 108 intending to nitiate/
j01n a communication session send to controller 102 respec-
tive join requests. The clients also send to controller 102
their determined reachability information, either with the
101n requests, or prior to sending the join requests. Respon-
sive to the joimn requests and the respective reachability
information, controller 102 determines for each of the clients
a respective best media node within a selected cluster among
the respective candidate clusters to which the client should
connect for the communication session based on the reach-
ability information, taking into consideration which media
nodes are already being utilized for the conference, and
selects a respective media node 1n the best cluster. Controller
102 sends to the clients respective contact information for
the respective best clusters/media nodes for the communi-
cation session, and informs the respective media nodes of
the clients joining the communication session that the media
nodes have been selected for the communication session.
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The clients connect to the respective media nodes using the
contact mnformation (imitiated by the join requests) from
controller 102, and the media nodes connect to each other as
necessary under control of controller 102, to establish a
media pathway between the clients for the communication
SESS101.

Before describing the above-mentioned high-level trans-
actions 1n detail, the following definitions are provided for
various components and protocols mentioned above.

Media node: A media node (e.g., any of the media nodes
106) performs media processing functions under control of
conference controller 102, such as switching, mixing,
transcoding, presentation layout arranging, recording, inter-
active voice response, voice and video analytics and
machine learning, and the like. A media node 1s configured
to form a pipeline which defines a set of internal media
processing functions that are applied. These include butiler-
ing, decoding, mixing, switching, energy level computation,
and so on. The media node can also be configured to form
a cascade. A cascade 1s a connection between two media
nodes which carries media between them to extend a con-
terence across multiple media nodes. Conference controller
102 instructs each media node as to how to assemble the
media pipeline and to which other media nodes 1t should
form cascades. Conference Controller: Conference control-
ler 102 provides overall control of initializing and config-
uring resources, such as media nodes 106, to support a
conference/communication session. Conference controller
102 exposes Internet/web Application Programming Inter-
taces (APIs) to clients 108 and media nodes 106, which
permit remote applications to request creation and manipu-
lation of communication sessions. A communication session
1s a related set of conference media streams which are
logically connected together with a media pipeline and
cascades, 1.e., media packets associated with each of the
media streams are mixed together and routed through the
pipeline by the media nodes connected with the pipeline.
Conference controller 102 determines the composition of the
media pipeline and cascades across media nodes which will
support the communication session. Conference controller
102 1s aware of 104 clusters and media agents 106 within the
clusters via an a priori registration process 1n which contact
information and 1dentifiers for each of the clusters, and each
of the media agents within each cluster, 1s provided to and
stored by the conference controller. In addition, conference
controller 102 1s aware of which of clients 108 are autho-
rized to use which media nodes 106 1n clusters 104. Such
authorization may also be provided during registrations of
clients 106 (e.g., their users) 1 various user databases
accessible to conference controller 102. Though shown as a
single server stance for ease of understanding, conference
controller 102 1s typically implemented as a cluster of
servers with access to a shared database.

STUN: (Session Traversal Utilities for NAT) 1s a stan-
dardized set of methods and a network protocol to enable an
endpoint host to discover an associated public IP address of
the host 1f the host 1s located behind a Network Address
Translation/Translator (NAT). STUN permits NAT traversal
for applications of real-time media, including voice, video,
messaging, and other interactive IP communications. STUN
1s intended as a tool used 1n other protocols, such as
Interactive Connectivity Establishment (ICE). STUN 1s
documented 1 RFCs 5389 and 7046. In embodiments
presented herein, STUN 1s also used as a technique for
measuring round trip times and reachability to a cluster.

ICE: ICE 1s a technique used in computer networking
involving NATs 1n Internet applications of Voice-over-I1P
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6

(VoIP), peer-to-peer communications, video, instant mes-
saging and other interactive media. ICE 1s published in RFC
5245.

(Generalized Device Controller

With reference to FIG. 2, there 1s depicted a block
diagram of an example generalized controller 200 for any of
conference controller 102, media node 106, and client108.
Conterence controller 102 and media node 106 may each
comprise one or more computer servers controlled by an
instance of generalized controller 200. Client108 may be a
client device such as, but not limited to, a Smartphone, a
tablet, a laptop/personal computer, and the like, controlled
by an instance of generalized controller 200.

Generalized controller 200 includes a processor 210 that
processes instructions to perform operations for a respective
one of conference controller 102, media node 106, and
client108; and a memory 220 to store a variety of data and
soltware instructions for execution by the processor 210.
Generalized controller 200 also includes a network interface
unit (e.g., network interface card or multiple network inter-
face cards) 230 that enables network communications so that
the generalized controller can communicate with other
devices, as explained 1n further detail hereinafter. Memory
220 may comprise read only memory (ROM), random
access memory (RAM), magnetic disk storage media
devices, optical storage media devices, flash memory
devices, electrical, optical, or other physical/tangible (e.g.,
non-transitory) memory storage devices. The processor 210
1s, for example, a microprocessor or microcontroller that
executes 1nstructions for 1mplementing the processes
described herein. Thus, in general, the memory 220 may
comprise one or more tangible (non-transitory) computer
readable storage media (e.g., a memory device) encoded
with software (e.g., control logic/software 225) comprising
computer executable instructions and when the soitware 1s
executed (by the processor 210) 1t 1s operable to perform the
operations described herein. In addition, memory 220
includes a data store or database 230 to store data used and
generated by logic 225. Instances of memory 220 residing 1n
conference controller 102, media node 106, and client108,
respectively includes, conference controller logic 225a,
media node logic 2255, client logic 225¢, and load balancing
logic 2254 (which may be incorporated into logic 22354 and
logic 225b) to assist with load balancing across media nodes
in a given cluster) to perform the operations for the respec-
tive device as described below.”

Cluster Reachability Information

With reference to FIG. 3, there 1s depicted an example
transaction diagram 300 for generating cluster reachability
information from client3 to candidate clusters A-C, prior to
a communication session. Transaction diagram 300 depicts
both message transactions between and operations per-
formed by various components in system 100. The reach-
ability 1nformation includes (1) measures of reachability
from client3 to each of candidate clusters A-C (e.g., a
respective RT'T to each cluster), (11) media node availability,
¢.g., indications of whether certain media nodes 1n each of
the candidate cluster are unavailable to/unreachable by
client3, and (i11) candidate cluster availability, e.g., indica-
tions of whether any of the candidate clusters, as a whole, 1s
unavailable to/unreachable by the client. A similar process 1s
used to generate reachability information for each of clients
1083 (1.e., “clientl,” “client2,” and “client3”) relative to
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theirr own/respective candidate clusters. In addition, reach-
ability information may include other metrics such as avail-
able bandwidth, packet loss, jitter, and network hop count.

At 302, client3 mmitiates a trigger event. Trigger events
include, but are not limited to, client3 connecting to network
110, or an IP address of the client device changing. At 304,
which 1s at the time a client first connects to the network,
conference controller 102 determines candidate clusters for
client3 based on policy information. The policy information
can be based on any number of factors, including an
organization or company to which a user of client3 belongs,
which enables clusters to be dedicated 1n whole or 1n part to
specific organizations. The candidate clusters for client3
may also be predetermined. Identifiers of/contact informa-
tion for the candidate clusters and their respective media
nodes are stored 1n conference controller 102 or are other-
wise accessible to the conference controller. The contact
information may include, but 1s not limited to, IP addresses
and ports through which the media nodes may be accessed.
In the example of FIG. 3, conference controller 102 deter-
mines that the candidate clusters for client3 include clusters
A-C. Conference controller 102 sends to client3 a list of
candidate clusters A-C. The list includes contact information
tor the candidate clusters A-C, including contact information
for one or more media nodes 1n each of the candidate
clusters. The contact information includes, IP addresses,
ports, and communication protocol transport types, such as
UDP and TCP. Client3 receives the list/contact information
sent by conference controller 102.

With reference to FIG. 4, there 1s an illustration of an
example of operation 304 1n system 100 1n which conference
controller 102 sends to client3 contact information 402 for
two of the media nodes 1n clusters A-C. Contact information
402 1ncludes, but 1s not limited to, IP addresses 1.2.3.4 and
1.2.3.5 for media nodes 1n cluster A, IP addresses 5.6.7.8 and
5.6.7.9 for media nodes 1n cluster B, and IP addresses 7.8.9.0
and 7.8.9.1 for media nodes 1n cluster C.

Returming to FIG. 3, upon receiving the contact informa-
tion, 1.e., a list of candidate clusters, from conterence
controller 102, client3 derives respective reachability infor-
mation, imncluding measures of reachability and availability,
to each of the candidate clusters using the contact informa-
tion, as described below at operations/transactions 306-316.

At 306, client3 sends a probe, e.g., a STUN bind request,
to a media node 1n candidate cluster A, and starts a RTT
timer upon sending the probe.

At 308, responsive to receiving the probe, the (probed)
media node 1n candidate cluster A sends to client3 a probe
response, €.g2., a STUN bind response. In response to receiv-
ing the probe response, client3 stops the RTT timer, which
records an RTT or latency to the responding media node in
cluster A. This 1s referred to as a latency test performed by
client3 and the RTT 1s an example of a measure of reach-
ability to cluster A. It 1s assumed that the RTT to one of the
media nodes 1n the candidate cluster 1s representative of
RTTs to all of the media nodes 1n that candidate cluster.
Thus, only one RTT for candidate cluster A 1s necessary,
although multiple RTTs per cluster may be used. Client3
may determine other measures of reachability to the media
node based on the exchange of the probe and the probe
response, including an available communication bandwidth
between the client and the media node, and/or a hop count
traversed by the probe and the probe response.

For the latency test, client3 sends the probe to the probed
media node such that the path taken by the probe mimics a
media path that media transmitted by the client when
connected to the media node would take during a commu-
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nication session. In other words, transmission of the probe
ideally matches transmission of the media during the com-

munication sessions. To ensure the probe mimics the media,
the probe uses the same IP port on client3, the same IP port
on the probed media node, and the same transport type (e.g.,
UDP, TCP) as the media, for example. This 1s why STUN 1s
utilized for the probe, since 1t 1s designed to be run on the
same IP and port as the media.

If the (probed) media node fails to respond to the probe,
client3 records the failure, and repeats the probe and probe
response message exchange with the next media node in
cluster A, to determine an RTT for the next media node.
Client3 does this to deal with a possibility of an individual
media node failure in the candidate cluster. Under some
circumstances, client3 may not be able to reach any of the
media nodes 1n cluster A. If that i1s the case, client3 records
a candidate cluster failure.

Next operations/transactions 310 and 312 are substan-
tially the same as operations/transactions 306 and 308,
respectively, except that client3 exchanges a probe and a
probe response with the media node(s) of candidate cluster
B to derive a measure of reachability, e.g., an RIT, to
candidate cluster B.

Next operations/transactions 314 and 316 are substan-
tially the same as operations/transactions 306 and 308,
respectively, except that client3 exchanges a probe and a
probe response with the media node(s) of candidate cluster
C to dennve a measure of reachability, e.g., an RT'T, to
candidate cluster C.

With reference to FIG. 5, there 1s an illustration of
examples of operations/transactions (306, 308), (310, 312),
and (314 and 316) in system 100 1n which client3 exchanges
probes and probe responses with media node A2 1n cluster
A, media node B2 in cluster B, and media node C1 1n cluster
C, respectively, using contact information 402.

Returning to FIG. 3, after completing operations/transac-
tions 306-316, client3 possesses reachability information
to/for candidate clusters A-C. The reachability information
includes at least one measure of reachability (e.g., RTT,
available communication bandwidth, hop count, and so on)
to each of candidate clusters A-C, and may also include
indications of unreachable/failled media nodes and/or clus-
ters.

In one embodiment, at 320, client3 sends to conference
controller 102 a reachability message including the reach-
ability information prior to establishing or joiming a com-
munication session, and the conference controller receives
the reachability message. In an alternative embodiment,
client3 waits to send the reachability information to confer-
ence controller 102 along with a request to join a commu-
nication session, as described below.

Communication Session Setup

With reference to FIG. 6, there 1s depicted an example
transaction diagram 600 in which clients 1 and 3 establish a
communication session with each other via cascaded media
nodes 1n different clusters. The operations/transactions
depicted 1n FIG. 6 occur after clientsl-clients3 have derived
respective reachability information to their respective can-
didate clusters, as described above 1n connection with FIGS.
3-5.

At 602-612, client3 (e.g., a first client) establishes and/or
j01ns a communication session, as described 1n detail below.

At 602, client3 sends to conference controller 102 (and
the conference controller receives) a request to join a com-
munication session. The request 1s also referred to as a “join
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request,” and may take the form of an SDP offer. The join
request may include, for client3, an IP address, a port, codec
capability, and an identifier associated with a user of the
client (e.g., an email address, name, Umniversal Record
Locator (URL), or other user identifier). The join request
will also include an 1dentifier for the conference to be joined.
In one embodiment, coniference controller 102 has previ-
ously received the reachability information to candidate
clusters A-C for client3 derived by the client. Alternatively,
the join request includes the reachability information for
client 3.

With reference to FIG. 7, there an 1illustration of an
example of operation 602 1 system 100 i which client3
sends to conference controller 102 join request 602, includ-
ing reachability information 702 to candidate clusters A, B,
and C. The reachability information includes (1) latency
information including an R1T to cluster A of 80 ms, an RTT
to cluster B of 30 ms, and (11) availability information
including an indicator that cluster C 1s unreachable.

Returming to FIG. 6, at 604, upon receiving the join
request, conference controller 102 assigns an identifier (ID)
to the communication session, 1.€., assigns a communication
session ID. Conference controller 102 determines (1) a
“best” cluster among candidate clusters A-C to which client3
should connect for the communication session based on
policy and the reachability information provided by client3,
and (11) selects a media node within the best cluster to which
the client should connect. Conierence controller 102 stores
identities of the best cluster and the selected media node. In
the example of FIG. 6, conference controller 102 determines
the best cluster as cluster B based on the reachability
information provided by clientl. In an example, conference
controller 102 determines the best cluster as the candidate
cluster associated with a lowest one of the RT'Ts, a highest
one of the available communication bandwidths, or a lowest
one of the hop counts. Conierence controller 102 selects a
media node 1n the best cluster (e.g., cluster B) in accordance
with any number of selection strategies. In the example of
FIG. 6, because client3 1s the mmtial client to join the
communication session in the best cluster, conference con-
troller 102 may select the media node based on load bal-
ancing across the media nodes 1n the best cluster. The load
balancing may use random selection, round-robin selection,
or other load balancing strategies. In an example 1n which
another (previous) client has already been connected to a
media node in the best cluster for the communication
session, a different selection strategy may be used, as will be
described below in connection with FIG. 12.

In one load balancing example, conference controller 102
randomly selects a media node 1n the best cluster. At 606,
conference controller 102 queries the randomly selected
media node for availability. This query contains the SDP
offer from the join request. Based on a local computational
load and a remaining capacity to handle the communication
session at the randomly selected media node, the media node
responds (also at 606) to the query with an indication of
either YES (positive availability) or NO (negative availabil-
ity) 11 the media node 1s available or not available to handle
the communication session, respectively. If the media node
responds with a YES, the media node provides an SDP
answer 1n 1ts response to controller 102, and information 1n
the SDP answer (which includes the IP address, ports, codec
information and other contact information for the media
node) 1s passed from the controller to client3 at 608 (dis-
cussed below). If the media node responds with a NO, by
rejecting the SDP ofler, conference controller 102 randomly
selects a next media node in the best cluster, repeats the
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query for availability, and so on, until conference controller
102 finds an available media node 1n the best cluster and
selects that available media node.

With reference to FIG. 8, there an 1illustration of further
operations 604 and 606 1n system 100 in which conference
controller 102 requests availability of media node B1 1n
cluster B to handle the communication session 1nitiated at
602, and the media node indicates back to the conference
controller that it 1s not available. With reference to FIG. 9,
there an 1llustration of further repeated operations 604 and
606 1n system 100 after media node B1 in cluster B has
indicated 1t 1s not available (as shown in FIG. 8), 1n which
conference controller 102 requests availability of media
node B2 1n cluster B to handle the communication session
602, and the media node indicates back to the conference
controller that 1t 1s available.

Returning again to FIG. 6, at 608, conference controller
102 sends to client3 a response to the join request. The
response may take the form of an SDP answer. The response
includes the communication session 1D, contact information
for the selected media node, such as an IP address and a port,
and codec capability of the selected media node. Alterna-
tively, or additionally, at 610, the selected media node sends
to client3 a message, e.g., an SDP message, including some
of the information included in the response to the join
request.

With reference to FIG. 10, there an illustration of an
example of operation 608 1n system 100 1n which conference
controller 102 sends to client3 the response to the join
request, carrying contact information for media node B2 in
cluster B.

Returning again to FIG. 6, at 612, upon receiving the
response to the join request sent at 608 and/or the message
sent from the selected media node at 610, client3 uses the
received information for the selected media node to connect
with the selected media node, 1.e., to form a media connec-
tion with the selected media node. This media connection 1s
usually formed using standard techmiques, e.g., Interactive
Connectivity Establishment (ICE) negotiation, Datagram
Transport Layer Security (DTLS), Secure RTP (SRTP), RTP,
and so on.

With reference to FIG. 11, there an illustration of opera-
tion 612 1n system 100 in which client3 connects to media
node B2 1n cluster B responsive to response 608 shown in
FIG. 10.

Returning again to FIG. 6, at 622-632, clientl (e.g., a
second client) joins the communication session. Operations/
transactions 622-632 are substantially the same as opera-
tions/transactions 602-612, as described below.

At 622, clientl sends to conference controller 102 a join
request. The join request includes reachability information
from clientl to 1ts candidate clusters A-C, for example.

At 624 and 626, upon recerving the second join request,
conference controller 102 associates the join request/clientl
to the communication session, and determines (1) a best
cluster among candidate clusters A-C to which clientl
should connect for the communication session based on
policy and the reachability information received from cli-
entl, and (11) selects a media node within the best cluster to
which the client should connect. In the example of FIG. 6,
coniference controller 102 determines the best cluster as
cluster A based on the reachability information provided by
clientl. Because none of the media nodes in cluster A are
already connected to a client for the communication session,
conference controller 102 selects a media node 1n cluster A
as described above. Conference controller 102 stores 1den-
tities of the best cluster and the selected media node.
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At 628, conference controller 102 sends to clientl a
response to the join request, including the communication
session 1D, contact information for the selected media node
in cluster A, such as an IP address and a port, and codec
capability of the selected media node. Alternatively and/or
additionally, the selected media node sends to clientl a
message including some of the mnformation included in the
response to the join request.

At 632, upon recerving the response to the join request
sent at 628 and/or the message sent from the selected media
node at 630, clientl uses the received information for the
selected media node to connect with the selected media
node, 1.e., to form a media connection to the selected media
node.

At 640 conference controller 102 sends a message to the
selected media node 1n cluster B connected to client3 to
instruct that media node to form a media connection with the
selected media node connected to client 1 1n cluster A. The
message includes contact information for the selected media
node 1n cluster A, and the communication session 1D.

At 642 conference controller 102 sends a message to the
selected media node 1n cluster A to instruct that media node
to form a media connection with the selected media node in
cluster B. The message includes contact information for the
selected media node 1n cluster B, and the communication
session 1D.

At 644, the selected media nodes 1n clusters A and B form
a media connection with each other. This completes a media
connection (1.e., pathway or pipeline) 650 from clientl to
client3 along which media packets may flow between the
clients. The connected media nodes form a cascade of
connected media nodes. The media connections may operate
in accordance with RTP, 1.e., exchange RTP packets between
clientl and client3.

With reference to FIG. 12, there 1s depicted an example
transaction diagram 1200 in which client 3 and clientl
establish a communication session with each other via the
same cluster and the same media node.

At 1202-1212 client3 establishes and/or joins a commu-
nication session. Operations/transactions 1202-1212 are
substantially the same as operations/transactions 602-612
described above 1n connection with FIG. 6. In the example
of FIG. 12, client3 connects with a media node selected 1in
best cluster B.

At 1222-1232 clientl joins the communication session
that client3 has already/previously joined. In the example of
FIG. 12, clientl connects with the same media node as
client3 1n cluster B (as opposed to a different media node 1n
a different cluster as described in FIG. 6). Operations/
transactions 1222-1232 are substantially the same as opera-
tions/transactions 622-632 described above, except as
described below.

Prior to 1224, client3 has already joined the communica-
tion session and 1s assigned to connect to the media node 1n
cluster B. At 1224, responsive to the join request received
from clientl, conference controller 102 determines that
cluster B 1s the best cluster for clientl for the communication
session based on the reachability information provided by
clientl. Because client3 and clientl share the same best
cluster, and because conference controller 102 has already
selected the media node 1n the best cluster for client3, the
conference controller selects the same media node for cli-
entl so that client3 and clientl will be connected to the same
media node 1n the same cluster.

As described above 1n connection with FIG. 12, for a
subsequent client (e.g., clientl) joining the same communi-
cation session as a previous client (e.g., client3), conference
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controller 102 can elect, based on policy, to place the
subsequent client 1n the same cluster as the previous/existing,
client, or, more commonly, utilize the closest cluster 1n terms
of latency and assign the subsequent user to the media node
already 1n use for previous clients joined to the communi-
cation session. Consequently, conference controller 102
guarantees that all clients in/joined to the same communi-
cation session utilize the same media node if they are 1n a
similar geography and, otherwise, as described 1n connec-
tion with FIG. 6, form cascades of media nodes 1n difference
clusters for clients 1n different geographies. As described 1n
connection with FIG. 6, the conference controller assigns
cascades by requesting that media nodes assigned to clients
joimed to the communication session connect to each other.
This 1s easily done by having conference controller 102
store, for each communication session, the media nodes and
clusters already in use.

With reference to FIG. 13, there 1s a flowchart of an
example method 1300 of connecting a client (e.g., client3)
to a communication session using reachability information
derived by the client performed by conference controller
102. Method 1300 performs various operations described
above.

At 1302, conference controller 102 sends to the client
contact information for candidate clusters (e.g., among clus-
ters 104) that are potentially usable by the client for estab-
lishing a communication session.

At 1304, conference controller 102 receives {from the
client a respective measure of reachability to each candidate
cluster as determined by the client using the contact infor-
mation.

At 1306, conference controller 102 receives from the
client a request to join a communication session.

At 1308, responsive to the request, conference controller
102 determines a best cluster among the candidate clusters
to which the client should connect for the communication
session based on the measures of reachability to the candi-
date clusters.

At 1310, conference controller 102 selects a media node
in the best cluster 1n the following manner:

a. Conierence controller 102 determines whether one of
the media nodes 1n the best cluster 1s already connected
to another chient device that previously joined the
communication session.

b. If one of the media nodes in the best cluster is
connected to another client device that previously

joined the communication session, conference control-
ler 102 selects that media node for the client device
from which the join request was received at 1304.

c. If none of the media nodes 1n the best cluster are already
connected to another client device that previously
joined the communication session, conference control-
ler 102 determines available media nodes 1n the best
cluster, performs load balancing across the available
media nodes, and selects one of the available media
nodes for the client device from which the join request
was received at 1304 based on results of the load
balancing.

At 1312, conference controller 102 sends to the client
contact mnformation for the selected media node to enable
the client to connect to the selected media node for the
communication session. The client device connects to the
selected media node.

As subsequent clients send respective requests to join the
communication session, conierence controller 102 repeats
1304-1310 to join the clients to the communication session
via respective clusters and selected media nodes, and
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instructs the media nodes to connect with each other to
complete media pathways between the joined clients, as
described above 1n connection with FIGS. 6 and 12.

SUMMARY

In summary, embodiments presented herein are directed
to a system having (1) a central conference controller which
acts as a signaling entity responsible for managing connec-
t1vity to communication sessions, (11) geographically distrib-
uted clusters of media nodes which are server components
that handle audio and video transport between clients, and
(111) the clients which are software or hardware elements that
seek to connect with the system and each other to place calls
and join meetings. The system provides large scale cloud
conferencing, and supports nearly unlimited scale 1n terms
of clusters/geographies and media nodes per cluster. The
conference controller sends to the clients a list of candidate
clusters ahead of the clients sending join request, the clients
probe the candidate clusters for latency and availability/
reachability, and then provide this information to the con-
terence controller at the time of join requests. The confer-
ence controller then uses this information, along with policy,
to choose media nodes to which the clients can connect.
Typically, the conference controller will prefer to connect
users to the same media node in the same cluster to avoid
cascaded media nodes.

The embodiments are superior to traditional Domain
Name System (DNS) load balancing techniques for the
following reasons:

a. In cases where the client cannot reach specific clusters,
due to policy or network connectivity (e.g., a cluster 1s
deployed in a private data center for a specific cus-
tomer), the embodiments can easily factor this into the
implementation logic.

b. The embodiments enable policy-based decision mak-
ing, combining reachability information with policy
based on the identity of the user/client, which DNS
approaches cannot do because the DNS approaches are
identity-1ree.

¢. The embodiments provide a way to easily ‘stick’ users
to the same media node; an important property for
conferencing. This property 1s generally not important
in typical streaming media applications (which also
require large scale distributed geographic clusters of
media nodes), and not easily achieved with DNS tech-
niques.

d. The embodiments enable direct client measurement of
connectivity and latency rather than approximate geo-
graphic proximity; in addition to latency, clients may
measure bandwidth, packet loss and other decision
factors.

¢. Because cluster discovery occurs prior to call setup,
there 1s no latency penalty for increased scale of
clusters or servers per cluster.

In summary, 1n one form, a method 1s provided compris-
ing: at a controller of a conference system including geo-
graphically distributed clusters of media nodes, wherein
cach media node 1s configured to perform media packet
processing operations and to connect with other media nodes
and client devices to form media pathways over which
media packets are exchanged in communication sessions
between the client devices: sending to a client device contact
information for candidate clusters that are potentially usable
by the client device for establishing a communication ses-
s1on; recerving from the client device a respective measure
of reachability to each candidate cluster as determined by
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the client device using the contact information; receiving
from the client device a request to join a communication
session; responsive to the request, determining a best cluster
among the candidate clusters to which the client should
connect for the communication session based on the mea-
sures of reachability to the candidate clusters, and selecting
a media node 1n the best cluster; and sending to the client
device contact information for the selected media node to
enable the client device to connect to the selected media
node for the communication session.

In summary, 1n another form, an apparatus 1s provided
comprising: a network interface unit to communicate with a
network; and a processor coupled to the network interface
unit and configured to control a conference system including
geographically distributed clusters of media nodes, wherein
cach media node 1s configured to perform media packet
processing operations and to connect with other media nodes
and client devices to form media pathways over which
media packets are exchanged in communication sessions
between the client devices, the processor further configured
to: send to a client device contact information for candidate
clusters that are potentially usable by the client device for
establishing a communication session; receive irom the
client device a respective measure of reachability to each
candidate cluster as determined by the client device using
the contact information; receive from the client device a
request to join a communication session; responsive to the
request, determine a best cluster among the candidate clus-
ters to which the client should connect for the communica-
tion session based on the measures of reachability to the
candidate clusters, and selecting a media node 1n the best
cluster; and send to the client device contact information for
the selected media node to enable the client device to
connect to the selected media node for the communication
SESS101.

In summary, 1n yet another form, a non-transitory com-
puter readable medium 1s provided. The computer readable
medium 1s encoded with instruction that, when executed by
a processor configured to control a conference system
including geographically distributed clusters of media
nodes, wherein each media node 1s configured to perform
media packet processing operations and to connect with
other media nodes and client devices to form media path-
ways over which media packets are exchanged 1n commu-
nication sessions between the client devices, cause the
processor to perform: sending to a client device contact
information for candidate clusters that are potentially usable
by the client device for establishing a communication ses-
s10on; recerving from the client device a respective measure
of reachability to each candidate cluster as determined by
the client device using the contact information; receiving
from the client device a request to join a communication
session; responsive to the request, determining a best cluster
among the candidate clusters to which the client should
connect for the communication session based on the mea-
sures ol reachability to the candidate clusters, and selecting
a media node 1n the best cluster; and sending to the client
device contact information for the selected media node to
enable the client device to connect to the selected media
node for the communication session.

The above description 1s mtended by way of example
only. Various modifications and structural changes may be
made therein without departing from the scope of the
concepts described herein and within the scope and range of
equivalents of the claims.
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What 1s claimed 1s:

1. A method comprising:

at a controller of a conference system including geo-
graphically distributed clusters of media nodes,
wherein each media node 1s configured to perform
media packet processing operations and to connect with
other media nodes and client devices to form media
pathways over which media packets are exchanged 1n
communication sessions between the client devices:

sending, to a first client device, contact information for
candidate clusters that are potentially usable by the first
client device for establishing a communication session;

receiving from the first client device a respective measure
of reachability to each candidate cluster as determined
by the first client device using the contact information;

receiving from the first client device a request to join the
communication session;

responsive to the request, assigning a session identifier to
the communication session, determining a best cluster
among the candidate clusters to which the first client
device should connect for the communication session
based on the respective measures of reachability to the
candidate clusters, and selecting a media node among
media nodes 1n the best cluster;

sending to the first client device the session identifier and
information for the media node to enable the first client
device to connect to the media node for the communi-
cation session;

upon recerving from a second client device a second jo1n
request to join the communication session, selecting
from the clusters of media nodes a second media node
for the second client device, configuring the second
client device with the session identifier and to connect
to the second media node for the communication ses-
S101;

configuring the media node and the second media node
with the session identifier and to connect with each
other to form a media pathway from the first client
device to the second client device through which media
packets flow during the communication session;

after the determining the best cluster but before the
selecting the media node 1n the best cluster, determin-
ing whether, as a result of the second client device
having previously joined the communication session,
the second media node 1s connected to the second client
device and 1s in the best cluster; and

if the second media node 1s connected to the second client
device and i1s 1n the best cluster, selecting the second
media node as the media node for the first client device.

2. The method of claim 1, wherein:

the receiving the respective measure of reachability to
cach candidate cluster includes receiving a respective
round-trip-time (RTT) for a round-trip message
exchange between the first client device and the can-
didate cluster; and

the determining the best cluster includes determining as
the best cluster the candidate cluster associated with a
lowest one of the RTTs.

3. The method of claim 1, further comprising, at the

controller:

load balancing across the media nodes 1n the best cluster,

wherein the selecting includes selecting the media node
based on results of the load balancing across the media
nodes.
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4. The method of claim 3, wherein the load balancing
includes:

querying at least some of the media nodes in the best

cluster for respective availabilities to handle the com-
munication session, recerving from each queried media
node an indication of either a positive availability or a
negative availability to handle the communication ses-
s1on as determined by that media node responsive to the
querying, wherein the selecting includes selecting the
media node as one of the queried media nodes from
which an indication of positive availability 1s received.

5. The method of claim 1, further comprising, at the
controller:

11 the second media node 1s connected to the second client

device but 1s not 1n the best cluster:

load balancing across the media nodes in the best
cluster; and

selecting the media node for the first client device from
among the media nodes 1n the best cluster based on
results of the load balancing.

6. The method of claim 1, further comprising, at the
controller:

determining whether the second media node i1s not 1n the

best cluster; and

11 the second media node 1s not in the best cluster, sending,

istructions to the media node and the second media
node to cause the media node and the second media
node to connect with each other to form a cascade of
media nodes that provides the media pathway between
the first client device and the second client device.

7. The method of claim 1, wherein:

the receiving the respective measure ol reachability to

cach candidate cluster includes receiving a respective
bandwidth available on a communication link between
the first client device and the candidate cluster; and
the determining the best cluster includes determining as
the best cluster the candidate cluster having a highest
bandwidth available among the respective bandwidths.

8. The method of claim 1, wherein the sending to the first
client device the contact information for the candidate
clusters includes sending to the first client device, for each
candidate cluster, a list of Internet Protocol (IP) addresses
and ports, and one or more communication protocol trans-
port types to be used by the first client device to contact one
or more media nodes 1n the candidate cluster.

9. The method of claim 1, further comprising, at the
controller, recerving indications of whether certain media
nodes 1n the candidate clusters are unavailable to the first
client device.

10. The method of claim 1, wherein the receiving from the
first client device the respective measure of reachability to
cach candidate cluster includes receiving the respective
measure of reachability to each candidate cluster combined
with the request to join the communication session.

11. The method of claim 1, wherein the receiving from the
first client device the respective measure of reachability
includes receiving the respective measure of reachability for
cach candidate cluster prior to the request to join the
communication session.

12. The method of claim 1, further comprising, at the first
client device:

recerving the contact information from the controller and

connecting to the media node selected in the best
cluster for the communication session based on the
contact information; and

alter connecting to the media node, sending media pack-

ets to the communication session and receiving packets
from the communication session via the media node.
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15. The apparatus of claim 14, wherein the processor 1s
configured to:
recerve the respective measure of reachability to each
candidate cluster by receiving a respective round-trip-
time (RTT) for a round-trip message exchange between
the first client device and the candidate cluster; and
determine the best cluster by determining as the best
cluster the candidate cluster associated with a lowest
one of the RT'Ts.
16. The apparatus of claim 14, wherein the processor 1s
turther configured to:
load balance across the media nodes in the best cluster,
wherein the processor 1s configured to select by selecting
the media node based on results of the load balance.
17. A non-transitory computer readable medium encoded
with 1nstruction that, when executed by a processor config-
ured to control a conference system including geographi-
cally distributed clusters of media nodes, wherein each
media node 1s configured to perform media packet process-
ing operations and to connect with other media nodes and
client devices to form media pathways over which media
packets are exchanged in communication sessions between
the client devices, cause the processor to perform:
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13. The method of claim 1, further comprising, at the first
client device:

receiving the contact information for the candidate clus-
ters, wherein the contact information for the candidate
clusters includes contact information for one or more 5
media nodes 1n each candidate cluster;

exchanging messages with at least one of the one or more
media nodes 1n each candidate cluster; and

generating the respective measure of reachability to each
candidate cluster based on the exchanging the messages 10
with the candidate cluster.

14. An apparatus comprising:

a network interface unit to communicate with a network;
and

a processor coupled to the network interface unit and 15
configured to control a conference system including
geographically distributed clusters of media nodes,
wherein each media node i1s configured to perform
media packet processing operations and to connect with
other media nodes and client devices to form media 20
pathways over which media packets are exchanged in
communication sessions between the client devices, the
processor further configured to:

send, to a first client device, contact information for

sending, to a first client device, contact information for

candidate clusters that are potentially usable by the 25 candidate clusters that are potentially usable by the first
first client device for establishing a communication client device for establishing a communication session;
S€SS101; receiving from the first client device a respective measure
receive from the first client device a respective measure ol reachability to each candidate cluster as determined
ol reachability to each candidate cluster as deter- by the first client device using the contact information;
mined by the first client device using the contact 30  receiving from the first client device a request to join the
information; communication session;
receive Irom the first client device a request to join the responsive to the request, assigning a session i1dentifier to
communication session; the communication session, determining a best cluster
responsive to the request, assign a session i1dentifier to among the candidate clusters to which the first client
the communication session, determine a best cluster 35 device should connect for the communication session
among the candidate clusters to which the first client based on the respective measures of reachability to the
device should connect for the communication ses- candidate clusters, and selecting a media node among
s1on based on the respective measures of reachability media nodes in the best cluster;
to the candidate clusters, and selecting a media node sending to the first client device the session 1dentifier and
among media nodes 1n the best cluster; 40 information for the media node to enable the first client
send to the first client device the session i1dentifier and device to connect to the media node for the communi-
contact information for the media node to enable the catlion session;
first client device to connect to the media node for upon receiving from a second client device a second join
the communication session; request to join the communication session, selecting
upon receiving from a second client device a second 45 from the clusters of media nodes a second media node
join request to join the commumnication session, for the second client device, configuring the second
select from the clusters of media nodes a second client device with the session 1dentifier and to connect
media node for the second client device, and con- to the second media node for the communication ses-
figure the second client device with the session s101;
identifier and to connect to the second media node 50  configuring the media node and the second media node
for the communication session; with the session identifier and to connect with each
configure the media node and the second media node other to form a media pathway from the first client
with the session identifier and to connect with each device to the second client device through which media
other to form a media pathway from the first client packets flow during the communication session;
device to the second client device through which 55  after the determiming the best cluster but before the
media packets flow during the communication ses- selecting the media node 1n the best cluster, determin-
S101; ing whether, as a result of the second client device
aiter the best cluster 1s determined but before the media having previously joined the communication session,
node 1n the best cluster 1s selected, determine the second media node 1s connected to the second client
whether, as a result of the second client device 60 device and 1s 1n the best cluster; and

having previously joimned the communication ses-
sion, the second media node 1s connected to the
second client device and 1s 1n the best cluster; and

it the second media node 1s connected to the second
client device and 1s 1n the best cluster, select the
second media node as the media node for the first
client device.

11 the second media node 1s connected to the second client

device and 1s 1n the best cluster, selecting the second
media node as the media node for the first client device.

18. The non-transitory computer readable medium of

65 claim 17, wherein:

the instructions to cause the processor to perform the
receiving the respective measure of reachability to each
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candidate cluster include instructions to cause the pro-
cessor to perform receiving a respective round-trip-
time (RTT) for a round-trip message exchange between
the first client device and the candidate cluster; and

the instructions to cause the processor to perform the 5

determining the best cluster include instructions to
cause the processor to perform determining as the best
cluster the candidate cluster associated with a lowest
one of the RT'Ts.

19. The non-transitory computer readable medium of 10
claim 17, further comprising instructions to cause the pro-
cessor to perform:

load balancing across the media nodes in the best cluster,

wherein the nstructions to cause the processor to perform

the selecting include 1nstructions to cause the processor 15
to perform selecting the media node based on results of
the load balancing.
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