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MEMORY SYSTEM WITH DEEP LEARNING
BASED INTERFERENCE CORRECTION
CAPABILITY AND METHOD OF
OPERATING SUCH MEMORY SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefit of U.S. Provisional
Application No. 62/666,373, filed May 3, 2018, the entire
content of which 1s incorporated herein by reference.

BACKGROUND
1. Field

Embodiments of the present disclosure relate to a memory
system and components thereol capable of predicting cor-
rections in decoding, and method of operating such memory
system.

2. Description of the Related Art

The computer environment paradigm has shifted to ubig-
uitous computing systems that can be used anytime and
anywhere. As a result, the use of portable electronic devices,
such as mobile phones, digital cameras, and notebook com-
puters has rapidly increased. These portable electronic
devices generally use a memory system having memory
device(s), that 1s, data storage device(s). The data storage
device 1s used as a main memory device or an auxiliary
memory device of the portable electronic devices.

Data storage devices using memory devices provide
excellent stability, durability, high information access speed.,
and low power consumption, since they have no moving
parts. Examples of data storage devices having such advan-
tages 1nclude universal serial bus (USB) memory devices,
memory cards having various interfaces, and solid state
drives (SSD).

The SSD may include flash memory components and a
controller, which includes the electronics that bridge the
flash memory components to the SSD input/output (I/0)
interfaces. The SSD controller may include an embedded
processor that executes functional components such as firm-
ware. The SSD functional components are typically device
specific, and 1n most cases, can be updated.

The two main types of flash memories are named after the
NAND and NOR logic gates. The individual flash memory

cells exhibit internal characteristics similar to those of their
corresponding gates. The NAND-type flash memory may be
written to and read from in blocks (or pages) which are
generally much smaller than the entire memory space. The
NOR-type flash allows a single machine word (byte) to be
written to an erased location or read independently. The
NAND-type flash memory operates primarily 1n memory
cards, USB flash drives, solid-state drives (SSDs), and
similar products, for general storage and transier of data.
A flash memory, e.g., of the NAND-type, may apply any
ol various error correction codes to correct errors 1n data.
One such error correction code 1s low-density parity-check
code (LDPC), which 1s an advanced error code that 1s used
to recover a relatively large number of errors in data. LDPC
codes are a class of linear block codes, which are repre-
sented by a parity-check matrix that contains only a few
compared to the number of U’s. Both hard and soft decision
decoding algorithms (hard and soft decoders) may be
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2

applied to LDPC codes. A soft LDPC decoder uses infor-
mation that represents bit decision reliability, e.g., log-
likelihood ratio (LLR).

In this context embodiments of the present mvention
arise.

SUMMARY

Aspects of the present invention include memory control-
lers and decoders. In one aspect, a memory controller
comprises a decoder to perform first soit decoding to gen-
erate log-likelihood ratio (LLR) values of a select bit and
bits of memory cells neighboring a memory cell of the select
bit; and a qua tizer to obtain an estimated LLR value of the
select bit based on the LLR values of the select bit and the
bits of the neighboring memory cells when the first soft
decoding fails. The decoder 1s further configured to perform
second soft decoding using the estimated LLR value when
the first soit decoding fails, and to perform third soft
decoding using information obtained from application of a
deep learning model to provide a more accurate estimate of
the LLR wvalue of the select bit when the second soft
decoding fails.

Another aspect of the present invention includes a
memory system comprising a memory device including a
memory cell array of memory cells formed at the 1ntersec-
tions of bit lines and word lines; and a memory controller,
which comprises a decoder conﬁgured to perform different
levels of soft decoding of a codeword of bits, and a quantizer
to obtain an estimated log-likelihood ratio (LLR) values,
including obtaining an estimated LLR value of a select blt
and the bits of the memory cells neighboring the memory
cell of the select bit when first, unenhanced soit decoding
tails. The decoder 1s further configured to perform second
soit decoding using the estimated LLR value, when the first
solt decoding fails. When the second soft decoding fails, the
decoder performs third soft decoding using information
obtained from application of a deep learning model to
provide a more accurate estimate of the LLR value of the
select bat.

Further aspects of the present invention include methods
of decoding, which may be performed by memory control-
lers and components thereof, such as decoders. In this
regard, another aspect of the present invention, entails a
method of decoding. The method generally comprises per-
forming first soft decoding of a codeword to generate
log-likelihood ratio (LLR) values of a select bit and bits of
memory cells neighboring a memory cell of the select bat;
applying interference correction to obtain an estimated LLR
value of the select bit using information on the bits of the
memory cells neighboring the memory cell of the select bit
obtained during the first soit decoding, when the first soft
decoding {fails; performing second soft decoding of the
codeword using the estimated LLR value obtained by apply-
ing interference correction; applying a deep learning model
to provide a more accurate estimate of the LLR value of the
select bit when the second decoding fails; and performing
third soft decoding of the codeword using the more accurate
estimated LLR value of the select bit obtained by applying
the deep learning model.

Additional aspects of the present invention will become
apparent from the following description.

BRIEF DESCRIPTION OF THE

DRAWINGS

FIG. 1 1s a block diagram 1llustrating a memory system 1n
accordance with an embodiment of the present invention.
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FIG. 2 1s a block diagram 1llustrating a memory system in
accordance with an embodiment of the present invention.

FI1G. 3 1s a circuit diagram illustrating a memory block of
a memory device of a memory system 1n accordance with an
embodiment of the present invention.

FIG. 4 1s a schematic diagram of a memory system in
accordance with an embodiment of the present invention.

FIG. § 1s a flow chart illustrating interference cancellation
processing 1n accordance with an embodiment of the present
invention.

FIG. 6 1s a flow chart illustrating steps 1n processes for
low-density parity-check (LDPC) decoding in accordance
with embodiments of the present invention.

DETAILED DESCRIPTION

Various embodiments are described below in more detail
with reference to the accompanying drawings. The present
invention may, however, be embodied in different forms and
thus should not be construed as limited to the embodiments
set forth herein. Rather, these embodiments are provided so
that this disclosure 1s thorough and complete and fully
conveys the scope of the present invention to those skilled
in the art. Moreover, reference herein to “an embodiment,”
“another embodiment,” or the like 1s not necessarily to only
one embodiment, and different references to any such phrase
are not necessarily to the same embodiment(s). Throughout
the disclosure, like reference numerals refer to like parts in
the figures and embodiments of the present invention.

The 1mvention can be implemented in numerous ways,
including as a process; an apparatus; a system; a computer
program product embodied on a computer readable storage
medium; and/or a processor, such as a processor suitable for
executing 1nstructions stored on and/or provided by a
memory coupled to the processor. In this specification, these
implementations, or any other form that the invention may
take, may be referred to as techmiques. In general, the order
of the steps of disclosed processes may be altered within the
scope of the mvention. Unless stated otherwise, a compo-
nent such as a processor or a memory described as being
suitable for performing a task may be implemented as a
general component that 1s temporarily configured to perform
the task at a given time or a specific component that 1s
manufactured to perform the task. As used herein, the term
‘processor’ or the like refers to one or more devices, circuits,
and/or processing cores suitable for processing data, such as
computer program instructions.

A detailed description of embodiments of the invention 1s
provided below along with accompanying figures that illus-
trate aspects of the imvention. The 1nvention 1s described in
connection with such embodiments, but the invention 1s not
limited to any embodiment. The scope of the mvention 1s
limited only by the claims. The invention encompasses
numerous alternatives, modifications and equivalents within
the scope of the claims. Numerous specific details are set
forth in the following description in order to provide a
thorough understanding of the invention. These details are
provided for the purpose of example; the invention may be
practiced according to the claims without some or all of
these specific details. For clarity, technical material that 1s
known in technical fields related to the invention has not
been described in detail so that the invention 1s not unnec-
essarily obscured.

FIG. 1 1s a block diagram schematically illustrating a
memory system in accordance with an embodiment of the
present mvention.
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Retferring to FIG. 1, the memory system 10 may include
a memory controller 100 and a semiconductor memory
device 200, which may represent more than one such device.
The semiconductor memory device(s) 200 may be flash
memory device(s), particularly of the NAND-type. For
brevity, semiconductor memory device 200 1s sometimes
simply referred to as memory device 200.

The memory controller 100 may control overall opera-
tions of the semiconductor memory device 200.

The semiconductor memory device 200 may perform one
or more erase, program, and read operations under the
control of the memory controller 100. The semiconductor

memory device 200 may receive a command CMD, an
address ADDR and data DATA through input/output (1/0)

lines. The semiconductor memory device 200 may receive
power PWR through a power line and a control signal CTRL
through a control line. The control signal CTRL may include
a command latch enable (CLE) signal, an address latch
cnable (ALE) signal, a chip enable (CE) signal, a write
enable (WE) signal, a read enable (RE) signal, and the like.

The memory controller 100 and the semiconductor
memory device 200 may be integrated in a single semicon-
ductor device such as a solid state drive (SSD). The SSD
may include a storage device for storing data therein. When
the semiconductor memory system 10 1s used 1 an SSD,
operation speed of a host (not shown) coupled to the
memory system 10 may remarkably improve.

The memory controller 100 and the semiconductor
memory device 200 may be integrated in a single semicon-
ductor device such as a memory card. For example, the
memory controller 100 and the semiconductor memory
device 200 may be so mtegrated to configure a PC card of
personal computer memory card international association
(PCMCIA), a compact flash (CF) card, a smart media (SM)
card, a memory stick, a multimedia card (MMC), a reduced-
size multimedia card (RS-MMC), a micro-size version of
MMC (MMCmicro), a secure digital (SD) card, a mini
secure digital (miniSD) card, a micro secure digital (mi-
croSD) card, a secure digital high capacity (SDRC) card,
and/or a unmiversal flash storage (UFS).

In another embodiment, the memory system 10 may be
provided as one of various components in an electronic
device, such as a computer, an ultra-mobile PC (UMPC), a
workstation, a net-book computer, a personal digital assis-
tant (PDA), a portable computer, a web tablet PC, a wireless
phone, a mobile phone, a smart phone, an e-book reader, a
portable multimedia player (PMP), a portable game device,
a navigation device, a black box, a digital camera, a digital
multimedia broadcasting (DMB) player, a 3-dimensional
television, a smart television, a digital audio recorder, a
digital audio player, a digital picture recorder, a digital
picture player, a digital video recorder, a digital video player,
a storage device ol a data center, a device capable of
receiving and transmitting information 1 a wireless envi-
ronment, a radio-frequency i1dentification (RFID) device, as
well as one of various electronic devices of a home network,
one of various electronic devices of a computer network, one
of electronic devices of a telematics network, or one of
various components of a computing system.

FIG. 2 15 a detailed block diagram illustrating a memory
system 1n accordance with an embodiment of the present
invention. For example, the memory system of FIG. 2 may
depict the memory system 10 shown i FIG. 1.

Referring to FIG. 2, the memory system 10 may include
a memory controller 100 and a semiconductor memory
device 200. The memory system 10 may operate 1n response
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to a request from a host device, and 1n particular, store data
to be accessed by the host device.

The host device may be implemented with any one of
various kinds of electronic devices. In some embodiments,
the host device may include an electronic device, such as a
desktop computer, a workstation, a three-dimensional (3D)
television, a smart television, a digital audio recorder, a
digital audio player, a digital picture recorder, a digital
picture player, and/or a digital video recorder and a digital
video player. In some embodiments, the host device may
include a portable electronic device, such as a mobile phone,
a smart phone, an e-book, an MP3 player, a portable
multimedia player (PMP), and/or a portable game player.

The semiconductor memory device 200 may store data to
be accessed by the host device.

The semiconductor memory device 200 may be imple-
mented with a volatile memory device, such as a dynamic
random access memory (DRAM) and/or a static random
access memory (SRAM) or a non-volatile memory device,
such as a read only memory (ROM), a mask ROM
(MROM), a programmable ROM (PROM), an erasable
programmable ROM (EPROM), an electrically erasable
programmable ROM (EEPROM), a ferroelectric random
access memory (FRAM), a phase change RAM (PRAM), a
magnetoresistive RAM (MRAM), and/or a resistive RAM
(RRAM).

The controller 100 may control storage of data in the
memory device 200. For example, the controller 100 may
control the memory device 200 in response to a request from
the host device. The controller 100 may provide data read
from the memory device 200 to the host device, and may
store data provided from the host device into the memory
device 200.

The controller 100 may include a storage 110, a control
component 120, which may be implemented as a processor,
¢.g., a central processing unit (CPU), an error correction
code (ECC) component 130, a host interface (I'F) 140 and
a memory nterface (I/F) 150, which are coupled through a
bus 160.

The storage 110 may serve as a working memory of the
memory system 10 and the controller 100, and store data for
driving the memory system 10 and the controller 100. When
the controller 100 controls operations of the memory device
200, the storage 110 may store data used by the controller
100 and the memory device 200 for such operations as read,
write, program and erase operations.

The storage 110 may be implemented with a volatile
memory such as a static random access memory (SRAM) or
a dynamic random access memory (DRAM). As described
above, the storage 110 may store data used by the host
device i the memory device 200 for the read and write
operations. To store the data, the storage 110 may include a
program memory, a data memory, a write buller, a read
builer, a map builer, and the like.

The control component 120 may control general opera-
tions of the memory system 10, and a write operation or a
read operation for the memory device 200, 1n response to a
write request or a read request from the host device. The
control component 120 may drive firmware, which 1s
referred to as a flash translation layer (FTL), to control
general operations of the memory system 10. For example,
the F'TL may perform operations, such as logical-to-physical
(L2P) mapping, wear leveling, garbage collection, and/or
bad block handling. The L2P mapping 1s known as logical
block addressing (LBA).

The ECC component 130 may detect and correct errors in
the data read from the memory device 200 during the read
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6

operation. The ECC component 130 may not correct error
bits when the number of the error bits 1s greater than or equal
to a threshold number of correctable error bits, and instead
may output an error correction fail signal indicating failure
in correcting the error bits.

The ECC component 130 may perform an error correction
operation based on a coded modulation, such as a low-
density parity-check (LDPC) code, a Bose-Chaudhuri-Hoc-
quenghem (BCH) code, a turbo code, a turbo product code
(TPC), a Reed-Solomon (RS) code, a convolution code, a
recursive systematic code (RSC), a trellis-coded modulation
(TCM), and a block coded modulation (BCM). LDPC codes
are of particular relevance to embodiments of the present
invention. Thus, the ECC component 130 may include any
and all circuits, systems or devices for suitable error cor-
rection operation, including detecting and correcting errors
in LDPC codes, in accordance with embodiments of the
present 1nvention.

In particular, 1n embodiments of the present invention, the
ECC component 130 includes an LDPC decoder 135 and a
quantizer 145. The operation of these components are
explained 1n more detail below.

The host interface 140 may communicate with the host
device through one or more of various interface protocols,
such as a universal serial bus (USB), a multi-media card
(MMC), a peripheral component interconnect express
(PCI-e or PCle), a small computer system interface (SCSI),
a sernal-attached SCSI (SAS), a serial advanced technology
attachment (SATA), a parallel advanced technology attach-
ment (DATA), an enhanced small disk interface (ESDI), and
an integrated drive electronics (IDE).

The memory interface 150 may provide an interface
between the controller 100 and the memory device 200 to
allow the controller 100 to control the memory device 200
in response to a request from the host device. The memory
interface 150 may generate control signals for the memory
device 200 and process data under the control of the control
component or CPU 120. When the memory device 200 1s a
flash memory such as a NAND flash memory, the memory
interface 150 may generate control signals for the memory
and process data under the control of the CPU 120.

The semiconductor memory device 200 may include a
memory cell array 210, a control circuit 220, a voltage
generation circuit 230, a row decoder 240, a page buller 250,
which may be in the form of an array of page buflers, a
column decoder 260, and an mput/output circuit 270. The
memory cell array 210 may include a plurality of memory
blocks 211 which may store data. The voltage generation
circuit 230, the row decoder 240, the page buller (array) 250,
the column decoder 260 and the input/output circuit 270
may form a peripheral circuit for the memory cell array 210.
The peripheral circuit may perform a program, read, or erase
operation of the memory cell array 210. The control circuit
220 may control the peripheral circuait.

The voltage generation circuit 230 may generate opera-
tion voltages of various levels. For example, 1n an erase
operation, the voltage generation circuit 230 may generate
operation voltages of various levels such as an erase voltage
and a pass voltage.

The row decoder 240 may be 1n electrical communication
with the voltage generation circuit 230, and the plurality of
memory blocks 211. The row decoder 240 may select at least
one memory block among the plurality of memory blocks
211 1n response to a row address RADD generated by the
control circuit 220, and transmit operation voltages supplied
from the voltage generation circuit 230 to the selected
memory blocks.
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The page butfler (array) 250 may be 1n electrical commu-
nication with the memory cell array 210 through bit lines BLL
(shown 1n FIG. 3). The page bufler (array) 250 may pre-
charge the bit lines BL with a positive voltage, transmit data
to, and recerve data from, a selected memory block in
program and read operations, or temporarily store transmit-
ted data, in response to page buller control signal(s) gener-
ated by the control circuit 220.

The column decoder 260 may transmit data to, and
receive data from, the page bufler (array) 250, and may also
exchange data with the mput/output circuit 270.

The 1nput/output circuit 270 may transmit to the control
circuit 220 a command and an address, received from an
external device (e.g., the memory controller 100), transmut
data from the external device to the column decoder 260, or
output data from the column decoder 260 to the external
device, through the mput/output circuit 270.

The control circuit 220 may control the peripheral circuit
in response to the command and the address.

FIG. 3 1s a circuit diagram illustrating a memory block of
a semiconductor memory device 1 accordance with an
embodiment of the present invention. For example, the
memory block of FIG. 3 may be any of the memory blocks
211 of the memory cell array 210 shown 1 FIG. 2.

Referring to FIG. 3, the exemplary memory block 211
may include a plurality of word lines WLO0O to WLn-1, a
drain select line DSL and a source select line SSL coupled
to the row decoder 240. These lines may be arranged in
parallel with the plurality of word lines between the DSL
and SSL.

The exemplary memory block 211 may further include a
plurality of cell strings 221 respectively coupled to bit lines
BLO to BLm-1. The cell string of each column may include
one or more drain selection transistors DST and one or more
source selection transistors SST. In the illustrated embodi-
ment, each cell string has one DST and one SST. In a cell
string, a plurality of memory cells or memory cell transistors
MCO to MCn-1 may be senally coupled between the
selection transistors DST and SST. Each of the memory cells
may be formed as a muiti-level cell (MLC) storing data
information of multiple bits.

The memory cells may be arranged at respective inter-
sections between the bit lines BL and word lines WL. In
decoding data read from a particular memory cell, data 1n
neighboring memory cells on neighboring word lines and bit
lines may interfere with such decoding. Embodiments of the
present invention are directed to removing or minimizing,
such 1nterference as explained further below.

The source of the SST 1n each cell string may be coupled
to a common source line CSL, and the drain of each DST
may be coupled to the corresponding bit line. Gates of the
SSTs 1n the cell strings may be coupled to the SSL, and gates
of the DSTs 1n the cell strings may be coupled to the DSL.
Gates of the memory cells across the cell strings may be
coupled to respective word lines. That 1s, the gates of
memory cells MCO are coupled to corresponding word line
WLO0, the gates of memory cells MC1 are coupled to
corresponding word line WL1, etc. The group of memory
cells coupled to a particular word line may be referred to as
a physical page. Therefore, the number of physical pages 1n
the memory block 211 may correspond to the number of
word lines.

As previously noted, the page bufler 250 may be 1n the
form ol a page bufler array including a plurality of page
butlers 251 that are coupled to the bit lines BLLO to BLm-1.
The page bullers 251 may operate 1n response to page buller
control signals. For example, the page buflers 251 may
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temporarily store data received through the bit lines BLO to
BLm-1 or sense voltages or currents of the bit lines during
a read or verily operation.

In some embodiments, the memory blocks 211 may
include a NAND-type flash memory cell. However, the
memory blocks 211 are not limited to such cell type, but may
include NOR-type flash memory cell(s). Memory cell array
210 may be implemented as a hybrid flash memory in which
two or more types ol memory cells are combined, or
one-NAND flash memory 1n which a controller 1s embedded
inside a memory chip.

Retferring to FIG. 4, a general example of a memory
system 40 1s schematically illustrated. The memory system
40 may include a volatile memory 400 (e.g., a DRAM), a
non-volatile memory (NVM) 402 (e.g., NAND), a control
component or control logic 404, such as described herein, an
error correcting code (ECC) module 406, such as described
herein, and a bus 408 through which these components of
the memory system 40 communicate. The volatile memory
400 may include a logical bit address (LBA) table 410 for
mapping physical-to-logical addresses of bits. The NVM
402 may include a plurality of memory blocks, as well as an
open block for host writes 430 and an open block for
garbage collection (GC) 440. Multiple memory blocks may
be grouped together as a super block for certain functional

pUrposes.
The ECC module 406 may include an LDPC decoder 407

and a quantizer 409, which may correspond to the LDPC
decoder 135 and quantizer 143 respectively 1 FIG. 2. The
ECC module 406 including 1ts LDPC decoder 407 and
quantizer 409 may be used to carry out aspects of the present
invention. For ease of presentation, however, the description
below sometimes refers simply to LDPC decoder 135 and
quantizer 145. Additional/alternative components that may
be utilized with memory systems to eflectuate the present
invention will be understood to those of skill in the art 1n
light of this disclosure.

In the context of decoding LDPC codes, aspects of the
present nvention are directed to removing the effect of
interference of neighboring word lines and bit lines, par-
ticularly when the interference 1s non-linear. To that end,
embodiments of the present invention provide a deep learn-
ing based channel model that i1s capable of predicting
correction based on bit line and word line data. In one
aspect, to remove neighboring interference and to predict
log-likelihood ratio (LLR) values, each of which represents
reliability of the value for the corresponding bit, mutual
information 1s maximized to obtain an optimal quantizer.

In accordance with an embodiment of the present mnven-
tion, the quantizer 145 1s optimally configured to provide a
quantized LLR value of a desired bit using information from
cells surrounding or neighboring the cell of the desired bat,
as well as bit information observed from the channel,
tollowing failed regular, 1.e., unenhanced, LDPC soft decod-
ing. LDPC soft decoding 1s then performed again after
interference correction using the information obtained from
such correction. If and when that enhanced LDPC soft
decoding fails, a deep learming framework trained on failed
bits using neighbor information as well as LDPC informa-
tion 1s used to predict LLR more accurately. Further

enhanced LDPC soft decoding 1s then performed again using
information obtained from the deep learning. Additional
details of this decoding scheme with multi-level interference
correction capability are described below.
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The following notations are used 1n describing aspects of
the present mnvention.
The channel model for interference observed in NAND
data 1s denoted as follows:
ELLR Y=} (LLR, M LLLRAL'LLR, A

LLR, N LLRYLLR,, ,~,LLR, ~*'LLRA*,

LLRz ™) (1).

Here, ELLR," is the estimated LLR for the kth bit (of the
kth bit line) and Nth word line, and the LLRs in the bracket
are the LLRs read from respective neighboring cells in the
memory device 200, where the superscript denotes the word
line and the subscript denotes the bit (or bit line). For
example, ELLR, ,“ " is the LLR for the (k-1)th bit and the
(N-1)th word line. § is a nonlinear function that may be
determined heuristically. That 1s, a more accurate LLR 1s
estimated for the kth bit based on the current LLR for the kth
bit, as well as the current LLRs for the bits of all eight
neighboring word line, bit line 1ntersections.

X* denotes an input feature space. X*~[X % X,*], where
X,*~[LLR,_, !, LLR !, LLR,. ™!, LLR, ,”, LLR,”,
LLR,, ., LLR, ', LLR,™", LLR,, ,"*"], and X,* con-
tains LDPC code imnformation for the kth bit, e.g., number of
unsatisfied checks connected to the kth bit, degree of the kth
bit, LLLRs received from all checks connected to the kth bait
during an LDPC decoding iteration, and LDPC decoding

iteration number. Note that the information of X,* is not
limited to these features; additional and/or alternate relevant
information can be included based on the specific problem
ol 1nterest.

Y* denotes the estimated LR value obtained from the

developed model (6) which takes X* as an input.

B, denotes the correct mput value for the kth bit, which
can be 0 or 1.

Thus, one representation of the 1ssue at hand may be
formulated as follows:

éZargmaXBI (b k,?z) (2).

Here, 1 denotes mutual information between B, and Y*.

The model (0), which takes X* as an input, as defined in (2),
may be solved as follows.

First, the tollowing problem of finding an optimal quan-
tizer (&) from X,*, represented by &, :argmaxgl/(Bk,Ylk)
(3), 1s solved.

The range of Y,* is based on the desired quantized values
used for the LDPC decoder 135. For example, 11 the LDPC

decoder 135 uses 4 bit LLR values, Y,*can take any of 16

values. Problem (3) can be solved, and 1n so doing, configure
the quantizer 143, represented by @; n (3), to quantize

X *values to Y,* values.

Values of Y, are fed into the LDPC decoder 135 for
regular decoding. If the LDPC decoder 135 gets stuck, a
recovery procedure can be used. For the recovery procedure,
a deep learning (DL) model (#; ) 1s used, which can provide

an output Y,* with inputs ‘X*, where 'X* denote inputs at the
ith LDPC 1teration. The DL model (&, ) cab be expressed as
follows.

&, =argming, (GLLR,, ¥, X) (4)

Here, H denotes cross-entropy and GLLR, denotes genie
LLR for the kth bit. It should be noted that input of the DL
model (#,) takes neighboring word line and bit line 1nfor-
mation as well as LDPC decoder information to predict LLR

more accurately. Training of the DL model may be done on
falled codewords after LDPC decoding.
FIG. 5 shows a flow 350 for LDPC decoding with inter-

ference cancellation using an optimized quantizer and the
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DL model, 1n accordance with embodiments of the present
invention. The operations of the tlow 50 may be performed
by the LDPC decoder 135/407 and the quantizer 145/409
within the ECC component 130 or ECC module 406 respec-
tively, and may operate in conjunction with other compo-
nents ol the memory controller 100. The LDPC decoder
135/40°7 and the quantizer 145/409 may be implemented
with appropriate hardware, software, firmware or combina-
tion thereof.

In response to host reads of encoded data from the
memory device 200, e.g., NAND flash memory, at step 501,
hard decoding 1s performed on a codeword and fails, and as
a result regular, 1.e., unenhanced, LDPC soft decoding 1s also
performed. The assumption here 1s that hard decoding failed.
If hard decoding was successiul, further decoding 1s unnec-
essary.

At step 502, 1t 1s determined whether or not the LDPC soft
decoding performed at step 501 succeeded or failed. I1 1t 1s
determined that such soft decoding succeeded, the tlow
ends, as indicated by block 503. On the other hand, if 1t 1s
determined that such soft decoding failed, then interference
correction 1s applied as described above, and as indicated at
step 504.

That 1s, at step 504, neighbor-assisted interference cor-
rection based on the current LLLR value of the select bit, as
well as LLR values of bits of neighboring bit line and word
line 1intersections 1s applied. Such correction 1s obtained

using the quantizer 145 optimized to generate Y,* values.

The Y,* values are input into the LDPC decoder 135, which
performs LDPC soft decoding again with the information
obtained 1n the interference correction.

At step 5035, a determination 1s made as to whether this
first level enhanced LDPC soft decoding was successiul or
not. If 1t 1s determined that such decoding was successiul,
the flow ends (block 503). IT 1t 1s determined that such
decoding was not successiul, the flow proceeds to step 506,
where the neighbor-assisted interference correction 1s
applied using the deep learning (DL) model. Then, second
level enhanced LDPC soft decoding i1s performed using the
additional information obtained from application of the DL
model. Such soft decoding 1s performed until successiul up
to a maximum number of iterations.

At step 507, 1t 1s determined whether this second level
enhanced LDPC soit decoding performed in step 506 was
successiul or not. The determination of step 507 may be
made aiter each iteration of the LDPC decoding performed
in step 506, in which case the determination includes not
only whether decoding at that 1teration succeeded or failed
but also whether that iteration 1s equal to the maximum
number of iterations. Thus, 1f the determination 1s that the
decoding for a given iteration was unsuccessiul but that the
maximum number of iterations has not been reached, then
the flow returns to step 506 for another iteration of the
second level enhanced LDPC soit decoding. At some point
in the loop of steps 506 and 507, a determination will be
made at step 507 that this decoding was successtul or that

the maximum number of iterations have been performed, 1n
which case the process ends, represented by block 503.
FIG. 6 1s a tlow chart describing steps 1n processes for
LDPC decoding with multi-level interference correction
capability, in accordance with embodiments of the present
invention. The steps shown 1n flow chart 60 are exemplary.
Those skilled in the art will understand that additional and/or
alternative steps may be performed, or that the order of steps
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may be changed, to eflectuate aspects of the present inven-
tion without departing from the inventive concepts disclosed
herein.

A codeword for decoding 1s received from the memory
device 200, ¢.g., NAND flash memory, for decoding. At step
601, hard decoding 1s performed. When that fails, first soft
decoding 1s performed at step 602. This first soft decoding
may be unenhanced soit decoding.

I1 thas first soft decoding fails, the method proceeds to step
603 where interference correction 1s applied. The interfer-
ence correction 1s applied as explammed above, e.g., 1
connection with step 504 of FIG. S.

At step 604, second soit decoding 1s performed. This
second soit decoding (which 1s first level enhanced soft
decoding) uses information obtained from application of the
interference correction in step 603.

If the second soft decoding fails, the method proceeds to
step 605 where a deep learning model 1s applied. The deep
learning model 1s applied as previously explained.

At step 606, third soft decoding 1s performed. This third
soit decoding (which 1s second level enhanced soft decod-
ing) uses information obtained from application of the deep
learning model. Multiple 1terations of the third (second level
enhanced) soft decoding are performed at step 606 as needed
up to a maximum number of iterations, as previously
explained.

Although not shown 1n FIG. 6, 1f decoding 1s successiul
after the hard decoding (step 601), first soft decoding (step
602), or second soit decoding (step 604 ), the decoding ends.

As the foregoing demonstrates, embodiments of the pres-
ent invention provide improved LDPC decoding techniques,
which employ multi-level interference correction capability,
to provide an improved estimate of the LLR value for a
particular bit using LLR values for other bits of local word
line/bit line intersections. As a result, embodiments of the
present mvention provide an improved LDPC decoder and
decoding process.

Although the {foregoing embodiments have been
described 1n some detail for purposes of clarity and under-
standing, the present mvention 1s not limited to the details
provided. There are many alternative ways of implementing,
the 1nvention, as one skilled 1n the art will appreciate in light
of the foregoing disclosure. The disclosed embodiments are
thus illustrative, not restrictive.

What 1s claimed 1s:

1. A memory controller, comprising:

a decoder configured to perform first soft decoding to
generate log-likelihood ratio (LLR) values of a bit and
bits of memory cells neighboring a memory cell of the
bit; and

a quantizer configured to obtain an estimated LLR value
of the bit based on the LLR values of the bit and the bits
of the memory cells neighboring the memory cell of the
bit, when the first soit decoding fails, wherein

the decoder 1s further configured to

perform second soft decoding using the estimated LLR
value, when the first soft decoding fails, and

perform third soft decoding using information obtained
from application of a deep learning model to provide a
more accurate estimate of the LLLR value of the bat,
when the second soit decoding fails.

2. The memory controller of claim 1, wherein the decoder
performs the third soft decoding to provide the more accu-
rate estimate of the LLR value of the bit based on informa-
tion on the bits of the memory cells neighboring the memory
cell of the bit that 1s generated by the decoder in the second
soit decoding.
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3. The memory controller of claim 2, wherein the deep
learning model 1s trained on failed bats.

4. The memory controller of claim 3, the deep learning
model 1s based on a function that minimizes cross-entropy
between a genie LLR for the bit and an output of the
function.

5. The memory controller of claim 1, wherein the quan-
tizer 1s optimized based on code information for the bait.

6. The memory controller of claim 3, wherein the code
information includes a number of unsatisfied checks con-
nected to the bit and degree of the bat.

7. The memory controller of claim 5, wherein the quan-
tizer 1s optimized by maximizing information between a
variable denoting a correct mput value for the bit and a
variable representing a range of desired quantized values for
the decoder.

8. The memory controller of claim 1, wherein the decoder
1s further configured to perform hard decoding before per-
forming the first soft decoding.

9. The memory controller of claim 1, wherein the decoder
comprises a low-density parity-check (LDPC) decoder.

10. A memory system, comprising:

a memory device including a memory cell array of
memory cells formed at intersections of bit lines and
word lines; and

a memory controller comprising

a decoder configured to perform first soft decoding to
generate log-likelihood ratio (LLR) values of a bit and
bits of memory cells neighboring a memory cell of the
bit, and

a quantizer configured to obtain an estimated LLR value
of the bit based on the LLR values of the bit and the bits
of the memory cells neighboring the memory cell of the
bit, when the first soit decoding fails, wherein

the decoder 1s further configured to

perform second soft decoding using the estimated LLR
value, when the first soit decoding fails, and

perform third soft decoding using information obtained
from application of a deep learning model to provide a
more accurate estimate of the LLR wvalue of the biut,
when the second soft decoding fails.

11. A method of decoding, the method comprising:

performing first soft decoding of a codeword to generate
log-likelihood ratio (LLR) values of a bit and bits of
memory cells neighboring a memory cell of the bit;

applying interference correction to obtain an estimated
LLR value of the bit using information on the bits of the
memory cells neighboring the memory cell of the bit
obtained during the first soit decoding, when the first
soit decoding fails;

performing second soft decoding of the codeword using
the estimated LLR value obtained by applying inter-
ference correction;

applying a deep learning model to provide a more accu-
rate estimate of the LLR value of the bit when the
second decoding fails; and

performing third soft decoding of the codeword using the
more accurate estimated LLR value of the bit obtained
by applying the deep learning model.

12. The method of claim 11, wherein the third soft
decoding to obtain the more accurate estimate of the LLR
value of the bit 1s performed based on information on the bits
of the memory cells neighboring the memory cell of the bat
that 1s generated in the performing of the second soft
decoding.

13. The method of claim 11, wherein the interference
correction 1s applied using an optimized quantizer.
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14. The method of claim 13, further comprising;

optimizing the quantizer based on code information for

the bit.

15. The method of claim 14, wherein the code information
includes a number of unsatisfied checks connected to the bit
and degree of the bit.

16. The method of claim 11, further comprising:

training the deep learning model on failed bits.

17. The method of claim 16, wherein the deep learning
model 1s based on a function that minimizes cross-entropy
between a genie LLR for the bit and an output of the
function.

18. The method of claim 11, further comprising:

performing hard decoding of the codeword before per-

forming the first soft decoding.

19. The method of claim 11, wherein each of the first,
second and third soit decoding comprises low-density par-
ity-check (LDPC) soft decoding.
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