US010936302B2

12 United States Patent (10) Patent No.: US 10,936,302 B2
EKklund et al. 45) Date of Patent: Mar. 2, 2021

(54) UPDATING SUB-SYSTEMS OF A DEVICE (56) References Cited

USING BLOCKCHAIN |
U.S. PATENT DOCUMENTS

(71)  Applicant: ?g‘ig;’o Car Corporation, Gothenburg 6,389,592 B1*  5/2002 AYIES ..ovoovrvverrren. GOG6F R/658
T17/172
6,401,239 B1* 6/2002 Miron ................. HO041. 63/0807
(72) Inventors: Kjell Henrik Eklund, Gothenburg L 6 717? L'73
(SE); Andreas Martin Viktor Ropel, 6,751,795 Bl 6/2004 Nakamura ............ GOE’;F 1? /ﬁi
Gothenburg (SE) 6,941,453 B2*  9/2005 RAO wovvroooooooroo GOGF 8/65
713/2
(73) Assignee: Volvoe Car Corporation, Géteborg (SE) 7,536,687 Bl1* 52009 Myers .........coeiinn GO6F 8/658
717/174
: : : . . 7,584,466 B1* 9/2009 Rao ......cccooveviniinl. (GO6F 8/658
( *) Notice: Subject to any disclaimer, the term of this ” 717/168
patent 1s extended or adjusted under 35 .
(Continued)

U.S.C. 1534(b) by 0 days.

OTHER PUBLICATIONS
(21)  Appl. No.: 16/435,237

Baza et al, “Blockchain-based Firmware Update Scheme Tailored

22Y  Filed: Jun. 7. 2019 for Autonomous Vehicles”, IEEE, pp. 1-7 (Year: 2019).*
(22) ;
(Continued)
(65) Prior Publication Data Primary Examiner — Amil Khatri
S 2020/0387367 Al Dec. 10. 2020 (74) Attorney, Agent, or Firm — Shumaker & Sietlert,
o PA.
(51) Int. Cl. (57) ABSTRACT
GO6F 9/44 (2018.01) In geperalj techniques are (ilescribed by which prmfide a
GO6F 8/658 (2018.01) technique for securely updating sub-systems of a device. A
HO041 9/08 (2006.01) device includes multiple sub-systems including a first sub-
HO4L 1224 (2006.01) system and a second sub-system. Each sub-system includes
HO4L 9/06 (2006 Oih) one or more processors. One or more processors of the first
o sub-system may be configured to perform the techniques
(52) US. Cl herein. The one or more processors of the first sub-system
CPC GO6E 8/658 (2018.02); HO4L 9/0637 are configured to download, tfrom one or more nodes of a

(2013.01); HO4L 970825 (2013.01); HO4L network, a sub-system update for the second sub-system in
41/082 (2013.01) response to detecting an update to a ledger of a blockchain
(58) Field of Classification Search associated with the second sub-system. The one or more

CPC ... GO6F 8/658; H041, 9/0637; HO4L, 9/0825: processors of the first sub-system are further configured to
HO04T, 41/082 distribute the sub-system update for the second sub-system

USPC oo 717/168-177; 709/203  to the second sub-system.
See application file for complete search history. 20 Claims, 7 Drawing Sheets
700
MONITOR LEDGER OF BLOCKCHAIN FOR INDICATION OF SUB-
v SYSTEM UPDATE B
l ~T02
\m)
IS LEDGER UPDATED TO INDICATE

SUB-SYSTEM UPDATE? /

YES
| -

DOWNLQAD SUB-SYSTEM UPDATE FROM ONE OR MORE
NODES OF PEER-TO-PEER NETWORK

|

706
DETERMINE WHICH SUB-SYSTEM IS CONFIGURED TO INSTALL
SUB-SYSTEM UPDATE

v (—TDB

DISTRIBUTE SUB-SYSTEM UPDATE TO CORRESPONDING SUB-
SYSTEM




US 10,936,302 B2
Page 2

(56) References Cited
U.S. PATENT DOCUMENTS
7,925,898 B2* 4/2011 Shear ..................... G06Q 20/12
713/194
8,149,844 B1* 4/2012 Roskind .............. HO4L 63/1425
370/395.21
9,967,334 B2 5/2018 Ford
10,169,614 B2* 1/2019 Brady ............... GOGF 9/45558
10,181,948 Bl 1/2019 Nenov et al.
10,310,824 B2* 6/2019 Eksten ................ GOGF 9/44521
10,459,709 B1* 10/2019 Troutman ........... HO04L 41/0893
10,476,879 B2* 11/2019 Bathen .................. HO4L 9/3231
10,535,207 B1* 1/2020 Goluguri .............. GO07C 5/0841
10,536,445 B1* 1/2020 Lerner .................. HO4L 9/3239
10,666,767 B1* 5/2020 Floyd .................. B60W 50/029
10,686,611 B2* 6/2020 Ramos .................. HO4L 9/0637
10,733,160 B1* 8/2020 Leise ..........covenn. GO6F 16/182
2017/0031676 Al 2/2017 Cecchettl et al.
2017/0279774 Al 9/2017 Booz et al.
2018/0088928 Al 3/2018 Smith et al.
2018/0167217 Al1* 6/2018 Brady .......ccccoeeeeen. HO4L 67/10
2018/0176229 Al 6/2018 Bathen et al.
2020/0073651 Al* 3/2020 Rodriguez Bravo ........................
HO4L 9/0637

OTHER PUBLICATIONS

[1 et al, “An Efhcient, Secure and Reliable Search Scheme for
Dynamic Updates with Blockchain”, ACM, pp. 51-57 (Year: 2019).*

Yohan et al, “*An Over-the-Blockchain Firmware Update Frame-
work for IoT Devices™, IEEE, pp. 1-8 (Year: 2018).*

Shao et al, “LSC: Online auto-update smart contracts for fortifying
blockchain-based log systems”, Information Sconce, pp. 506-517
http://www.elsevier.com/locate/ins (Year: 2020).*

Chor et al, “Blockchain-Based Distributed Firmware Update Archi-
tecture for IoT Devices”, IEEE, pp. 37518-37525 (Year: 2020).*
Dhakal et al, “Private Blockchain Network for IoT Device Firm-
ware Integrity Verification and Update”, IEEE, pp. 164-170 (Year:
2019).*

Yang et al, “Blockchain-Based Decentralized Trust Management in

Vehicular Networks™, IEEE, pp. 1495-1505 (Year: 2019).*

He et al, “Securing Over—The—Air IoT Firmware Updates using
Blockchain”, ACM, pp. 1-8 (Year: 2019).*

Baza et al., “Blockchain-based Firmware Update Scheme Tailored
for Autonomous Vehicles,” Nov. 14, 2018, 8 pp.

Lee, et al., “Blockchain-based secure firmware update for embedded
devices 1n an Internet of Things environment”, Springer Science+
Business Media, Sep. 2016, pp. 1-16.

L1, Abner, “Google Play begins P2P app install beta w/ partners,
Files Go Support coming”, 9To5Google, Oct. 19, 2018, pp. 1-4.
Khoury, Rita El, “Hands-on with Google Play peer-to-peer app
sharing in Files Go”, Android Police, Oct. 24, 2018, pp 1-5.
Schoon, Ben, “Google Keep will soon support Assistant’s shopping
list feature once again™, 9To5Google, Oct. 19, 2018, pp. 1-6.

* cited by examiner



U.S. Patent Mar. 2, 2021 Sheet 1 of 7 US 10,936,302 B2

-
-
w\‘

101

FIG. 1

NETWORK
110



U.S. Patent Mar. 2, 2021 Sheet 2 of 7 US 10,936,302 B2

COMPUTING DEVICE
202

COMM. CHANNEL(S)

218
PROCESSING UNIT(S) =
204 UID(S)

210

COMMUNICATION UNIT(S)
206 INPUT DEVICE(S)
206 _ 12
ECU(S) OUTPUT DEVICE(S)
220 214

STORAGE DEVICE(S)
208

SUB-SYSTEM
UPDATE FILES

BLOCKCHAIN SUB-SYSTEM )50
MODULE DISTRIBUTION 250
MODULE

230

232

BLOCKCHAIN

LEDGER DATA
252

FIG. 2



U.S. Patent Mar. 2, 2021 Sheet 3 of 7 US 10,936,302 B2

SUB-SYSTEM
306

COMM. CHANNEL(S)

318
PROCESSING UNIT(S) - —
304 UID(S)

310

COMMUNICATION UNIT(S)
316 INPUT DEVICE(S)

312

E(':,;;l‘()S) OUTPUT DEVICE(S)

STORAGE DEVICE(S)
308

SUB-SYSTEM
UPDATE FILES

COMMUNICATION INSTALLATION 390
MODULE MODULE

330 332

SUB-SYSTEM
UPDATE KEY
352

FIG. 3



US 10,936,302 B2

Sheet 4 of 7

Mar. 2, 2021

U.S. Patent

| oo

{117
J0IA3A ONILNdINOD

1oy
W3LSAS ONILLNAINOD

91y
S3dON
NIVHOMO018

1157
MHOMLAN ¥33d-01-443d

v Ol

457

300N ¥3NSSI

0lF
(S)asvav.Lvd
31vadn
NILSAS-GNS




US 10,936,302 B2

Sheet 5 of 7

Mar. 2, 2021

U.S. Patent

¢ OId

s e

205

30IA30d ONILNJINOD

108
IW31SAS ONLLNANOD

918
S3dON
NIVHOMOO18

716
NHYOMLAN d33d-01-d34d

g1

40IA30 ONILNdINOD
31 VIQdINd 31N

r4%4

300N ¥»3NSS|

0IS
(S)asvav.iva
31vadn
N3LSAS-GNS




U.S. Patent Mar. 2, 2021 Sheet 6 of 7 US 10,936,302 B2

e X

O O go O 0O L O

O N <t O ® N o

- 3 33 = 3 =3

m 0
O
O
L.

X N

Qo o @ 5 0

33 g <3

0 m "

X’ X

O < %4 O < %ﬂ-{

ON < Otﬂ c0

= 3 <3 g <3

M - m €I



U.S. Patent Mar. 2, 2021 Sheet 7 of 7 US 10,936,302 B2

700

MONITOR LEDGER OF BLOCKCHAIN FOR INDICATION OF SUB-
SYSTEM UPDATE

IS LEDGER UPDATED TO INDICATE

SUB-SYSTEM UPDATE?
YES
704
DOWNLOAD SUB-SYSTEM UPDATE FROM ONE OR MORE
NODES OF PEER-TO-PEER NETWORK
706
DETERMINE WHICH SUB-SYSTEM IS CONFIGURED TO INSTALL

SUB-SYSTEM UPDATE

708

DISTRIBUTE SUB-SYSTEM UPDATE TO CORRESPONDING SUB-
SYSTEM




US 10,936,302 B2

1

UPDATING SUB-SYSTEMS OF A DEVICE
USING BLOCKCHAIN

TECHNICAL FIELD

This disclosure relates to vehicles and, more specifically,
updating various sub-systems of vehicles.

BACKGROUND

Vehicles are becoming increasingly dependent on com-
puterized systems to manage the various mechanical opera-
tions and user-facing features of the vehicle. As with most
computerized systems, the systems inside the vehicle rely on
software and firmware updates in order to maintain safe and
cllective operation. These updates are typically only avail-
able from the main server, meamng that the vehicle must
somehow be in communication with the main server 1n order
to download and 1nstall the update. Further, each sub-system
of the vehicle, of which there could be hundreds or more in
a single vehicle, use its own specific software and firmware
that must be individually managed and updated. This could
involve requiring a direct internet connection to download
the update from the main server.

SUMMARY

In general, techniques are described for enabling a vehicle
to update software or firmware of a sub-system utilizing
blockchain technology and network communication, such as
peer-to-peer communication. This update process includes
using a first sub-system of the device to monitor a block-
chain to detect when updates are available for a second
sub-system. Upon detecting the update to the ledger of the
blockchain, the first sub-system may download the update
for the second sub-system over the peer-to-peer network.
Each of the potentially hundreds of sub-systems in the
device may correspond with a distinct blockchain that stores
the software and firmware updates for the corresponding
particular sub-system. As these files may be quite large, each
sub-system may correspond with a second blockchain that
only includes the version number of the software or firm-
ware being updated, 1n addition to the metadata typically
included 1n blockchain blocks. As such, the first sub-system,
which monitors each of the blockchains to detect updates,
may only monitor the set of blockchains that include the
version numbers 1n an eflort to increase ethiciency of the
checks. By detecting an update to the version number
blockchain for a particular sub-system, the first sub-system
may proceed to download the actual software or firmware
update from the blockchain that stores such information
without having to monitor and process the large amounts of
data stored in each of the blockchains. By storing the
updates 1n, and downloading the updates from, an 1mmu-
table blockchain, the techniques may keep the various
sub-systems within the vehicle up-to-date to increase the
safe and eflicient operation of the vehicle, thereby improving
the operation of the vehicle itself. For example, by using an
immutable blockchain, the techniques described herein may
enable peer-to-peer updates of critical components, as the
device installing these updates can verify that the distributed
update packages have not been compromised.

In one example, aspects of the techniques are directed to
a device that includes a plurality of sub-systems including a
first sub-system and a second sub-system. Each sub-system
of the plurality of sub-system comprise one or more pro-
cessors. One or more processors of the first sub-system are
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configured to download, from one or more nodes of a
network, a sub-system update for the second sub-system in
response to detecting an update to a ledger of a blockchain
associated with the second sub-system, wherein the first
sub-system 1s different than the second sub-system. The one
or more processors of the first sub-system are further con-
figured to distribute the sub-system update for the second
sub-system to the second sub-system.

In another example, aspects of the techniques are directed
to a device that includes means for downloading, from one
or more nodes of a network, and to a first sub-system of a
plurality of sub-systems of the device, a sub-system update
for a second sub-system of the plurality of sub-systems of
the device 1n response to detecting an update to a ledger of
a blockchain associated with the second sub-system,
wherein the first sub-system 1s different than the second
sub-system. The device further includes means for distrib-
uting the sub-system update for the second sub-system to the
second sub-system.

In another example, aspects of the techmques are directed
to a method that includes downloading, by a first-subsystem
of a device comprising a plurality of sub-systems, and from
one or more nodes of a network, a sub-system update for a
second sub-system of the plurality of sub-systems of the
device 1n response to detecting an update to a ledger of a
blockchain associated with the second sub-system, wherein
the first sub-system 1s different than the second sub-system.
The method further includes distributing, by the first sub-
system, the sub-system update for the second sub-system to
the second sub-system.

In another example, aspects of the techniques are directed
to a non-transitory computer-readable medium having stored
thereon 1nstructions that, when executed, cause one or more
processors of a first sub-system of a device to download,
from one or more nodes of a network, a sub-system update
for the second sub-system 1n response to detecting an update
to a ledger of a blockchain associated with the second
sub-system, wherein the first sub-system 1s different than the
second sub-system. The instructions, when executed, further
cause the one or more processors of the first sub-system of
the device to distribute the sub-system update for the second
sub-system to the second sub-system.

The details of one or more aspects of the techniques are
set forth 1n the accompanying drawings and the description
below. Other features, objects, and advantages of these
techniques will be apparent from the description and draw-
ings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram 1illustrating an example system con-
figured to perform various aspects of the sub-system update
techniques described 1n this disclosure.

FIG. 2 1s a block diagram 1illustrating an example com-
puting system configured to perform various aspects of the
sub-system update techniques described in this disclosure.

FIG. 3 1s a block diagram illustrating an example sub-
system configured to perform various aspects of the sub-
system update techniques described 1n this disclosure.

FIG. 4 1s a conceptual diagram illustrating a system 1n
which a computing system accesses a blockchain stored
throughout a network 1n accordance with various aspects of
the sub-system update techniques described in this disclo-
sure.

FIG. 5 1s a conceptual diagram illustrating a system 1n
which a computing system accesses a blockchain stored
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throughout a network 1n accordance with various aspects of
the sub-system update techniques described 1n this disclo-

sure.

FIG. 6 1s a conceptual diagram 1llustrating a dual-block-
chain system that includes a first blockchain holding version
numbers of a software or firmware update and a second
blockchain holding the software or firmware update 1itself in
accordance with various aspects of the sub-system update
techniques described 1n this disclosure.

FIG. 7 1s a flowchart illustrating example operation of the
computing system shown in the example of FIG. 2 1n
performing various aspects of the sub-system update tech-
niques described 1n this disclosure.

DETAILED DESCRIPTION

FIG. 1 1s a diagram 1illustrating an example system 100
configured to perform various aspects of the sub-system
update techniques described 1n this disclosure. As shown in
the example of FIG. 1, system 100 includes a vehicle 101,
a network 110, and a remote system 120.

Although shown as an automobile 1n the example of FIG.
1, vehicle 101 may represent any type of vehicle, including
an automobile, a truck, farm equipment, a motorcycle, a bike
(including electronic bikes), a scooter, construction equip-
ment, a semi-truck, an airplane, a helicopter, a military
vehicle, or any other type of vehicle capable of implement-
ing various aspects ol the machine learning based vehicle
diagnostic techniques described in this disclosure.

Network 110 may represent any type of network by which
communication between vehicle 101 and remote system 120
may be accomplished. Network 110 may represent a public
network (e.g., the Internet), a private network, a cellular
network (including various cellular data network, such as a
3G, 4G and/or 5G network), a personal area network, a
peer-to-peer communication network, or combinations
thereof.

Remote system 120 may represent one or more devices
configured to communicate via network 110 with vehicle
101. Remote system 120 may communicate via network 110
with vehicle 101 to monitor or otherwise retrieve diagnostic
data concerning sub-system 106 of vehicle 101, which may
be an engine, an anti-lock braking system (ABS), a traction
control (TC) system, an electronic stability control (ESC)
system, brake system, heads-up display system, coolant
system, navigation system, infotainment system, or any
other component or system integrated into vehicle 101 or 1n
communication with vehicle 101 that utilizes software and/
or firmware. Remote system 120 may, 1n addition or as an
alternative to monitoring vehicle 101, communicate with
vehicle 101 to update sub-system 106 of vehicle 101. For
example, remote system 120 may include one or more nodes
of a peer-to-peer network that each store one or more
blockchains, each blockchain including at least an indication
of version numbers and/or software/firmware updates for the
various components of vehicle 101.

As further shown 1n the example of FIG. 1, vehicle 101
includes a computing device 102, one or more sensors 104,
and one or more sub-systems (represented generally by
sub-system 106). Computing device 102 may itsell be
considered a sub-system. Computing device 102, sensors
104, and sub-system 106 are shown 1n the example of FIG.
1 using dashed lines to denote that computing device 102,
sensors 104, and sub-system 106 may not be visible or are
otherwise mtegrated within vehicle 101.

Computing device 102 may include one or more elec-
tronic control unit (ECUs) and a computing device. For
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4

example, computing device 102 may include an ECU con-
figured to control sub-system 106, an ECU configured to
control the ABS and/or the TC, an ECU configured to
control the ESC system, and a main ECU acting as the
computing device to direct operation of all of the systems
(1including those not listed 1n this example). Generally, an
ECU includes a microcontroller, and memory (such as one
or more of static random access memory—SRAM, electri-
cally erasable programmable read-only memory—EE-
PROM, and Flash memory), digital and/or analog inputs,
digital and/or analog outputs (such as relay drivers, H bridge
drivers, mjector drivers, and logic outputs).

In some examples, rather than utilize an ECU as the
computing device, computing device 102 may include a
relatively more powertul processor (compared to the micro-
controller) configured to execute instructions or other forms
of software to perform various aspects of the machine
learning based vehicle diagnostic techniques described 1n
this disclosure. The processor may represent one or more of
fixed function, programmable, or combinations thereot, such
as microprocessors, digital signal processors (DSPs), appli-
cation specific integrated circuits (ASICs), field program-
mable gate arrays (FPGAs), discrete logic, software, hard-
ware, firmware or any combinations thereof. When the
techniques are implemented partially 1n software, computing
device 102 may store instructions for the software 1 a
suitable, non-transitory computer-readable medium and
execute the instructions in hardware using one or more
processors to perform the techniques of this disclosure. A
device including computing device 102 may comprise an
integrated circuit, and/or a miCroprocessor.

For purposes of illustration, computing device 102 1s
assumed to represent a processor communicatively coupled
to one or more ECUs responsible for controlling operation
of sub-system 106. Sensors 104 may be communicatively
coupled to computing device 102 and may be configured to
monitor sub-system 106 of vehicle 101.

Sub-system 106 may be representative of any system or
sub-system 1n vehicle 101 that may have updates applied to
soltware or firmware of the component. For instance, sub-
system 106 may be the enfirety of, a portion of, or a tfluid
inside of the engine, the ABS, the TC system, the ESC
system, the brake system, the heads-up display system, the
coolant system, the navigation system, the infotainment
system, the powertrain, the exhaust system, the fuel bus, the
gearbox, the shock absorbers, the wheels, or any other
operational component of vehicle 101 that utilizes software
and/or firmware 1n some way.

In accordance with various aspects of the techniques
described 1n this disclosure, computing device 102 may
detect that a blockchain that includes version numbers of
updates for sub-system 106 in vehicle 101 has been updated
to include a new version number. Computing device 102
may download the update file for sub-system 106 over
network 110, either from an 1ssuing node directly or using
peer-to-peer communication. Computing device 102 may
then distribute the update file to sub-system 106. The use of
blockchain technology ensures that the data associated with
the updates (e.g., the version numbers and the update file
itsell) 1s immutable and valid throughout the vehicle life-
cycle.

The version number and the sub-system update file may
be stored on one or more blockchains 1n a secured area 1.¢.
at least in vehicle 101 and one or more other nodes 1n
network 110 and remote system 120. Computing device 102
may act as a communication system, monitoring the respec-
tive version number blockchains for each of sub-system in
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vehicle 101. When updates are detected in the version
number blockchains, computing device 102 may initiate a
download with remote system 120 for the corresponding
update file stored 1n a second blockchain. By monitoring the
version number blockchain as opposed to the update file
blockchain, computing device 102 may store smaller files
(e.g., the version number may be only a small string of text
as opposed to the entirety of the software and/or firmware
package of the update file) and may consume less processing,
power by analyzing the smaller version number blockchain
as opposed to the full file blockchain. As vehicle 101 may
include hundreds of sub-systems, monitoring the large
update files for each sub-system would be strenuous on the
processors of computing device 102, and monitoring the
smaller version number blockchain may remove or limit that
stress. Further, computing device 102 may have the decryp-
tion key for the version number blockchains, but may not
necessarily have the decryption key for each of the various
sub-systems and their update file blockchains. Rather, the
respective sub-system corresponding with the update file
may be the only sub-system with the decryption key needed
to ascertain the code 1n the update file, further adding to the
security and immutability of the overall system.

A blockchain 1s a series of blocks that are linked to one
another using cryptography, such as a hash function. Each
block of the blockchain includes a hashed version of the
previous block of the blockchain, a timestamp of the update
to the blockchain, the new information for the blockchain,
and, potentially, additional information about the transaction
adding the new 1nformation, such as a user 1dentification or
some other sort of metadata. The 1nitial instance of a new
transaction 1s 1ssued from some node 1n the system and to
another node 1n the system. If the 1ssuer node 1s connected
to each other node in the system, the issuer node may
distribute the update to each other node i1n the system,
enabling every node 1n the system to maintain an immutable,
up-to-date version of the blockchain upon the blockchain
being updated. In other instances, such as where the 1ssuer
node 1s not connected to other nodes in the system, a
peer-to-peer network may be utilized to distribute the blocks
throughout the nodes participating in the blockchain storage
system. By including a hashed version of the previous block
and a timestamp for each transaction 1n each block of the
blockchain, nodes in the peer-to-peer network need not
explicitly recerve each block 1n the system, but may always
ensure the node 1s storing the most up-to-date version of the
blockchain possible through comparison of the timestamp in
the most recent block stored on the node to a timestamp in
the most recent block stored on another node in the peer-
to-peer network.

Furthermore, each node may individually verify that any
updates to the blockchain are valid using the hashed version
of the previous block that must be 1included 1n any transac-
tion to the blockchain. For instance, 1f a node determines that
the hashed portion of a new transaction does, 1n fact, include
the most recent block of the blockchain stored in the node,
then the node may approve the transaction as a valid
transaction. Conversely, 1 the node determines that the
hashed portion of the new transaction does not include the
most recent block of the blockchain stored 1n the node, then
the node may determine the transaction 1s invalid. Further-
more, since each block includes a hash of the previous block,
a most recent block of the blockchain would include, in
order, a history of every valid transaction in the blockchain.
As such, if the node determines that various details of the
history of blocks hashed into the most recent block 1s
incorrect, the node may determine that the new transaction
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1s 1nvalid. Furthermore, 1I the node determines that the
timestamp information for the new block 1s mcompatible
with the most recent block 1n the blockchain, such as it the
timestamp 1n the transaction 1s before a timestamp of the
most recent block in the blockchain stored on the node, the
node will determine that the transaction 1s 1nvalid.

In this manner, blockchain provides a reliable, immutable
system to maintain updated records of what the 1ssuer node
has deemed to be valid update files to software or firmware
for sub-system 106 in vehicle 101. New update files may be
released into market on an inconsistent basis. However, by
cnabling an 1ssuer node to push updates to nodes of a
network, peer-to-peer or otherwise, via blockchain transac-
tions, vehicle 101 may consistently maintain a record of
which sub-systems should be updated at any given time.
These update files may be critical to certain aspects of
vehicle 101, and failure to update the files 1n a timely manner
may result 1n unsaie or meflicient operation of vehicle 101.
By ensuring the timely and valid installation of update files
for every sub-system 106 in vehicle 101, vehicle 101 may
continue operating eflectively.

FIG. 2 1s a block diagram illustrating an example com-
puting device 202 configured to perform various aspects of
the sub-system update techniques described in this disclo-
sure. Computing device 202 represents an example of com-
puting device 102 described above with reference to FIG. 1.
As 1llustrated m FIG. 2, computing device 202 includes at
least one processing unit 204, at least one communication
umt 206, at least one storage device 208, at least one user
interface device (UID) 210, at least one communication
channel 218, and one or more ECUs 220. FIG. 2 illustrates
only one particular example of computing device 202, and
many other examples of computing device 202 may be used
in other mnstances and may include a subset of the compo-
nents included i example computing device 202 or may
include additional components not shown in FIG. 2.

In one example, computing device 202 may be, or may be
incorporated 1n, any electronic computing device with com-
ponents that may be replaced, added to, or removed from the
device 1tsell. In some examples, computing device 202 may
be, or may be incorporated in, a motor vehicle, such as the
example described 1n FIG. 1. In other examples, computing
device 202 may be some other device, such as a smartphone,
a computerized watch (e.g., a smart watch), computerized
cyewear, computerized headwear, other types of wearable
computing devices, a tablet computer, a personal digital
assistant (PDA), a laptop computer, a desktop computer, a
gaming system, a media player, an e-book reader, a televi-
sion platform, an automobile navigation system, a digital
camera, or any other type of mobile and/or non-mobile
computing device that 1s configured to perform a component
verification operation as described herein.

Processing units 204 may represent a unit implemented as
fixed-function processing circuits, programmable process-
ing circuits, or a combination thereof. Fixed-function cir-
cuits refer to circuits that provide particular functionality
and are pre-set on the operations that can be performed.
Programmable circuits refer to circuits that can programmed
to perform various tasks and provide flexible functionality in
the operations that can be performed. For instance, program-
mable circuits may execute software or firmware that cause
the programmable circuits to operate 1n the manner defined
by 1nstructions of the software or firmware. Fixed-function
circuits may execute soltware instructions (e.g., to receive
parameters or output parameters), but the types of operations
that the fixed-function processing circuits perform are gen-
erally immutable. In some examples, the one or more of the
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units may be distinct circuit blocks (fixed-function or pro-
grammable), and 1n some examples, the one or more units
may be integrated circuits.

Communication units 206 may represent a unit configured
to communicate with one or more other computing devices
by transmitting and/or recerving data. Communications units
206 may 1include wired and/or wireless communication
units. Examples of wired communication units 206 include
Universal Serial Bus (USB) transceivers. Examples of wire-
less communication units 206 include GPS radios, cellular
(e.g., long term evolution (LTE)) radios, Bluetooth™ radios,
WiF1™ radios, or any other wireless radios.

In some examples, storage device 208 may represent a
unit configure to store one or more modules, such as
blockchain module 230 and sub-system distribution module
232 shown 1n FIG. 2. Storage device 208 may be a tempo-
rary memory, meaning that a primary purpose of storage
device 208 1s not long-term storage. Storage device 208 may
be configured for short-term storage of information as
volatile memory and therefore not retain stored contents 11
powered ofl. Examples of volatile memories include random
access memories (RAM), dynamic random-access memo-
ries (DRAM), static random-access memories (SRAM), and
other forms of volatile memories known 1n the art.

Storage device 208 may include one or more non-transi-
tory computer-readable storage devices. Storage device 208
may be configured to store larger amounts of information
than typically stored by volatile memory. Storage device 208
may further be configured for long-term storage of infor-
mation as non-volatile memory space and retain information
alter power on/ofl cycles. Examples of non-volatile memo-
ries include magnetic hard discs, optical discs, flash memo-
ries, or forms of electrically programmable memories
(EPROM) or electrically erasable and programmable (EE-
PROM) memories. Storage device 208 may store program
instructions and/or information (e.g., data) that, when
executed, cause processing unit 204 to perform the tech-
niques of this disclosure. For example, storage device 208
may include data or information associated with one or more
modules 230 and 232.

User mterface devices (UID) 210 may represent a unit
configured to enable a user to interact with computing
device 202. UIDs 210 may include one or more input
devices 212 and/or more output devices 214. Examples of
input devices 212 include display devices, keyboards, point-
ing devices (such as a mouse or digital pen), microphones,
physical buttons or knobs, among others. Examples of
output devices 214 include display devices and speakers,
among others. Display devices may include touchscreens
(e.g., capacitive or resistive). Example display devices
include liquid crystal displays (LCD), light emitting diode
(LED) displays, organic light-emitting diode (OLED) dis-
plays, e-ink, or other device configured to display informa-
tion to a user.

ECUs 220 may represent one or more electronic control
units configured to control electronics and various sub-
systems of vehicle 101, such as the above noted ABS and
ESC system. ECUs 220 may each be implemented as an
embedded system, which may include a microcontroller or
other type ol processor, memory, mputs, and outputs as
noted above. ECUs 220 may interface with one or more of
sensors 104 (FIG. 1) in the manner described above 1in
support of the electronics and/or sub-systems.

Communication channels 218 may represent a unit con-
figured to interconnect each of components 204, 206, 208,
210, and/or 220 {for inter-component communications
(physically, communicatively, and/or operatively). In some
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examples, communication channels 218 may include a sys-
tem bus, a network connection, one or more nter-process
communication data structures, or any other components for
communicating data.

As further shown 1n the example of FIG. 2, storage device
208 stores a blockchain module 230 and a sub-system
distribution module 232. Processing units 204 may interface
with storage device 208 to retrieve one or more instructions
of blockchain module 230 that, when executed, cause pro-
cessing units 204 to perform operations directed to collec-
tion of sub-system update files 250 from one or more nodes
of a network via communication channels 218. Similarly,
processing units 204 may interface with storage device 208
to retrieve one or more structions of sub-system distribu-
tion module 232 that, when executed, cause processing units
204 to perform operations directed to distributing sub-
system update files 250 to the corresponding sub-system
able to read and 1nstall the particular sub-system update file
250, as discussed above. Reference to modules 230 and 232
performing various operations should be understood to refer
to processing units 204 performing the various operations
discussed with respect to each of modules 230 and 232.

In any event, blockchain module 230 may execute one or
more communication protocols, such as the above noted
controller area network (CAN) communication protocol, to
interface with ECUs 220 and thereby indirectly interface
with sub-system 106 to communicate the sub-system update
file 250 to sub-system 106. Blockchain module 230 may
store sub-system update files 250 to storage device 208.

Blockchain module 230 may also maintain one or more
instances of blockchain ledger data 252. For instance, 1n
some examples, a single blockchain (and a single instance of
blockchain ledger data 252) may store all information per-
tinent to each component that may be installed or updated
into a computing system that includes computing device
202. In other examples, a different blockchain (and different
blockchain ledger data 252) may be used to store data
associated with software and/or firmware updates that may
be 1installed or added into a sub-system of a computing
system that includes computing device 202. In other
instances, for each sub-system of a computing system that
may be utilize updateable software and/or firmware, a sec-
ond blockchain including version numbers of the software
and/or firmware for each sub-system may also be stored 1n
blockchain ledger data 252. In some instances, each sub-
system of the computing system that includes computing
device 202 may be associated with a plurality of blockchains
that may store any combination of software updates for the
sub-system, firmware updates for the sub-system, software
updates for applications that execute on the sub-system,
version numbers of the software for the sub-system, version
numbers of the firmware for the sub-system, and version
numbers of the software updates for the applications that
execute on the sub-system. Blockchain module 230 may
leverage communication umts 206 to communicate with
other nodes of a network to maintain up-to-date software
and firmware in blockchain ledger data 252 for the sub-
systems. After suflicient data is collected, blockchain mod-
ule 230 may mvoke sub-system distribution module 232.

For the purposes of this example with regards to FIG. 2,

computing device 202 1s a component of a larger system of
components, such as vehicle 101, that detects the availability

for sub-system updates for various sub-systems outside of

computing device 202 (e.g., sub-system 106). However, 1n
other instances, computing device 202 may 1tself include
additional components that may be updated.




US 10,936,302 B2

9

Blockchain module 230 may monitor a blockchain that
includes 1ndications of sub-systems updates for a sub-system
on the same overall computing system as computing device
202 but separate from computing device 202. In response to
detecting an update to a ledger of the blockchain, blockchain
module 230 may download, from one or more nodes of a
network, sub-system update file 250 for the second sub-
system. In downloading sub-system update file 250, block-
chain module 230 may download sub-system update file 250
entirely from a single node of the network, such as from the
server pushing the blockchain update itself. In instances
where the network 1s a peer-to-peer network, blockchain
module 230 may download sub-system update file 250 from
a single node of the peer-to-peer network, such as from a
non-vehicle mobile computing device or another vehicle that
has already downloaded and installed the update. In other
instances where the network 1s a peer-to-peer network,
blockchain module 230 may download, from a first node of
the peer-to-peer communication network, a first portion of
sub-system update file 250, and may further download, from
a second node of the peer-to-peer communication network,
a second portion of sub-system update file 250. Sub-system
distribution module 232 may then distribute the sub-system
update for the sub-system to the sub-system.

In some 1nstances, the blockchain may be a first block-
chain that includes version numbers associated with sub-
system updates for the particular sub-system. As such, by
performing a listening function to detect the update to the
first blockchain, blockchain module 230 1s detecting a
transaction that pushes a new version number to the most
recent block of the blockchain. In such instances, sub-
system update file 250 may be stored throughout the net-
work 1n a second blockchain. Therefore, in downloading
sub-system update file 250, blockchain module may be
downloading the most recent block 1n the second blockchain
that the 1ssuer node pushes along with the new version
number.

By separating the version number of sub-system update
file 250 and sub-system update file 250 itself into two
separate blockchains, the processing power required by
blockchain module 230 to monitor the blockchains for
update 1s reduced. This 1s because the blockchain containing
only the version numbers of sub-system update file 250 may
only include small strings 1n each block, as opposed to
sub-system update file 250 1itself, which may include large
amounts ol code and files required for installation. As
computing device 202 may be required to monitor hundreds
of these blockchains, reducing the size of the blockchains
that require monitoring to the extent provided herein would
greatly reduce the processing power and memory consump-
tion for the techniques provided herein.

Sub-system update file 250 may be encoded. Since com-
puting device 202 need not monitor any of the data in the
blockchain that includes sub-system update file 250, com-
puting device 202 may not have the decryption key needed
to decrypt sub-system update file 250. This may further
ensure the immutability of the update file 1tself. Instead, only
the particular sub-system that sub-system update file 250 1s
intended to alter may have the decryption key required to
decrypt sub-system update file 250.

Each sub-system may utilize different blockchains for
their respective update files, and may also have diflerent
blockchains for the type of update file (e.g., a software
update, a firmware update, or an application update). As
such, blockchain module 230 may monitor another block-
chain to detect updates for other sub-systems in the com-
puting system that also includes computing device 202.
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Similarly, blockchain module 230 may download, from the
one or more nodes of the network, a sub-system update for
the additional sub-system 1n response to detecting an update
to a ledger of a second blockchain that indicates updates for
the additional sub-system. Sub-system distribution module
232 may then distribute the sub-system update for the
additional sub-system to the additional sub-system.

The blockchain that includes the version number of
sub-system update file 250 may further include meta-data
that identifies the particular sub-system that sub-system
update file 250 1s to be installed on. As such, sub-system
distribution module 232 may determine, based on meta-data
for the blockchain, that sub-system update file 250 1s for a
particular sub-system of the plurality of sub-systems include
in the computing system. Distribution module 232 may then
send sub-system update file 250 to the identified sub-system.

FIG. 3 1s a block diagram illustrating an example sub-
system configured to perform various aspects of the sub-
system update techmques described 1n this disclosure. Sub-
system 306 represents an example of sub-system 106
described above with reference to FIG. 1. As 1llustrated 1n
FIG. 3, sub-system 306 1ncludes at least one processing unit
304, at least one communication unit 316, at least one
storage device 308, at least one user interface device (UID)
310, at least one communication channel 318, and one or
more ECUs 320. FIG. 3 illustrates only one particular
example of sub-system 306, and many other examples of
sub-system 306 may be used in other instances and may
include a subset of the components included 1n example
sub-system 306 or may include additional components not
shown 1 FIG. 3.

In one example, sub-system 306 may be, or may be
incorporated 1n, any electronic computing device with com-
ponents that may be replaced, added to, or removed from the
device itself. In some examples, sub-system 306 may be, or
may be icorporated in, a motor vehicle, such as the example
described i FIG. 1.

Processing units 304 may represent a unit implemented as
fixed-function processing circuits, programmable process-
ing circuits, or a combination thereof. Fixed-function cir-
cuits refer to circuits that provide particular functionality
and are pre-set on the operations that can be performed.
Programmable circuits refer to circuits that can programmed
to perform various tasks and provide flexible functionality in
the operations that can be performed. For instance, program-
mable circuits may execute software or firmware that cause
the programmable circuits to operate 1n the manner defined
by 1nstructions of the software or firmware. Fixed-function
circuits may execute soltware instructions (e.g., to receive
parameters or output parameters), but the types of operations
that the fixed-function processing circuits perform are gen-
erally immutable. In some examples, the one or more of the
units may be distinct circuit blocks (fixed-function or pro-
grammable), and 1n some examples, the one or more units
may be integrated circuits.

Communication units 316 may represent a unit configured
to communicate with one or more other computing devices
by transmitting and/or receiving data. Communications units
316 may 1include wired and/or wireless communication
units. Examples of wired communication units 316 include
Universal Serial Bus (USB) transceivers. Examples of wire-
less communication units 316 include GPS radios, cellular
(e.g., LTE) radios, Bluetooth™ radios, WiF1™ radios, or any
other wireless radios.

In some examples, storage device 308 may represent a
unit configure to store one or more modules, such as
communication module 330 and installation module 332
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shown 1n FIG. 3. Storage device 308 may be a temporary
memory, meaning that a primary purpose of storage device
308 1s not long-term storage. Storage device 308 may be
configured for short-term storage of information as volatile
memory and therefore not retain stored contents 1f powered
ofl. Examples of volatile memories imnclude random access
memories (RAM), dynamic random-access memories
(DRAM), static random-access memories (SRAM), and
other forms of volatile memories known 1n the art.

Storage device 308 may include one or more non-transi-
tory computer-readable storage devices. Storage device 308
may be configured to store larger amounts of information
than typically stored by volatile memory. Storage device 308
may further be configured for long-term storage of infor-
mation as non-volatile memory space and retain information
alter power on/oll cycles. Examples of non-volatile memo-
ries iclude magnetic hard discs, optical discs, flash memo-
ries, or forms of electrically programmable memories
(EPROM) or electrically erasable and programmable (EE-
PROM) memories. Storage device 308 may store program
instructions and/or information (e.g., data) that, when
executed, cause processing unit 304 to perform the tech-
niques of this disclosure. For example, storage device 308
may include data or information associated with one or more
modules 330 and 332.

User mterface devices (UID) 310 may represent a unit
configured to enable a user to 1nteract with sub-system 306.
UIDs 310 may include one or more input devices 312 and/or
more output devices 314. Examples of mput devices 312
include display devices, keyboards, pointing devices (such
as a mouse or digital pen), microphones, physical buttons or
knobs, among others. Examples of output devices 314
include display devices and speakers, among others. Display
devices may include touchscreens (e.g., capacitive or resis-
tive). Example display devices include liquid crystal dis-
plays (LCD), light emitting diode (LED) displays, organic
light-emitting diode (OLED) displays, e-ink, or other device
configured to display information to a user.

ECUs 320 may represent one or more electronic control
units configured to control electronics and various sub-
systems of vehicle 101, such as the above noted ABS and
ESC system. ECUs 320 may each be implemented as an
embedded system, which may include a microcontroller or
other type of processor, memory, mnputs, and outputs as
noted above. ECUs 320 may interface with one or more of
sensors 104 (FIG. 1) in the manner described above 1in
support of the electronics and/or sub-systems.

Communication channels 318 may represent a unit con-
figured to interconnect each of components 304, 316, 308,
310, and/or 320 {for inter-component communications
(physically, communicatively, and/or operatively). In some
examples, communication channels 318 may 1nclude a sys-
tem bus, a network connection, one or more nter-process
communication data structures, or any other components for
communicating data.

As further shown 1n the example of FIG. 3, storage device
308 stores a communication module 330 and an installation
module 332. Processing units 304 may interface with stor-
age device 308 to retrieve one or more instructions of
communication module 330 that, when executed, cause
processing units 304 to perform operations directed to
collection of sub-system update files 350 from computing
device 202 via communication channels 218. Similarly,
processing umts 304 may interface with storage device 308
to retrieve one or more 1nstructions of installation module
332 that, when executed, cause processing units 304 to

perform operations directed to 1nstalling sub-system update
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files 350 using sub-system update decryption key 352.
Retference to modules 330 and 332 performing various
operations should be understood to refer to processing units
304 performing the various operations discussed with
respect to each of modules 330 and 332.

For instance, 1n accordance with the techniques described
herein, communication module 330 may receive sub-system
update file 350 from computing device 202. In this instance,
sub-system 306 and computing device 202 are different
components incorporated into the same overall computing
system (e.g., vehicle 101). Upon receiving sub-system
update file 350, installation module 332 may 1nstall sub-
system update file 350, which may be either a software
update for sub-system 306, a firmware update for sub-
system 306, or a soltware update to one or more applications
that execute on sub-system 306. Sub-system update file 350
may be a hashed file. As such, mstallation module 332 may
leverage sub-system update decryption key 352 to decrypt
sub-system update file 350 prior to installing sub-system
update file 350.

Sub-system update file 350 may be a block in a block-
chain for update files for sub-system 306. As such, sub-
system 306 may continuously store each version of the
sub-system update file to maintain the blockchain integrity.
If another computing system 1s 1n communication with
computing device 202 to request the most up-to-date version
ol sub-system update file 350, communication module 330
may send sub-system update file 350 back to computing
device 202 for dispersal to the requesting computing system.

FIG. 4 1s a conceptual diagram illustrating a system 1n
which a computing system accesses a blockchain stored
throughout a network 1n accordance with various aspects of
the sub-system update techniques described in this disclo-
sure. In the example of FIG. 4, the network 1s shown as
peer-to-peer network 414. As shown 1n the example of FIG.
4, the system includes computing system 401, 1ssuer node
412, peer-to-peer network 414, and one or more blockchain
nodes 416.

The techniques described herein include a hierarchical
method to ensure that sub-systems 406 A-406N (collectively,
sub-systems 406) are properly updated 1n computing system
401. In this system, there may be a server, or 1ssuer node
412, a communication sub-system within a vehicle that 1s
configured to communicate with outside devices (e.g., com-
puting device 402 within computing system 401), and mul-
tiple individual sub-systems (e.g., sub-systems 406) that are
in communication with the communication sub-system.

Issuer node 412 of the system initializes the network,
including setting the various public and private decryption
keys to be used in the hash functions performed on the
update files and the content 1dentification for the files. Issuer
node 412 then creates a sub-system update databases 410,
which may include version numbers and update files for
cach istance of software and firmware throughout sub-
systems 406. Issuer node 412 populates and encrypts a first
entry into this database for each of sub-systems 406 could
require soiftware/firmware updates during the life of com-
puting system 401. Issuer node 412 then distributes the
relevant portions of the hash to the requisite blockchain
nodes 416 and computing system 401.

Each blockchain node 416 in the system, as well as
computing system 401, may have a version of computing
device 402 that acts as a communication sub-system con-
figured to read the various version number blockchains that
reflect the version numbers stored in sub-systems update
databases 410. Computing device 402 may listen for updates
to the wvarious version number blockchains, detecting
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whether any software or firmware for any of the relevant
sub-systems to the vehicle have a pending update. Comput-
ing device 402 may perform this listeming function through
peer-to-peer communication with blockchain nodes 416 and
1ssuer node 412 to detect the update to the version number
blockchain.

Issuer node 412 may mitialize a push of a firmware update
for sub-system 406 A by updating the version number block-
chain with the hashed version number of the firmware
update file for sub-system 406 A. Issuer node 412 pushes this
update through to blockchain nodes 416 and 1s ultimately
detected by computing device 402. With this update to the
version number blockchain for sub-system 406 A, computing,
device 402 detects that an update for sub-system 406A 1is
pending. Computing device 402 can download the updated
file through any of a number of ways. The communication
sub-system retrieve the updated file either directly from
issuer node 412 (via a Wi-Fi®, LTE, or other cellular
connection) over peer-to-peer network 414 or from any of
blockchain nodes 416 over peer-to-peer network 414. Com-
puting device 402 may also download the update file from
multiple different devices, downloading portions of the file
from a number of other blockchain nodes 416 that have
already downloaded and installed the update. In other
instances, computing device 402 may download the entire
file from a single one of 1ssuer node 412 or blockchain nodes
416 that have already downloaded and installed the update.

Computing device 402 may not have the decryption key
for the update to sub-system 406A. Instead, computing
device 402 may simply act as a relay to retrieve the
necessary update file and distribute the update file to sub-
system 406A. While these techniques are described with
regards to firmware, similar techniques may be utilized to
update software running on sub-systems 406, or to update a
particular application within the software running on sub-
systems 406. Any code that could be updated 1n computing
system 401 may be updated 1n this manner.

By utilizing a different blockchain for the version number
of each update file, as well as a different blockchain for each
update file itself, computing device 402 may be able to
cllectively and efliciently monitor hundreds of blockchains
to detect when updates have been pushed by 1ssuer node 412
without having to explicitly monitor the potentially large
update files 1n and of themselves. Further, as each of
sub-systems 406 may store the blockchains relating to the
specific update files, computing device 402 need not store
the blockchains for each of sub-systems 406. Instead, com-
puting device 402 need only store the much smaller blocks
of the version number block chains, decreasing the amount
of long-term memory that need be present on computing
device 402.

FIG. 5 1s a conceptual diagram illustrating a system in
which a computing system accesses a blockchain stored
throughout a network 1n accordance with various aspects of
the sub-system update techniques described 1n this disclo-
sure. As shown 1n the example of FIG. 5, the system includes
computing system 501, 1ssuer node 512, peer-to-peer net-
work 514, one or more blockchain nodes 516, and interme-
diate computing device 518.

The system of FIG. 5 may function similarly to the system
of FIG. 4, where sub-system update database 510 receives
updates from issuer node 512, and where 1ssuer node 512
pushes these updates 1s transactions to a blockchain stored
throughout blockchain nodes 516 and computing system
501. However, instead of computing device 502 having to be
directly connected to peer-to-peer network 514, intermediate
computing device 518 may download the update file for one
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of sub-systems 506 A-506N (collectively, sub-systems 506)
over peer-to-peer network 514 (e.g., from 1ssuer node 512).
Intermediate computing device 518 may be a mobile com-
puting device such as a smartphone, a tablet computer, a
laptop computer, or any other device that may be configured
to receive data over a network. Computing device 502 may
then request the downloaded update file for one of sub-
systems 306 from intermediate computing device 518 using
a short-area communication protocol (e.g., Bluetooth®, Zig-
Bee®, or the like). In instances where computing system 501
1s a vehicle, it may be dithicult for computing system 501 to
be 1n communication range with another vehicle for a long
enough time to obtain the update file for one of sub-systems
506. As such, by using intermediate computing device 518,
computing system 501 can efliciently obtain the update file
during normal operation, as intermediate computing device
518 may be located inside of the vehicle while the driver 1s
operating the vehicle.

Furthermore, intermediate computing device 518 may not
have the decryption key for the update file, meaning that
intermediate computing device 518 1s merely a relay for the
update {ile to sub-systems 506 via computing device 302 and
that intermediate computing device 518 1s unable to access/
alter the update file. Additionally, computing device 502
would not have the decryption key for the update file, and
any other sub-system of sub-systems 506 other than the
particular sub-system for which the update file 1s intended
may not have the decryption key specific for that update file.
In other words, for an update file that will update some
aspect of sub-system 506A, only sub-system 506A would
have the decryption key for the update file. None of com-
puting device 502, intermediate computing device 518,
sub-systems 506B-506N, or the portions of blockchain
nodes 516 responsible for transmitting the update file would
have access to the decryption key for the update file for
sub-system 506A.

By only granting sub-system 506 A access to the decryp-
tion key for the update file for sub-system 306 A and restrict-
ing access to the update file of sub-system 506A for any
intermediary component between 1ssuer node 512 and sub-
system 506 A, the techniques described herein ensures that
the update file remains unaltered. Any malicious or unap-
proved updates to the update file may create numerous
issues 1 the system installing the update file, including
bugs, crashes, loss of information, or unexpected operation
or control of physical components 1 the system. By not
grving ntermediary devices access to the decryption key
needed to decrypt the hashed update file, sub-system 506 A
may receirve and install the update file as intended by the
entity that generated the update file (e.g., 1ssuer node 512).
Therefore, sub-system 506A can trust the received update
files transferred using the techniques described herein and
install the update file without the need to perform any
additional scans or analysis of the file itself outside of
ensuring that the update file 1s received as part of a valid
transaction 1n the blockchain(s) described herein.

FIG. 6 1s a conceptual diagram illustrating a dual-block-
chain system that includes a first blockchain holding version
numbers of a software or firmware update and a second
blockchain holding the software or firmware update itself in
accordance with various aspects of the sub-system update
techniques described 1n this disclosure. A blockchain 1s a
series of blocks (e.g., blocks 602A-602C (collectively,
“blocks 602”)) that are linked to one another using cryp-
tography, such as a hash function. Each block of the block-
chain includes a hashed version of the previous block of the
blockchain, a timestamp of the update to the blockchain, the
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new information for the blockchain, and, potentially, addi-
tional information about the transaction adding the new
information, such as a user identification or some other sort
ol metadata.

As shown 1n FIG. 6, block 602A may be a first block 1n
a blockchain that includes a version number of a software
file stored 1n block 606A, in a second blockchain, for a
particular sub-system. An issuer node, such as issuer node
412 of FIG. 4, may produce a transaction, or an update to
blockchains with a software update for the sub-system
associated with the two blockchains of FIG. 6. To store this
new 1nformation, the issuer node would first create hash
block 604A by applying a hash function (or other crypto-
graphic function) to block 602A. The 1ssuer node may then
append the new information to hash block 604A, thereby
creating block 602B. The new information for block 602B
may 1include the version number of the software update.
Similarly, the 1ssuer node may create hash block 608A by
applying a different hash function (or other cryptographic
function) to block 606A. The issuer node may then append
the new information to hash block 608A, thereby creating
block 606B. The new information for block 606B may
include the software update itself for the sub-system. The
issuer node may then disperse blocks 602B and 606B over
a peer-to-peer network to any nodes connected to the 1ssuer
node, and those nodes may continue the dissemination of
block 602B and 606B until each node configured to store the
blockchain has a copy of block 602B and 606B stored 1n its
local memory.

At later time, the issuer node may produce another
transaction to update the blockchain again with yet another
soltware update for the particular sub-system. To store this
new 1nformation, the issuer node would first create hash
block 604B by applying a hash function (or other crypto-
graphic function) to block 602B. The issuer node may then
append the new information to hash block 604B, thereby
creating block 602C. The new information for block 602C
may 1include the version number of the software update.
Similarly, the 1ssuer node may create hash block 608B by
applying a different hash function (or other cryptographic
function) to block 606B. The 1ssuer node may then append
the new information to hash block 608B, thereby creating
block 606C. The new information for block 606C may
include the software update itself for the sub-system. The
1ssuer node may then disperse blocks 602C and 606C over
a peer-to-peer network to any nodes connected to the 1ssuer
node, and those nodes may continue the dissemination of
block 602C and 606C until each node configured to store the
blockchain has a copy of block 602C and 606C stored in its
local memory. This process may continue as additional
blocks are added to each of the blockchains, such as with the
addition of hash blocks 604C and 608C to create new blocks
in the blockchains. Furthermore, each sub-system may
include a similarly structured blockchain (e.g., one block-
chain for version numbers of the update files of the respec-
tive sub-system, and one blockchain for the update files
themselves for the respective sub-system).

This process may continue whenever the 1ssuer node has
an update to the software for the particular sub-system.
While described above with respect to software, similar
blockchains may be created for other sub-systems, for
firmware updates to the sub-systems, or for soltware updates
to applications executing on the various sub-systems.

FI1G. 7 1s a flowchart 1llustrating example operation of the
computing system shown in the example of FIG. 2 1
performing various aspects of the sub-system update tech-
niques described 1n this disclosure. Computing device 202
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may first invoke blockchain module 230 to interface with
clectronic control units (ECUs) 220 to monitor a ledger of a
blockchain for an indication that an update to software or
firmware for a sub-system of the system containing com-
puting device 202 i1s available (700). Blockchain module
230 may determine whether the ledger of the blockchain has
been updated to indicate the sub-system update 1s available
(702). If blockchain module 230 determines that no sub-
system updates are available (“NO” branch of 702), block-
chain module 230 may continue monitoring the ledger of the
blockchain (700). Conversely, 1f blockchain module 230
determines that the ledger of the blockchain indicates a
sub-system update 1s available for a particular sub-system
(“YES” branch of 702), blockchain module 230 may down-
load sub-system update files 250 from one or more nodes of
a peer-to-peer network (704). Blockchain module 230 may
store sub-system update files 250.

Computing device 202 may then imnvoke sub-system dis-
tribution module 232 to interface with electronic control
units (ECUs) 220 to determine which sub-system 1s config-
ured to install sub-system update files 250 (706). Sub-
system distribution module 232 may then distribute the
sub-system update to the corresponding sub-system (708).
Computing device 202 may continue to operate in this
manner (700-708) to perform real-time or near-real-time
component verification (which i1s another way to refer to
various aspects of the component verification techniques
described 1n this disclosure).

It 1s to be recognized that depending on the example,
certain acts or events of any of the techniques described
herein can be performed 1 a different sequence, may be
added, merged, or left out altogether (e.g., not all described
acts or events are necessary for the practice of the tech-
niques). Moreover, 1n certain examples, acts or events may
be performed concurrently, e.g., through multi-threaded
processing, interrupt processing, or multiple processors,
rather than sequentially.

In one or more examples, the functions described may be
implemented in hardware, software, firmware, or any com-
bination thereol. If implemented 1n software, the functions
may be stored on or transmitted over as one or more
instructions or code on a computer-readable medium and
executed by a hardware-based processing unit. Computer-
readable media may include computer-readable storage
media, which corresponds to a tangible medium such as data
storage media, or communication media including any
medium that facilitates transfer ol a computer program from
one place to another, e.g., according to a communication
protocol. In this manner, computer-readable media generally
may correspond to (1) tangible computer-readable storage
media which 1s non-transitory or (2) a communication
medium such as a signal or carrier wave. Data storage media
may be any available media that can be accessed by one or
more computers or one or more processors to retrieve
instructions, code and/or data structures for implementation
of the technmiques described in this disclosure. A computer
program product may include a computer-readable medium.

By way of example, and not limitation, such computer-
readable storage media can comprise RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash
memory, or any other medium that can be used to store
desired program code in the form of instructions or data
structures and that can be accessed by a computer. Also, any
connection 1s properly termed a computer-readable medium.
For example, 1f instructions are transmitted from a website,
server, or other remote source using a coaxial cable, fibre
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optic cable, twisted pair, digital subscriber line (DSL), or
wireless technologies such as infrared, radio, and micro-
wave, then the coaxial cable, fibre optic cable, twisted parr,
DSL, or wireless technologies such as infrared, radio, and
microwave are included in the definition of medium. It
should be understood, however, that computer-readable stor-
age media and data storage media do not include connec-
tions, carrier waves, signals, or other transitory media, but
are 1nstead directed to non-transitory, tangible storage
media. Disk and disc, as used herein, includes compact disc
(CD), laser disc, optical disc, digital versatile disc (DVD),
and Blu-ray disc, where disks usually reproduce data mag-
netically, while discs reproduce data optically with lasers.
Combinations of the above should also be included within
the scope of computer-readable media.

Instructions may be executed by one or more processors,
such as one or more digital signal processors (DSPs),
general purpose microprocessors, application specific inte-
grated circuits (ASICs), field programmable gate arrays
(FPGAs), complex programmable logic devices (CPLDs),
or other equivalent integrated or discrete logic circuitry.
Accordingly, the term “processor,” as used herein may refer
to any of the foregoing structure or any other structure
suitable for implementation of the techniques described
heremn. In addition, 1n some aspects, the functionality
described herein may be provided within dedicated hard-
ware and/or software modules. Also, the techniques could be
tully implemented 1n one or more circuits or logic elements.

The techniques of this disclosure may be implemented in
a wide variety of devices or apparatuses, imncluding a wire-
less handset, an integrated circuit (IC) or a set of ICs (e.g.,
a chip set). Various components, modules, or units are
described 1n this disclosure to emphasize functional aspects
of devices configured to perform the disclosed techniques,
but do not necessarily require realization by diflerent hard-
ware units. Rather, as described above, various units may be
combined in a hardware unit or provided by a collection of
interoperative hardware units, including one or more pro-
cessors as described above, 1 conjunction with suitable
software and/or firmware.

Various examples have been described. These and other
examples are within the scope of the following claims.

What 1s claimed 1s:
1. A device comprising:
a plurality of sub-systems including a first sub-system and
a second sub-system,
wherein each sub-system of the plurality of sub-systems
comprise one or more processors, and wherein the one
or more processors ol the first sub-system are config-
ured to:
monitor a ledger of a first blockchain for an update
associated with the second sub-system;
download, from one or more nodes of a network, an
update file for a sub-system update for the second
sub-system 1n response to detecting the update asso-
ciated with the second sub-system, wherein the first
sub-system 1s different than the second sub-system,
wherein the first blockchain comprises information
indicating sub-system updates for respective ones of
the plurality of sub-systems, wherein a second block-
chain comprises the update file for the sub-system
update and an update file for each previous sub-
system update for the second sub-system;
wherein the sub-system update comprises one or more
of a software update for the second sub-system, a
firmware update for the second sub-system, or an
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application update for an application executing on
the second sub-system; and

distribute the sub-system update for the second sub-
system to the second sub-system, and

wherein the one or more processors of the second sub-

system 1s configured to install the update file using a
sub-system update decryption key for the second sub-
system, wherein only the second sub-system 1s able to
access and use the sub-system update decryption key.

2. The device of claim 1, wherein the blockchain com-
prises a first blockchain, and wherein the one or more
processors of the first sub-system are further configured to:

detect the update to the ledger of the first blockchain

associated with the second sub-system 1ncludes a new
version number associated with the sub-system update
for the second sub-system,

wherein the sub-system update for the second sub-system

corresponding to the new version number 1s stored
throughout the network 1n the second blockchain.

3. The device of claim 1, wherein the second sub-system
1s configured to utilize the sub-system update decryption key
to decrypt the sub-system update upon receiving the sub-
system update, and wherein the first sub-system does not
have access to the sub-system update decryption key to
decrypt the sub-system update for the second sub-system.

4. The device of claam 1, wherein the blockchain com-
prises a first blockchain that indicates updates for the second
sub-system, and wherein the one or more processors of the
first sub-system are further configured to:

download, from the one or more nodes of the network, a

sub-system update for a third sub-system of the plu-
rality of sub-systems of the device 1n response to
detecting an update to a ledger of the second block-
chain that indicates updates for the third sub-system,
wherein the third sub-system 1s different than the first
sub-system and the second sub-system; and

distribute the sub-system update for the third sub-system

to the third sub-system.

5. The device of claim 1, wherein the first blockchain
comprises a hash of a version number of the sub-system
update for the second sub-system, and wherein the one or
more processors of the first sub-system are further config-
ured to:

perform a listening function to detect the update to the

ledger of the second blockchain associated with the
second sub-system through the one or more nodes of
the network.

6. The device of claam 1, wherein the one or more
processors of the first sub-system being configured to down-
load the sub-system update for the second sub-system com-
prise the one or more processors of the first sub-system
being configured to:

download the sub-system update for the second sub-

system using one or more of Wi-Fi® protocol, a
cellular protocol, Bluetooth® protocol, or ZigBee®
protocol, wherein the first sub-system 1s configured to
communicate with the one or more nodes, wherein the
second sub-system and each other sub-system of the
plurality of sub-systems 1s in communication with the
first sub-system.

7. The device of claim 6,

wherein the first sub-system 1s configured to communicate

with the one or more nodes, wherein the second sub-
system and each other sub-system of the plurality of
sub-systems 1s 1 communication with the first sub-
system.




US 10,936,302 B2

19

8. The device of claim 1, wherein the network comprises
a peer-to-peer communication network, and wherein the one
or more processors of the first sub-system being configured
to download the sub-system update for the second sub-
system comprise the one or more processors of the first
sub-system being configured to:

download, from a first node of the peer-to-peer commu-

nication network, a first portion of the sub-system
update for the second sub-system; and

download, from a second node of the peer-to-peer com-

munication network, a second portion of the sub-
system update for the second sub-system.

9. The device of claam 1, wherein the one or more
processors of the first sub-system being configured to dis-
tribute the sub-system update for the second sub-system to
the second sub-system comprise the one or more processors
of the first sub-system being configured to:

determine, based on meta-data for the blockchain, that the

sub-system update 1s for the second sub-system of the
plurality of sub-systems; and

send the sub-system update from the first sub-system to

the second sub-system.

10. The device of claim 1, wherein the device comprises
a vehicle.

11. The device of claim 10, wherein the one or more nodes
comprise a non-vehicle mobile computing device.

12. A device comprising a plurality of sub-systems that
includes a first sub-system and a second sub-system, the
device further comprising:

means for monitoring a ledger of a first blockchain for an

update associated with the second sub-system, wherein
the first sub-system 1s diflerent than the second sub-
system;
means for downloading, from one or more nodes of a
peer-to-peer communication network, and to the first
sub-system of a plurality of sub-systems of the device,

an update file for a sub-system update for the second
sub-system from a second blockchain in response to
detecting the update associated with the second sub-
system, wherein the first blockchain comprises infor-
mation indicating sub-system updates for respective
ones of the plurality of sub-systems,
wherein the second blockchain comprises the update file
for the sub-system update and an update file for each
previous sub-system update for the second sub-system,

wherein the sub-system update comprises one or more of
a software update for the second sub-system, a firm-
ware update for the second sub-system, or an applica-
tion update for an application executing on the second
sub-system; and

means for distributing the sub-system update for the

second sub-system to the second sub-system, wherein
the second sub-system i1s configured to install the
update file using a sub-system update decryption key
for the second sub-system, wherein only the second
sub-system 1s able to access and use the sub-system
update decryption key.

13. A method comprising:

monitoring, by a first sub-system of a device comprising

a plurality of sub-systems, a ledger of a first blockchain
for an update associated with a second sub-system of
the plurality of sub-systems, wherein the first sub-
system 1s diflerent than the second sub-system;
downloading, by the first sub-system and from one or
more nodes of a network, an update file for a sub-
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system update for the second sub-system in response to
detecting the update associated with the second sub-
system,
wherein the first blockchain comprises information indi-
cating respective sub-system updates for the plurality
of sub-systems, wherein a second blockchain com-
prises the update file for the sub-system update and an
update file for each previous sub-system update for the
second sub-system, and
wherein only the second sub-system 1s able to access and
use a sub-system update decryption key used to decrypt
the sub-system update for the second sub-system,

wherein the sub-system update comprises one or more of
a software update for the second sub-system, a firm-
ware update for the second sub-system, or an applica-
tion update for an application executing on the second
sub-system; and

distributing, by the first sub-system, the sub-system

update for the second sub-system to the second sub-
system, wherein the sub-system update 1s installed at
the second sub-system using the sub-system update
decryption key for the second sub-system.

14. The method of claim 13, wherein the blockchain
comprises a first blockchain, and wherein the method further
COmprises:

detecting, by the first sub-system, the update to the ledger

of the first blockchain associated with the second
sub-system 1ncludes a new version number associated
with the sub-system update for the second sub-system,
wherein the sub-system update for the second sub-system
corresponding to the new version number 1s stored
throughout the network 1n the second blockchain.

15. The method of claim 13, wherein the second sub-
system 1s configured to utilize the sub-system update
decryption key to decrypt the sub-system update upon
receiving the sub-system update, and wherein the first sub-
system does not have access to the sub-system update
decryption key to decrypt the sub-system update for the
second sub-system.

16. The method of claim 13, wherein the blockchain
comprises a first blockchain that indicates updates for the
second sub-system, and wherein the method turther com-
Prises:

downloading, by the first sub-system, from the one or

more nodes of the network, a sub-system update for a
third sub-system of the plurality of sub-systems of the
device 1n response to detecting an update to a ledger of
the second blockchain that indicates updates for the
third sub-system, wherein the third sub-system 1s dif-
ferent than the first sub-system and the second sub-
system; and

distributing, by the first sub-system, the sub-system

update for the third sub-system to the third sub-system.

17. The method of claam 13, wherein downloading the
sub-system update for the second sub-system comprises:

downloading, by the first sub-system, the sub-system

update for the second sub-system using one or more of

Wi-F1® protocol, a cellular protocol, Bluetooth® pro-
tocol, or ZigBee® protocol.

18. The method of claim 17,

wherein the first sub-system 1s configured to communicate
with the one or more nodes, wherein the second sub-
system and each other sub-system of the plurality of
sub-systems 1s 1 communication with the first sub-
system.




US 10,936,302 B2

21

19. The method of claim 13, wherein the network com-
prises a peer-to-peer communication network, and wherein
downloading the sub-system update for the second sub-
system comprises:

downloading, by the first sub-system, from a first node of 5

the peer-to-peer communication network, a first portion
of the sub-system update for the second sub-system;
and

downloading, by the first sub-system, from a second node

of the peer-to-peer communication network, a second 10
portion of the sub-system update for the second sub-
system.

20. The method of claim 13, wherein distributing the
sub-system update for the second sub-system to the second
sub-system comprises: 15

determining, by the first sub-system, based on meta-data

for the first blockchain, that the sub-system update 1s
for the second sub-system of the plurality of sub-
systems; and

sending, by the first sub-system, the sub-system update 20

from the first sub-system to the second sub-system.
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