12 United States Patent

Choquette et al.

US010931730B2

US 10,931,730 B2
Feb. 23, 2021

(10) Patent No.:
45) Date of Patent:

(54) METHOD AND SYSTEM FOR ISP
NETWORK PERFORMANCE MONITORING
AND FAULT DETECTION

(71)

(72)

(73)

(%)

(21)
(22)

(65)

(62)

(51)

(52)

(58)

Applicant: Hughes Network Systems, LLC,

Germantown, M

D (US)

Inventors: (George Choquette, Potomac, MDD
(US); Vivek Gupta, Clarksburg, MD
(US); Hsiu-chu Huang, Fairfax, VA
(US)

Assignee: HUGHES NETWORK SYSTEMS,
LLC, Germantown, MD (US)

Notice: Subject to any disclaimer, the term of this
patent 1s extended or adjusted under 35
U.S.C. 154(b) by 170 days.

Appl. No.: 15/936,055

Filed: Mar. 26, 2018

Prior Publication Data

US 2018/0219933 Al

Aug. 2, 2018

Related U.S. Application Data

Division of application No. 14/604,461, filed on Jan.
23, 2015, now Pat. No. 9,930,098.

Int. CI.

HO4L 12/26 (2006.01)

HO4L 29/08 (2006.01)

U.S. CL

CPC .......... HO4L 67/02 (2013.01); HO4L 43/0811

(2013.01)

Field of Classification Search

CPC

HO4L 67/02; HO4L 43/0811

See application file for complete search history.

kkkkkkkkkkkkkkkkkkkkkkkkkkkkkk
w
..............
.............
'''''''''''''''''''''''''''
.................
............
'''''''''''''''''''''''''''''
qqqqqqqqqqqqqqq
1111111111111
111111111111111

103 .

" INTERNET

(56) References Cited
U.S. PATENT DOCUMENTS

6,304,906 B1* 10/2001 Bhatti ................. HO4L 12/2856
370/395.43
10,432,711 B1* 10/2019 Greenwood ........ HO4L 67/1025
2008/0112236 Al* 5/2008 Takase ................... G11C 5/143
365/195
2008/0209030 Al* 8/2008 Goldszmudt .......... HO4L 41/064
709/224

2011/0106709 Al 5/2011 Puura

2011/0208992 Al 8/2011 Cohen

2014/0222974 Al 8/2014 Liu

2014/0227976 Al* 8/2014 Callaghan ................. GO6F 8/65
455/41.2

OTHER PUBLICATTONS

International Search Report and Written Opinion fr PCT/US2016/
014589, dated Apr. 11, 2016.

* cited by examiner

Primary Examiner — Kim T Nguyen

(74) Attorney, Agent, or Firm — Sheppard, Mullin,
Richter & Hampton LLP

(57) ABSTRACT

A monitoring tool to facilitate real-time system performance
monitoring, fault detection, fault 1solation, and fault reme-
diation verification, wherein the monitoring tool 1s con-
nected to each of a plurality of gateways within a network,
including a request reporter module configured to record
results of URL access requests from one or more end users,
a processing module configured to calculate a set of metrics
based on success and failure rates for each of the URL access
requests recorded by the request reporter and distinguish
between failures related to the network and failures unre-
lated to the network, and a consolidator module configured
to organize and present the set of metrics mto a format
useable for monitoring the network.

18 Claims, 10 Drawing Sheets

#######

150

i e Y
191 e :
SUBSYSTEM | 0 ACGELERATION
185 | caTEway || SERVER
| sussverew | L 108 CETWORK
INRQUTE | | 197 : AT L OPERATONS
SUQEV%TE&% : i F‘ROGESSOR E 1111111111111111111 C%NTER
108 110 (HOE)
METVWORK ACCESE STORAGE

o o E E T T E E T E E E N EEEE T T NN T R T N



US 10,931,730 B2

Sheet 1 of 10

Feb. 23, 2021

U.S. Patent

(OON)
HIINID
SNOLLYHACO
MHOMLEN

FDVHOLS SSFOOV MHOMLIN

Ol

A055300Hd
LA

e 5 TAR B2
NOLLYHITIOOV

=AM

| W3LSASENS

101

AVMALYD d

i 901
| N3LsASENs
_ ALNOANI

GOl
| NFLSASENS
1 ALN041IN0

oGl

R L

1
1

1

1

'

i

'

1

1

1

'

'

L]

-

T @



—
“ GOYHOLE SSAIIY SIHOM LIN

US 10,931,730 B2

el
SO0

-
......
.....
!!!!!!
...................
.....................

HOS
LM

W LSASYNS
SLN0N

S MTAMTIS | AVAMALYO gl | CoL

HILHOGEY | | e N | oot
g | NOLLYHIIE00Y | | NELSASHNS
1S3N0ZY LNM 1] | I | 317080

Fiv _
CGEFHOONOD |
LINAA m

Sheet 2 of 10

|,

Feb. 23, 2021

LANHA LN

U.S. Patent



. Patent Feb. 23, 2021 Sheet 3 of 10 S 10,931,730 B2

108 —

+ + + *+ + + + + F F F FFFFFFFFEFFFEFFEFEFFEFEFFEAFEFFEAFEFFEFEFFEAFEFFEFEFEFEFEFEFEEFEFEFEFFEFEFEFEFEFFEFEFFEAFEFEFEFEFEFEFEFEFEEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFEFFFEFEFEFEFFEFEFEFEFEFEFEFEFEFEFEFFFEFFEFEF A FEFE A F

AUDIT L0
204

+ + + + + + + + + + + + + ++ + ++ + ++ ++F+++F++ S+ttt s+ttt s+ttt e+ttt e+ttt s+ttt s+ttt e+ttt

* =+ kb kS

+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+




US 10,931,730 B2

Sheet 4 of 10

Feb. 23, 2021

U.S. Patent

A A A ...l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l.iiiiiiiiiiiiiiiiiiiiiiii ...l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l....l.iiiiiiiiiiiiiiiiiiiiiiﬁ
4
H : H
* “ peuSIsun |
; H §
H ! H
] ] i ] * . ] ] - a T T T e T T ..ns_.__l..._.-..__.-.__. e : -.....nl.__l..”_.-..__.t__..... .-...;_.._l..__.-..__.-.._.u... e taa
Lo an SR : : PRl w TITYLS m I LT E ;
] J wn.rn H * utou. e i 2N T T e aik 3
LI A N A R <N H H LNl W S S . ; " “
A O r  C T Y Y Y Yy R O T T N R R N N N Y rrr Y Y Y Y rrrr R N R r rrrr Y Y Y rrrrr r Y Y rrrrr Y Yy rrrrr ey’ .l_.l_.l..l_.l_.l..l.l_.l..l.l_.l..l.l_.l_.l.l_.l_.l.l_.l.l.l.l..l..l..l..l..l..l..l..l..l..l..l..l..l..l..l..l..l..l..l..l..l..ﬁ
m “ e m
H : i i
“ “ .l P i e T T i taie R LR .__..._.....-..1.1-._1....._....__.._....-_1.....-...__..._.__.........r..... “
,__:..._.__....... i ‘thit......., H Ny n.W _-__._..ﬂu_-_:_.-.- b il

‘ * * " SESLEESIELEI LR ARG 3T ;
] - - - - l..u .I‘ - .ﬁ
WL.W : ¢ .fu.............. : T..n VRERIEN ‘

L e e e e e e e e e e e e e e e e e e e N e o e e e N e e e e e T e e e e e e e e e e N e e e e e N N e e e e e o e e A e e e e e e e o e e e N e o e e e N o e e e i e R R e e e R R e e e e e e e e e o e e e R N e e e R e e e e e A e o e e e e o e e e N o e e e N S e e e N e o e e e e o e e e e o e e e e o e e e

1IN

D T o o e o o T P T P P PR T Y

SRER YRS

‘e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e

RRgag
-

i+

.ﬂ EAISH

Taala g e g A a wn . T I I N R
l1_11_.ll.-.t_..-ll..-.-._...s.l.l.-.t.. [ R R P R

ikiEetstetivatts T g B h!

H
H
H
H
H
H
H
H
H
H

-“
. s
H
H
H
H
H
H
H
H
H
H
H
']

.mq o .Mw w.

Pl Ay ...._F

win o e s o s sfe o ofs ofe ol
Lot Bt T E JE L L

vty

4
“ : YSTEEIRU
+ J.ﬁ.% ' s,
* : ,m., e
H ¥
H : : 4 : ..,._,...,..h.a.t._“...,...___1..*.,&*.._...... ..~.~....__..,._,.._,TT....__...._,...,..h.q....__..., e
& ] .
: Tt : N v ALY [BOERIe A G
; i A : ﬂ.} N P h A
H 2 ¢ A i
* e e [
H H ¥
¥ p §
' p i
H ¢ i
H H ) D i
$ M _..r-.r-.r__.l T a ._...__ - .r-.! = a .__.__-.r-.r-.l x s . LI “
“ .._H.I.l-ﬁ__. - ‘l_.. “ “{w .lIlnI_ + lm.”“- -d- ﬁv §
+ In - M .“ * ﬂ ﬁn lJlﬁl!'._ - A e m “
“ IF_ 3 A ) H
“ H - - ..._.i“.? - “
¥ "y S 1k -
¥ ST mm i
“ : oty “
H e
+ 4
+ “ __...l.,. .rli...-.. l.._l”_ i ....-“””l‘.__.__l”_ r”_ [ 5
" d “ ON Fehgirtirite 1 “
# W __. .. T ’ " " ’ i
H B ) ! ‘% F...._.._ﬁ.u_. ; 3 - H
+.__.._...__..__.._...__..__.._...__..__.._...__..__.._...__..__.._...__.._..._...__.._..._...__.._..._...__..__.._...__..__.._...__..__.._...__..__.._...__..__.._...__..__.._.._"_.__.._..._...__.._..._...__.._...__..__.._...__..__.._...__..__.._...__..__.._...__..__................................f.......f.......f.......f.......f ....f.......f.f....f.f....f.f....f.f....f.f....fi.....f.”l_ B T A A A s .__..__.._...__..__.._...__..__.._...__..__.._...__.._..._...__.._..._...__.._..._...__..__.......................f.......f.......f......................i“
N - . - . I
“ A : Trii wiA Clai g “
e . .
H - * ¥ > . . W M .-..“. - H
H H £ e - L o= i

‘e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ‘e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e el e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e

._". = = w i i i i i w Y ’ ﬂ“.. .
] 3 P . - )
} )3 1 o _._Mﬁu. Y o . \
! % | L ¥ [ |
4 4 [ | |
._" ._" 1 h..- -.-. ..__......_. e ..,.l....l....__....-....... - ] | .-...l....__.._.__....... SR Y .-_n.l....._.__.__...... |3 2 .-.l .r....__.__.._... -
._r __.|..l ..-..l..“l_......_..lﬂ. L = ._— 1 ._..l..l_i.__ll_.l“_. - [ ] L-...l. ' .f' .I.Jl [l L_I ..,..l
._r . 1. .I...-. LA '. ._v 1 N ... # ﬂ ..-.. - . ] .'
3 X X 3 ' e B I , A .___._. ..-.m- P.. ' ﬂ o
1 sl o e 1 | e ml ay - ra -..-.1 - ]
“r_._..____._._.._._._-_...___._._..____._._.._._.____...___._._.._-_..___.._._.____.._._.1.1.....11.11.____.._...11..___._._..____.1.11..-.1.1._...1__...11.1. .11.11.1.....11..___._._..____._._.._._._-_...___._._.._-_..___.._._.____...___.1.1.....11.11.1.___..11..___.1.11.11..-.1.1.-..11“-._._.._-_..___.._._.____.._._._._.._-_..___.._._._-_...___._._.._-_..___.._._._-_...___._._.._-_..___.._._._-_...___._._.._-_..___.._._._-_...___._._.._-_..___.._._._-_...___.1.1.-..11.....1._-.“.._..11.._.._._.._-_..___.._._._-_...___._._.._-_..___.._._._-_...___._._.._-_..___.._._._-_...___._._.._-_..___.._._._-_...___.1.11.11.11.11.11.11.11.1 _._._-_..___._._._-_..___._._._-_..___._._._-_..___._._._-_..___._._._-_..___._._._-_..___._._._-_..___.111111111111111_._._-_..___.1+_._._-_..___._._._-_..___._._._-_..___._._._-_..___._._._-_..___._._._-_..___._._._-_..___.1111111111111111111111
L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . k£ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i " t.-..-.u.q-.__..rt.-..u.q-._.._r
45 . E 1 . . . - ] 1 F F
3 M.\J«. s X YJVM { ' e Lote A ._...._._._ .r ¥ ._.__. ' I RN AL o t_.w
‘ : o | . =3 . GRS
3 B A, _. » ..
1 ¥l N : i M_.V AL i
‘" L R ‘" H ' i H
a '
._r . . . ._v i it F-_..._.._.-t.-.r.t..t.-... i Pty -.ru.h.v._..._-t.-t..r..t e ..1...1..1-.. v ._. a
. . ¥ ' .
3 R G S SR g . ey 4 ST OLRYY . ¥
1 | I ] * 1 i TR U A i LB [
] Bl ] -. - ¥ N .y . s
E [ l.l..l..-.-_.ﬁ.l..l..-r. - 4 1 s .l..l..l..l..f. n E& 1!__.-.. ] b ﬁ.
} ' ,
1 1 iy,
4 |  aamiiy - i
4 i L) .___.,!r. .l+ M... " ,M._ ]
“ ! ~W. .wh..wi % - !
r a
1 | [ |
“ “ .-l..._ .-lh1- i .1mll” i " ._.-.._-_lrlu. ..._....—_.__.._.__.-..I-.lrl . ........—_.._.__.__l..l-..lrl .
iy oy F * . [ ) wl.lt
1 1 - o, * N hl. = Mu.."..kl.u: i 1 ..-.. -
* ‘ tak RGBT S A R B ‘ ..n.n....ﬂ.
1 1 -y .Jl.,.lll..!.-. " ' . 3 » » l'.-. ] N ) N
-— rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr - rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr T e e e e P, . rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr
) R i i it i i i i it i it vt
! 1 | [ |
! % | [ |
! 1 | [ |
._r ._—. 1 i
! 1 | |
._r .__. 1 i
._r ._v 1 * .._.._.._.__.r.__r._r _. e .—..........t...r..r._r —_ e ]
- i ) )

3 e d o~ _w -. - 3 ....._....r i . Ay ' ' '
% ._n %-‘. q.... i 1 ] L . % \
3 LA ¥ 1 o - W Hﬂ ot ] o '
._r 1....". & .__. |.ﬁ. ﬂ_ - - . 1 1 - r r
“TEEEEEEEEEEEEEEEEEEEEEE EEEEEEEEEEEEEEEEEEEEE‘LTEEEEEEEEEEEEEEEEEEi‘i‘i‘i“i‘i‘i‘,‘}lEEEEEEEEEEEEEEEEE EEEEEEEEEEEEEEEEEEEEE B o b o U T b b b b b o o b b
F 3
1 } : "= ..._ ¢
1 i ] .vt- i
1 1 1 ll..“ t“ “ i
1 i i '
1 3 T e '
._r ._—. | l___ .-f e LR ... -_l_ﬂ. F] -_....—..___ ]
: ~ : 2, “ e L TR " 1y
] .ﬁ ] i 3 _ e . N .
3 » 4 { WS ‘ i T, ] m_..... u. .r.“. FES T8 ‘ o
3 e 3 - v vy L AE .M ; » o
5 N 1 N L . I i Pl B gl
gl g g g g g g g g g g g g g g g g g g g g g g gl g g g g g g g g g g g g g g g g g B g g g g g g g g g g g g g gl g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g Bt g g 11111111111111111111111111111111111111111111-.11111111111111111111111111111111111111111111
._" ._" H - . .-.‘. r 1
} A m. .J. { N ).{ : N S TL P " 4
._" ._" l_h.- w i hnr.- 4 #.. T.A” - . i .1#.- ﬂ_. a5
._r .__. i f L i wy .- L]

- 3 §

Lamb ol ol ol ok ok ol ol ol ok ol ol ol ok o ol ol ol ol kol ol ok ol ol ol ok ol ol ol ok o ol ol o o ol ol ol ol ol ol o ad ol ol ok ol ol ol ok ol ol ok ol ol ad ol ol kol ook ol ol ol ok ol ol ol ol ol ol ol ol ol ol ad ol ol kol ol ol ol ol Lamb ok ol ol ol ok ol ol ol ok ol ol ol ol ol ol ok ol ol ol ol ol ok ol ol o ok ol ol ol ok ol o ol ol o ol ol ol ok ol ol o ol ol ol ok ol ol ol ok ol ol ol ol o o o ol ol ok ol ol ol ol ol ol ol ok ol ol ol kel al omd ol o kol ol ok ol ol el ol ol ol ol ok ol ol ol ol o ol kol ok ol ol okl ol ol ol ol ol ol ol ol o ol ok o kol o kol ol o ol ol ol ok ok ol ol ok ol o ol ok ol ol kol ok ol ol o ol ol ol ol ok ol ol ok ol ol ol ol o ol kol ol ok ol ol o ol ol ol ol ol ol ol o

._.._.._.-.I!._..L__. .__-...__.._..-..__.!__. - .__.__.._.-_..._-..___..__ .._._ ._l....-..___-.___ - ._.'..-l..:.ml - ....._l.._.'.__.'.__ .__ n ...

REEAIN O30 ..W

win sje e e sfe ofis ofs ofis ojs sje sie sje sje e ofie o ofie ofs sfe sje oje sje sje sie sje ofe s ofe oje oie sje oie sje sje e ofie of ofe s ofe oie ole ol o o e

[EREEA

}“-‘ﬁ 4

THIN
. Sow RN
cafaty s Nl

giie vie sie se e e ofie uje ofie ofe ofe sje oje sje sje e sje e ofis ofs sfe sie sfe sje sje sje e ofie ofs ofe o ofe sl ofe sle sje e e ofe ofie ofe ofe ol ol oie o o o

ey

.m mwnw-..

AL L ._____..._._.._..._._____.._._I.._..__..__._.'.._.-..._.'._....__.__.._ll-..__.l.

T HRBER RIEEER IR EEY
ﬁH .m.wuvu.h_.n..n...w m:,.

ojs sje sis sje sjn e e e ofie ofs oje s ofe sje sie sie s ofe s ofe ofis ofs sje oie sje sje o e e ofie ofe ofe s ofe sje sie sje sje ofe sfe ofe ofis ofe sje oie sje oo e e e ofie ofe ofe s ofe sie oie sie e ofie sfs ofe ofis ofe sie oie sie sje o e o ofie ofs ofe sie sfe sje o e e ofie ofs ofe o ofe sje oie sje sje e e o ofie ofs ofe i sle sje s e e ofie o ofe s ofe sje oie sie sje e e o ofie ofs sje oie sje sje o e e ofie ofe ofe s ofe sje oie sie se ofe e ofe ofis ofe sje oie sje oje o e e off ofe ofe o ofe sje oie sie se e sfe ofe ofis ofe sje oie sje sje o e e ofie ofs ofe sie sfe sje o s e ofie sfe ofe o ofe sje oie sie sie e e o ofie ofe ofe ol ol ol

PPt

....__......_ll-_.__.l.._.u__....._l ...__.._...__.__.__._.._..imll._.._.r.__.

st
."‘"“-.

-|-.-|--|-.-|u|-.-|t|-.-|u|-.-|u|-.-|- i s sin e o s s s ofe s ofe sfe o



US 10,931,730 B2

Sheet 5 of 10

Feb. 23, 2021

U.S. Patent

................................................... N PO S T e e e e e e 2w T A T A T S 1...........................................................................‘..._.I - .-_-|+h. PUNE L .l._.ﬂ.-.__l....................................................w.l..i.-_.l..-w.__.r.. e e e e e e e R e
.................................................... » ”.ru..b._-..ﬁlhﬂ............................................................................................ il_.ﬁ.lt.[i..l-.-.—_.................................................................................................n.-.“.-_l.__..l 1..l.._.”-.......................................................................................................-.“t“.Ib.m-. HI........................................................................-..-. .-'iu..-” .-.r”- 1..._.-. .-.‘...- “.'".“I. l.i.-.1-...il-..........................“......................... ..ﬁ_l._-i. .._l..-.in..h_.- .ITT-._..“...........................................r.-.-...."i."ﬁl_-_ 1“.“...........
T e e e e e e T e T e ..m
................................................................... e o
. . . . . . . . . . —. l.t..-..-.lu.l.-.:.':.ll-_.”-l..._.-..-_“““_ I-_ . . . . . . . . . . . . . . . . . . . “.-_H.r“l"i"!“‘“l”.i"i“lﬂnll”..". . . . . . . . . . . . . . . . . . . . . . ”ll.r .-..-_“.-.".-_“-_1-”!".__ a .- . . . . . . . . . . . . . . . . . . . . . ' .1"!“‘1.:.“.-.'.-.1_-_".-_.1.-..“. .-_In.” . I-. . . . . . . . . . . . . . . . . . . . .“.-.“.-.“_n" l.l.“.-.“-.”_.r..._-l. HT“.-_Hu".“. . . . . . . . . . . . . - ...“.-Hl”.-. ”..-_l .il.-..“. !.-.un“.-.lv.v... . . . . . . . . . .l-.”..".r“..
................. E -......'V._-..l.."h.-..1 e l._..._..-.-ll-.-.-”l_-bl.tl“lrun-..._._.-_l..l..-_.-..-..- _...I.I-.-_.r‘.rull...-r._..- l.--.....................................J_H-_.-_Ih!l.-l...-_.__.!l.‘.lil-_-................................11.-..r.t.”.__li.-__.l..l.til1.-_r".- ul.__....l..".

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

R, e _
ki+ﬂmwﬁim
e

.- .4.-. ___.u ..___..._.

ﬂﬂ: f. m:,¢+1HH
m %ﬁ%ﬁuh\% %&

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr

Lol D S
("B o RN L
A ”...l...-. ““.q * ” .__"..”_-".-._._-
..._...-.r._,_.._..v_-...u-.___.“_. HeTH R RN K
»-r -t ot Pl " R i
' - [ . r o
P A ..._-.T. .___.___._-.. _..hn..tl .....................
A Pt X T n.-.__ ..l s
T .._-.._..4 ol Sy 4 ..___._f. ity —.".. Rt M tﬂr
abain] NP .1. . __1...... . i. .
i __....._._1-“”__ AL “.t.-.lt._ . ___...1”.__._.._"””. .
SRR e R, L X "

.o LI
bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb

....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ ....”...... ....”...... ............ sl el e el el e e e el eleeals e el e el el el el el lele el detet e e e el el e e e et et e e el e e
Lol et N ) _-_-_-__-_-.-..-_.-_.-..-_.-_.-..-_.-_._.._-_-_-__-.-__-__-_-_-_.___.-__-__-.-__-_.-_.-_.-..-_.-_.-..-__-.-._-.-__-_.-__-.-._-.._....-_.-__-__-.-__-_.-_.-_.-..-.-_.-..-.-__-__-_-_-_.- AL R e B el el R R el R e R e e R e N e e R R el el e o el e e el e e el el
.T & &l & & ? L] L] .T & .T [ ] i & o &
.___.-_._..._._._._.__..___.___._.. .___.__ .._....4.._ o .._.___.4.._._.._._.4 A .4._...___._.__-..___.___._..._._._._.__..___.___._..._._ ._..._._.4 x, .”..._._...”.._._.__....u..__.r....u..__-.._ .__“ “u. X ._..._._._._ L) .__..___.___._..._._._._.__. .._. ._._...—.u L] ._......._ & ....4_4 4___.__..__ .n.. X .__..___.___._..._._ o i X ...____-.._.” __..4..4.._ i .4..,....”..4....__... .-.“.___.__..-_.___.__..___. __..__ L .___ . .___._..1 __.4 ._...__.4.__.4_._._..._..___.__..44...".4..4.. ._.__-_.__..___.___._....” x, .”. x ._..h .ru...__.._._u u XA .._._.__ __.___n.q..__... ...___._.__-..-_l_-_n_-_-._-l_-__-__-inurnw._....q..__-...._...__.___..__-_._._.. .___.__.4-__-1_-_1_-_-._-_-_.-__-_ .
L] - - r L r e . [l * a 1.__.1 & rF b o + L] row .
o+ L) - '
i l .
* .

llllll

L ]
»
L
-I
L)
q.
1‘
LK
N
-
-
L ]

.
» o Ta ek s T
L I L I N I N N N N AN

xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx&x&x&x&x&x&x&x&x&x&x&x& B
uxxuxnxxnxxxxxxuxnxxnxxxxxxunnxxxxxxxxxunnxxxxxxxxx&ax&xx&xx&xx&u&nb“&\\ o i i %

L ]

:4_-...&-_-&;1._.1.4
.-_ I ) ot
_._..1-_-_..1..__.-_ Taw

R .: ﬁhﬁFﬁ3FE3FFFFEFFE3F33FFEFEFFEEFEEFF3FEFFEEFF3FFﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁi e =
”%ﬁﬂ Hﬂ:::i .c.LxRR e, e e e e

“HJﬂzlﬁﬁﬁfﬁ; e e e e e

.-.-_-.b.lIl.l.__.j. ]

..-i 1”1..1

e = ._..._u.._.wl. e -

..............................................................................................................................................................

____________________________________________________________________________________________________________________________________________________________ Z0v
L0t



...............................................................................................................................................................................................................................................................................................................................................

........................ ......_._....,a..::.........:...
.”_”_”_”_”.”_”_”_”_”_E.m.”?”___”_”.”_”_”_”_”_”_”_”_”.”_”_x.”_”_”_”_“.“”.”“...u...u_,.h._”_”_”_”_”_”_”_”.x.“_”_”_”.”_”_”.”_”_”_”_”..“q”“.”...u.a.”_”_”.”_”_”_”_”_”.”_”.”.”_”_”.”_”_”.”_”_”_”._...“...ﬁ.h”_”_”_”_”.”_”_”.”_”_”.”_”_”.”_”_”_”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_..”Eu”#n."...”.._”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”.”.”_”_”.”_”_”.”_”_”.x.”.”_”_”.x.”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_Hn_._“&,."u.uﬂ..ﬁ.n"u”w.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.”_”_”.x.”.”_”_”.x.”.”_”_”.”_”_”.”_”_”.”_”_”.”_:.”_”_”.”_”_”.”_”_”.”_”_”.”H“.m“_”.”_”_”.x.”.”_”_”.”_”_“.
R R A e R e e T I
............. h.._....ﬂ.lm...-_.”__.w._....lw.,.h.‘...}. ﬂnrjlnﬁnﬁvui...ml......r..“mi”n.u...uu-.__“-_....l.-.-_.r.wnut."._-_lilu...:..lul...“:ﬂw.r-

D R T TR T R T R T e e IR T T

.................................................................................................................................................................................................................................................................................................................................................

.................................................................................................................................................................................................................................................................................................................................................
......................................................................................................................................................................................................................................................................................................................................

................................................................................................................................................................................................................................................................................................................................................

US 10,931,730 B2

...............................................................................................................................................................................

......... Ip's mfa w . . . . . . . . . . R . . . . . . . . . . . . TR, L . . . . . . . . . e Jm o . . . . . . . . . . . . . . . . . . . My LI

.............. ru.......u......................”_......“...?........ At e e

.............. B At by M T 2 e o 20 P it A A AU ..
L L e S e L L L b b
L ””””_”””_”””_”””_””“”.,”.uq..-..?."..“w”__”””_”””_”””_”””””””””””_”””_”””_”””_”“””””..w.uwH-._ﬂ..u..”.”””_”””_”””_”””_””__”””_”””_”””_”””_”””_””.,”w.__-ww..,.-._._.”..””__”””_”””_”””_”””_”””””””_”””_”””_”””_””___4....“.4wJ-W_““”_”””_”””_”””_”””””””””””_”””_”””_”””_”””_”””_”””_”””_”””_”””_”””_”””_””““..Tr-..._. ...............................................................................................................................................................................................................................................................................
............... i“ rfi._._.r...”.”.”.”...”.”.”.”.“.“.“.L..ﬂ.”.vr...”.”.”.”..”.”.”.”.”.”“”“P#”vh.”.”.”.”.”...”.”.”.”..whh”“"...”.”.”.”...”.”.”.”.”.”.”.”.”.”.”.”.”..I.'T-U.i‘.-‘..‘..................................................................................1.IHIII!#T*§'-*.....................................................................
............... ._u_-l.‘..l.‘.-.-..: |__-.-._...l..l.._l-“‘...|.l.- e A N NV A LN ™ i R T T

................................................................................................................................................................................................................................................................................................................................................
............................................................................................................................................................................................................................................................................................................................................

................................................................................................................................................................................................................................................................................................................................................
..........................................................................................................................................................................................................................................................................................................................................

.............................................................................................................................................................................................................................................................................................................................................

i T T L T T e e A T T s e T e e e T T T T . e B T o T T T T T T T T T T T T T T T T S T T T T T T S T S T T T T S T T S T S T T T T T T S T T T S T T T T T T T S T T T T T T T S T T T T T T T T T T S S T T T T T T T T e T T T T T S T T T T T T T T T T T S T S T S T T T T S T S T T T S T T T T S T T T S T T T T T T S S T T T T T T S S S Rl T T T S T T T T T A T T T

.....................................................................................................................................................................................................................................................................................................................................
................................................................................................................................................................................................................................................................................................................................................
.............................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Sheet 6 of 10

1..-.- .I._._.....
T R, A oo o At WL L L N s, B T e T R
............. o 2 T <L L Rt R S .a.w.

................................................................................................................................................................................................................................................................................................................................................
..............................................................................................................................................................................................................................................................................................................................................

.............................................................................................................................................................................................................................................................................................
...............................................................................................................................................................................................................................................................................................................................................
......................................................................................................................................................................................................................................................................................................................................
...............................................................................................................................................................................................................................................................................................................................................
............................................................................................................................................................................................................................................................................................................................................
................................................................................................................................................................................................................................................................................................................................................

..
y— el S P P A O g L
2 m.__"...,.ﬂu”“ﬂ._.__ﬂl“”h ...... .-l..___.q.._.-.m_“.
.__.-...M-.J_fu-_.“ .............................................................................. ...-_ﬂ___."l..-_ . .I._...-.t. ........................................................................................................................................................................................................................................................................................................................................................................
L e e e e e e e e e e e e e e e e e e e L e e Do e e e e e e
n_u ...................”._._.”..._.”._._.”L...-._p.._._.”._._..._._._._._.”._._.”._._.”._”.........h._._.”._._.”._._.”._._.”._...”._._.”._._.”._._.”._._.”._._.”._._.”._._.”._.”.”._.h.h._.....h.. ...........................................................................................
2 i.t". .._.- "N
.............. ﬁ.-JI..._. . . . . . . . . . . . . . . . . . . . ..l_-.lill. ra .
. T A SO e S A A e e
ne R g A R R R

) S A
e - uu..w.rM S e
LT R R R R e e T T e e
s
...u.w..._m..u"...m“....""""..............
R
s
..". .....".
|
o

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

- w ww Ty Ty T rwr e T T T T T T T W T W T oW W o e T o W W W W e e Er o E Er B Er B Er Er B Er B B B B EE o E e e e e e m ¢

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

L N O AL AL X MM AL N X M ML MM ntplpC ol pnnl e e p e LA N XM AL N X MM AL N M M) w”.._.H.q”.._.”.qH.qH.._.”.._.H.q”....”#H#H#H&H#”..”&H#”#”&H#”h..

U.S. Patent



U.S. Patent Feb. 23, 2021 Sheet 7 of 10 US 10,931,730 B2

. LT LT ) ko . ) LT ) ._'.
. - - e . . - . .
. '.F.- C - .r.'.ﬂ‘. . LT Coe . Coww e
'., - - . - . . . .
- . . . . - . [
‘: .- - 1 . . . PR
- . . . - -T.
- . - - . [
L -.:- 1 . - " ¥ Ty -
- T - . . . . . . -
* - - O 1 - « -Tae FTa
1 =7 - - - -
- . . . . [ ST
. . - P
- . " - . - -
N . . . . - [
. ", B . L
C o - . LI . - PR R SCRE
. - LT - . L
- - 1 - . - L]
1 - . - .
. . - " i"i
- . - . . . - [
1 R - s - "ot
- m T, - " .‘~
- - . . . . . . PR PR
. - . - .
- . - - - . -
. . . . - .
- . . . - .
. - . -
- . . . . -
. . . -
- . P . . . .
? - .,.*-,-. a . . » l.*n.
1 l-'ru - - . J-Jr
- . . . . . -
- » . . - .
* - -t 1 - - . - it
1 _ LN . ; LN
- " . . - .
- - - . s PR o mo s
1 - . -
n . - . T, - " \-'b
- . 1 . . . -
1 - - .
- . . . .
1 - . -
- . . . .
1 . -
- . . - . -
- - . -
- - - . s PR .
- . -
- . . - . -
- . - . -
- . . . . .
. . . -
- - . . . . . . . . PR
1 - . . -
- . . . . .
. . . . -
- . . . 1 . . -
. - . . -
- . . . .
. . -
R . - - . . A ) L -
=Ty . - - . . . . .
[ . . . . . -
vis - - r . 1, _ . i
..*r,.r n . . . . . .*..** - T, - " ‘.*..q .
Tk - . . e e . . . . -y . . .
L] 1 r - - = LI - - L]
g - - - SN | '.-‘I . L . LT LI - . --I- i .
. »,.*. b - . T-,'n... — ™ . .*.-- - . - - b'- .
- .‘, b - . 1 . P " - "'#i*' a - - - a1 T
k& - . - k1 - . T - - ¥ -
o - - . 5 m o= A . . . [ . . . . o= e . .
it - - . . . »y - . - - -
.|.- » . -, . '.'. b. .. .o -.-,l T T, . . - " -|.'|. - ...-
Rt . - T . . . ,",:. . . . - .
t-..‘p Lt - . T . [ P P . - T
.'\':'.J. " - . — - h . .*:. - - . [ T,
[ ) . . - . i . 5 - . - -
= Ta e - - . . - . 1 . . . - -
.‘*'I " - . " " b 1.*..'. - . [ T,
Ty - - . . P . - r
- - - . - - . - . . Tt . . . . - -
o . . . . [ . . Coan e . - -
e - . - . . PR . . - .
[ . - . - . aw - - . - -
. -k . . - - - s g e . - g - . s PR . - -
e . . P . . iy . - -
- . - .. ST S SETLIS - . .- -
,,_.: . . - . : LN : . o I - . - -
1#|. a - - I "'. . & . - - .
-l s - A Sy . . . . . . - -
Tk b - . - .*,,"-n . . . 1 . . - T,
. ..‘r,.*p LT - P P y.'."b P a . P P . . - T
T . . . . » . . - . -
4 F - - r i - - . 1 - = - kN .
" . . - P . Com s . . . - -y -
S - - . [t - - . . . . . - 'R - - -
. . ". LT - - ..' *. . B .ra.** . h . . . n . . . - ;'4. P T.
r - . T . [l . . . - . -
T - . P - R . . . . . - ap o - - -
. . . [ . - . . . . . - - - [ -
> - - . - e . . - . . . - - .
. . . . . - -
- . - - . - b - . . . . - (- - -
. . o e s T . . .. - . =Ty ™.
b - . - & - . . - [y -
.. - . . - [ . - . . . . s om = - -
1 . - I~ . . . . - -
. - . - - y - . . . . . . . . o s .
- . . . . - -
- - . . . . . -
i - . . . . . - -
. . . - . . . . - .
- . . . - -
- - - T . - - . s PR - . - -
. . . - . -
- . - . . . . - .
. - . . . . - -
- A . - 1 . . . - -
. . . . - -
- . - b . . . - .
- . . . - . -
- - . . . - . - -
. . . . . - . -
- . - . . . - .
- . . . . - -
- - - T . . . s PR . - -
. . . . - -
- . - . . . - .
. - . . . . - -
- A . . . - . - -
. . . - -
- . PR - . . - . . . . . o .
- - 'S - . a - - . Ty - T
Sy . . . . . - L. -
- . e - . . . . = .
ATy . . . - e -
. CHER B oy Coew . K - LT Coe . Talk - -
R T . - I T - . - - 1 - = - F ¥ .
- " *q* — h - . . - 1 r - T
e . . . . . - -
- - e e - . . . . . . . . . - - . .
. . . - M -
- - o - . 1 - - s -k ok - -
. . . . - - -
- . - . . . . - - .
- . . . . - .
- C s e e e e e - . . . . .
A ek rrxk - -
- . Ll R . . . -
- . . . . .
- . . . . . . . . - PR
- . . . .
- . - . N - . -
- - . - . . s PR - .
- - . A .- _ -
- . Sl 1 . . .
. o et o — o
- e e . . . . .
- . . . . . -
PR - - .Jr"ll. LT Coe .
. . 'r"q.' T, . - "
- . . . . . - . -
- **I . - -
PR - PR . . . . . PR .
- -.-1I-*I-*b - . . -
. r . . -
- . . . . - M
ro- 1 - -
- . N omos . s PR . .
- ek h - - -
- - (i . . .
- - . . . -
- - . . . . . . o
- . - - .
- . . . -
- - . s PR . .
- . . . -
- . - - .
- . . . . . . . -
- . - - .
.. - - a - . - a - . . - . a4 -
- 13 .."- ua T a 2 - '-.-"q-lq-'-' -'rq.la---' -'q..-.-'- -'rrlq."-
" S I 'l"Jr 1'r.Jr. SRR . .
- - I 3 % a -
...hn. - l'n. . - e .‘. - R T
' - ST ce e A
ot L | L R N I I LR L L B |
&k - F v b o= L L A LT
] . . . » .
’J.- L L L L e e :Il h.i_l‘_l‘.i'i"
'Iu-lu ---- 0 . .-. . ) .-----. - - rlu- .-.-- - --.- .
A e - - - - . . . - . q... . P
. . - -*q.j . - [
. . - . . . . - . . . . . . C omom s
A e : . . . L - . - M
5..‘. . . . ST t . - St
. .- . - - RN T £ - r K
. ..- - o . - T e Ll ,.'.' PR P . .,".r'.'.
LR - - - - .o 'n.l-n. - .‘.--. .,- . - -."., .
. . . . . . . - .
. - - . s . . . . .
. . - . . " - - . . P n . . . b.l .
- 1 ] - 1 - - 2T
. . . . . - o
. ] R ", B Rl
. IR e e e e e m s . . - - . s PR c e .
. a4 r A Eom - - . - . - - ..
. -t . ". b. b. b.*. b.b.*n*n' N |.' *‘4.#‘.' . T, -, . T, . - . 'bt- )
i L R LI L “]-*l-. b i L e 2T
. r,*.*l.ql. = m o ox oa s om a omih " - . . P n . . . LRI TR
. . . . . . . - . - . a
- . . . . i
- K K - - SR
- T, - _Tb .
. - - LT Coe X
- . . . . .
- . . .
- - . . . . . .
- - . P . . .
- K A I -
. - » & - . -
- - P . s PR
. - »y - . -
- . - . .
- 2T 1*1"14 1 - -
. - . . . . . . .
. - [ . -
. . - . *'.. T, -
- . A . .
. - PR . s PR
- . . .
. K - . L Lo
- - . . . . . . .
- . . .
K K . I -
. - - - . s PR
- - . . . .
. K - L Lo .
- . - . . . . . . . .
- . . .
_ - K K Lo I -
- - . . .
. K - . L Lo
i e e e e ek x oy IR - - LT -k - . . .
. P Y n*l.qr,q 'b ‘."** h . r . . . . - -
r - S e T . - . - -
o - R T i T - - A . . . . s PR -
[ 2t - - - - -
e - - - . . . .
..‘l'u - — - . . T
." 1 . - - . P . . . n . . . T.
"y . - . - -
- mE - - . . . -
| ' . . . . - .
L - - ] . - .
e .'_.'p . - . P . . P P T
. Ty . . - -
"...‘ . . - . T, - -
=Ty - - . . . -
.'_.‘p . - . . . e . n . . . T.
. - . - - -
|,."|' - . . . . . T, - . -
L A - T, - -
ok - - - - . . . s PR -
AT . . . - -
g . - - . : . A ) =
Cpa . - . . . . -
"‘*} . . - . . P . . . n . . . T.
N T - - - - -
T |‘ . . -, . '*#.- . T, . . - ...-
Cgow - - . . - - . - . . .
.t*'l. e o= - . ...".q. P . . . P P T
- . - [ . - .
e - - - - . . .
Ty . [ . - *
- B - - - -k - - . -
"". . . - oL, P . . ..‘ . . Lo T.
1 " - . '.q_. — - . . T
- . . =T, . - -
. . 1 - - . ] . - .
L - - - - -
. . . - - - . . s PR -
. . . . . - -
. . - . . .
a, - ) - -y .,. . . = T
. *} - . o . . P . . L ..‘ . . Lo T.
*. . - — . - . . T
*. - . — - . T,
i b . ) -
© omora - - - . - . - PR -
T . . . - -
- - . - . . .
I-*-b- - 2t - — ) .,. . . = T
. . . v - -
oy . - . . . . . . . . .
. - - . -
.‘. . - — - . . T
N - - - - a - T,
. - . - -
N - - - - - . . . s PR -
. . . . - -
- - . - - . . .
. . . . . - . -
- - . - . - . . . -
- - . P . x - n . . . T.
- — . .,.' - . . T
¥ - - . — . .* - . T,
. - . - . P . . ..." '.. . P P T
W - - -
* - - - . . . . .
. . . . PN . - -
. - - . - R . . . -
. . - . . . . - .
RN . - S . v Y - . . . - ..."-.. . LI . - e
R - - - . [ [ . . .
- 5 . . . . A . -
Tl - - - . SR - _
. .t‘ . P - . . . . - ." P P P
e . . T . -
[l e - . . P . .
I.*I. - - -. - - .-.. .|. - - =
. . - - . . . . ..‘ . . Lo
. - . . .
- K K Lo I -
- - - . . . s PR
. - . . . .
- - . . .
. - . . . . . . . . .
- . .,.'-,... - . .
. . .'rj . . -
- . . . 1 -
L - .. ...‘**. ..‘. . ...
- - ...,1['-.*‘ - .
. . r . . . -
- . . . .
. - . . . -
. - R LI . -
- . '.*. - . .
- - . .
. - - . s PR
- . . .
- oaa e s . . - . -
. T P . - . . . .
. . ". . ". b. b.b. b_b_q-_q-‘#l*‘q-'.q r,‘b b' |' " |.. |.-|.1 . . n . . .
. . . . . . . e T T - . -
-, ¥ 4‘l".:%'q - " " "b"b"b"blb-blblblblbl"l.4'.4"‘1"4"#‘*_*_#_*.# L - . b - - .
K d Wk kAR LA T . P e m e e e e e . - . . . . .
. I S - . -
- r e e e s D e m e e s Cm e e - . s PR
. ] 1 - 1 -
o . v e R . IR LI e SN . . ety
- LN Ll AL T - ..* L T - - AL
. 5 - I . Cr R oAt R - . [ . . PN
'n." " '.."‘.‘ - e P |.T|... P . - q.“..... . . )
- . - .*._. .y . - e . . . o




U.S. Patent Feb. 23, 2021 Sheet 8 of 10 US 10,931,730 B2

802 . .' LOG WEBSITE ACCESS
' REQUESTS

RECORD RESPONSE TIME OF |
EACH REQUEST

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

+

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr

DETERMINE AND RECORD#

606 |  SUCCESSFUL WEBSITE
ACCESS REQUESTS

-
+
.
3
]
+
a
F
r]
F
+
3
m
F
+
]
F
.
*
1 L S 0 N O O OO, RO O, O 00 00 S O A [0 OO S JO0C ) ) ey oy 1mmnmmmmmm
+
-
3
]
3
]

DETERMINEG AND RECORD #
FAILED WEBSITE ACCESS
REQQESTS

U8

-.F’-‘_‘.-'\-' -.H‘H
-~ .
7 ~
- e,
e .
.-""-F H“'v.
- EXCEED
.-"'-F. "
6‘? G A H__,.x RHM
;;m‘,u M-EE : E oy QLD? #P._.__r"*
‘EU IRtmeln & g
- o
“‘HH‘» - Py
H"H_hl . Iﬁ._..-‘"
HHW

i

517 CALCULATE SUCCESS AND VES S NG
FAILURE RATES T GER
" | ALARM

P - 6522
s14 . -~ IDENTIFY WEBSITE ACCESS | SQEND
” ISSUES ALARM
824



US 10,931,730 B2

Sheet 9 of 10

Feb. 23, 2021

U.S. Patent

eTAY
AedOMLAN

", Lt ] O . L A, ] A O A R A R i ] A R i

818
AUV A LN

08

4%

808

L
- F30IAE0
SV HOLS

- AHOWINW
NIV

FOHINGD

HOSHN0

218
AY idnil

R

7ig
ANAZAC
LN




S. Patent Feb. 23, 2021 Sheet 10 of 10 S 10.931.730 B2

AsiC
910

PROCESSOR DSP
2UG

+ + + + + + + + + + + + + F + + F S+ F A F
+ + + + + + + + + + + + + +F + + F F A FFFFFF

LA I B BN N NN EB BB BB EBEEERNEEBIEMNEIBENEEIENEIEMNIEIIENEIIEIIEZIIZIIEZIEZEZMZS:.,] LA B B N N R R RN EEEENENEENENEENIEENENNENENEIEINN,] .
+ +
+* +*
+ + + +
+ + + +
+* +* +*
+ + + +
+ + + +
+* +* +* L
+ + + + -
+
+
+*
+
+
+*
+
+
+*
+
+
+*
H™ +
+* ¥ +* +*
+ + + +
+ + +
+* +* +*
+
+
+
+ + +
+ +
+*
+
+
+*
+
+
+*
+
+
+*
+
+
+*
+
+
+ WO
+
+
+

+ + + +

* + + + + + + + + + F F F F A+ FFFFAFFFAFAFEFFEAFFAFEAFFEAFEFEFEFEAFEFEFEAFEFEFEFEFEFEFEFEFEAFEFEAFEFEEFEFEFEFEFF

MEMORY
=1000)

+ + + + + + + + + + + + + + + + + + + + + + +



US 10,931,730 B2

1

METHOD AND SYSTEM FOR ISP
NETWORK PERFORMANCE MONITORING
AND FAULT DETECTION

CROSS-REFERENCE TO RELATED D
APPLICATIONS

This application 1s a divisional of and claims priority to
U.S. patent application Ser. No. 14/604,461, filed Jan. 23,
2015, titled “METHOD AND SYSTEM FOR ISP NET- 10
WORK PERFORMANCE MONITORING AND FAULT
DETECTION,” and 1ssued as U.S. Pat. No. 9,930,098 on
Mar. 277, 2018.

TECHNICAL FIELD 15

The disclosed technology relates generally to website
access monitoring and more particularly, some embodiments
relate to website access monitoring for fault detection within
a service provider network, mdependent of a particular 20
website access being requested.

DESCRIPTION OF THE RELATED ART

By some estimates, there are approximately 800 million 25
websites on the Internet today. Assuming that 75% of those
websites are mactive, there are 200 million remaiming active
websites that a person may view by sending a uniform
resource locator (URL) request through an Internet Service
Provider (ISP). 30

Traditionally, website monitoring and fault detection has
been handled by the website owners or web hosting provid-
ers. These entities design and employ monitoring systems to
monitor particular websites and ensure that the servers
hosting those websites are operational. In particular, web- 35
sites and servers can be polled periodically using various
protocols, such as hypertext transfer protocol (HT'TP), inter-
net control message protocol (ICMP), simple mail transier
protocol (SMTP), domain name system (DNS), secure shell
(SSH), Telnet, post oflice protocol version 3 (POP3), and file 40
transter protocol (F1TP), to name a few. Most monitoring,
systems will conduct polling requests from multiple points
around the world to check the connectivity and status of
websites 1 different regions. Using this information, the
monitoring systems can provide a clear picture of the 45
operational aspects of a website or web hosting server from
a world-wide perspective.

However, these traditional monitoring systems are only
relevant to website owners or web hosting providers. That 1s,
the mformation 1s applicable only to the specific websites 50
upon which a monitoring system 1s designed to monitor, and
1s only provided to the owner or web hosting provider of the
specific websites. Therefore, while a website owner or web
hosting provider may be aware of an access failure, when
individuals experience a fault when attempting to access a 55
particular website, the individuals only receive a message
indicating that the URL request has failed without any other
context. Because these individuals do not normally know the
identity of the website owners or web hosting providers
associated with websites, their only contact when 1ssues 60
arise 1s the entity providing their Internet access, 1.¢., an ISP,

An ISP can only solve connectivity 1ssues related to the
their network. If a website cannot be accessed due to a failed
gateway 1n the communication path of the ISP network, the
ISP can troubleshoot and fix the problem. However, 1if a 65
website request fails because the server(s) hosting the web-
site are down, the ISP 1s unable to solve the problem.

2

Nevertheless, website request failures are often attributed to
ISPs, resulting in lower customer satisfaction. Prolonged

dissatisfaction may lead to customers leaving the ISP for
reasons that are actually beyond the ISP’s control.

In addition, because ISPs do not receive information
related to the status of websites owned and hosted by others,
an ISP 1s usually unaware of any issues related to URL
requests until customers call to complain about the service.
During these calls, the ISP 1s unable to provide much
constructive information to the customer regarding the situ-
ation because the ISP does not actually know whether the
website 1s properly functioning.

BRIEF SUMMARY OF EMBODIMENTS

According to various embodiments disclosed herein, an
apparatus for network monitoring and fault detection using
information related to website access requests can be pro-
vided. Various embodiments also provide unique features
for diagnosing network connectivity 1ssues and fault 1sola-
tion.

In various embodiments, a website monitoring tool can be
provided that 1s connected to each of a plurality of gateways
within a network, wherein the monitoring tool comprises a
request reporter module coupled to each of the plurality of
gateways and configured to record results of URL access
requests from one or more end users, a processing module
communicatively coupled to the request reporter module and
configured to calculate a set of metrics based on success and
failure rates for each of the URL access requests recorded by
the request reporter module and distinguish between failures
related to the network and failures unrelated to the network,
and a consolidator module communicatively coupled to the
processing module and configured to consolidate and pres-
ent the set of metrics outputted by the processing module 1n
a user-iriendly format for monitoring network connections.

In one embodiment, a method for real-time network
performance momtoring, comprises: recording information
related to a plurality of URL access requests from a plurality
of end users; determining a status of each URL request of the
plurality of URL requests, wherein the status 1s either that a
request was successiul or failed; recording the status of each
URL request of the plurality of URL requests; calculating a
success rate and a failure rate of for each URL request of the
plurality of URL requests; and identiiying network issues to
facilitate network performance monitoring, fault detection,
fault 1solation, and fault remediation verification.

In some 1implementations, the information related to the
plurality of URL access requests includes an indication of
which gateway of a plurality of gateways each URL request
was routed through, and i1dentifying network issues com-
prises comparing the success rates and the failures rates for
a requested URL through a first gateway of the plurality of
gateways with the success rates and the failure rates for the
same URL through other gateways of the plurality of gate-
ways.

In some implementations, the mformation related to the
plurality of URL access requests includes an indication of
which interconnect carrier of a plurality of interconnect
carriers 1s connected to each gateway of the plurality of
gateways, and 1dentifying network i1ssues comprises com-
paring the success rates and the failure rates for a requested
URL through a first gateway of the plurality of gateways
with the success rates and the failure rates for the same URL
through the other gateways of the plurality of gateways
serviced by the same interconnect carrier as the first gate-
way.
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In some 1mplementations, the information related to the
plurality of URL access requests includes an indication of
which CDN of a plurality of CDNs each gateway of the
plurality of gateways 1s connected to, and 1dentifying net-
work 1ssues comprises comparing the success rates and the
tailures rates for a requested URL through a first gateway of
the plurality of gateways with the success rates and the
tailure rates for the same URL through the other gateways
of the plurality of gateways serviced by the same CDN.

In some 1implementations, the information related to the
plurality of URL access requests includes an indication of
which software version of a plurality of software versions 1s
installed on each gateway of the plurality of gateways, and
identifying network 1ssues comprises comparing the success
rates and the failures rates for a requested URL through a set
of gateways of the plurality of gateways with a first software
version 1nstalled with the success rates and the failure rates
for the same URL through the other gateways of the plurality
ol gateways with a different software version installed.

In some 1mplementations, the information related to the
plurality of URL access requests includes an indication of
which software version of a plurality of software versions 1s
installed on each user terminal of a plurality of user termi-
nals, and identifying network 1ssues comprises comparing,
the success rates and the failures rates for a requested URL
through a set of user terminals of the plurality of user
terminals with a first software version installed with the
success rates and the failure rates for the same URL through
the other user terminals of the plurality of user terminals
with a different software version installed.

In some implementations, the method further comprises:
recording a response time for each of the plurality of URL
access requests; and calculating a set of response time
metrics based on the recorded response time for each URL
request of the plurality of URL requests.

In some 1implementations, the response time metrics com-
prises one or more of the following: average response time
during a given time span; maximum response time during a
given time span; minimum response time during a given
time span; median response time during a given time span;
response time standard deviation during a given time span;
response time variance during a given time span; response
time distribution during a given time span.

In some implementations, the method further comprises:
detecting and triggering an alarm 1f one of the response time
metrics for a URL access request rises above or falls below
a threshold value.

In some implementations, the threshold value 1s derived
from previous response time metrics.

In various embodiments, a method for real-time network
performance monitoring can be provided, mvolving the
steps of recording information related to a plurality of URL
access requests from a plurality of end users, determining a
status of each URL request of the plurality of URL requests,
wherein the status 1s either that a request was successiul or
falled, recording the status of each URL request of the
plurality of URL requests, calculating a success rate and a
tailure rate of for each URL request of the plurality of URL
requests, and 1dentifying network 1ssues to facilitate network
performance monitoring, fault detection, fault 1solation, and
fault remediation verification.

Other features and aspects of the disclosed technology
will become apparent from the following detailed descrip-
tion, taken 1n conjunction with the accompanying drawings,
which 1illustrate, by way of example, the features in accor-
dance with embodiments of the disclosed technology. The

5

10

15

20

25

30

35

40

45

50

55

60

65

4

summary 1s not intended to limit the scope of any inventions
described herein, which are defined solely by the claims
attached hereto.

BRIEF DESCRIPTION OF THE DRAWINGS

The technology disclosed herein, 1n accordance with one
or more various embodiments, 15 described 1n detail with
reference to the following figures. The drawings are pro-
vided for purposes of illustration only and merely depict
typical or example embodiments of the disclosed technol-
ogy. These drawings are provided to facilitate the reader’s
understanding of the disclosed technology and shall not be
considered limiting of the breadth, scope, or applicability
thereof. It should be noted that for clarity and ease of
illustration these drawings are not necessarily made to scale.

FIG. 1A 1s a diagram 1illustrating an example ISP network
in with which various embodiments of the technology
disclosed herein may be implemented.

FIG. 1B 1s a diagram illustrating an example monitoring,
tool having monitoring functions in accordance with an
embodiment of the technology disclosed herein.

FIG. 2 1s a functional block diagram illustrating an
example gateway 1n accordance with an embodiment of the
technology disclosed herein.

FIGS. 3A-C are example processed data files 1n accor-
dance with an embodiment of the technology disclosed
herein.

FIG. 4 1s an example user interface of the web monitoring,
tool consolidator 1n accordance with an embodiment of the
technology disclosed herein.

FIG. 5 1s an example of a list of “top” websites based on
real-time data, as shown 1n a user interface in accordance
with an embodiment of the technology disclosed herein.

FIGS. 6 A-6D are example graphs generated based on data
files produced 1in accordance with an embodiment of the
technology disclosed herein.

FIG. 7 1s a flow diagram of an example method of
monitoring websites and network performance 1n accor-
dance with an embodiment of the technology disclosed
herein.

FIG. 8 1s an example computing module that may be used
in 1mplementing various features of embodiments of the
disclosed technology.

FIG. 9 1llustrates an example chip set that can be utilized
in 1mplementing architectures and methods for dynamic
bandwidth allocation 1n accordance with various embodi-
ments

The figures are not intended to be exhaustive or to limit
the invention to the precise form disclosed. It should be
understood that the mvention can be practiced with modi-
fication and alteration, and that the disclosed technology be
limited only by the claims and the equivalents thereof.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1l

Embodiments of the technology disclosed herein are
directed toward systems and methods for network perfor-
mance analysis by monitoring, in real-time, website request
results without the need to pre-configure the tool based on a
target website. Further embodiments of the technology dis-
closed herein include determining, based on real-time data,
the “top” websites being requested by users to obtain a better
understanding of network performance in real-time and
provide alarms 11 the failure rate of access to those websites
becomes too great.
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Conventional website monitoring and network perior-
mance tools are inadequate for use by ISPs to monitor
network performance for at least two reasons: 1) website
monitoring tools are developed to target only specific web-
sites, requiring prior knowledge of the static configuration of
the target websites; and 2) network analytic tools do not
provide useful, real-time data regarding network tratlic with
which an ISP can properly analyze the current state of the
network as seen by its users. Accordingly, embodiments of
the technology disclosed herein provide website monitoring,
without the need to pre-configure the tool based on target
websites. Because website monitoring 1n accordance with
various embodiments 1s website-agnostic, any and all web-
sites on the Internet can potentially be monitored. Further-
more, embodiments of the technology disclosed herein
provide analytical information on a real-time basis, thereby
allowing ISPs to obtain real-time awareness of the nature of
user activity, identily 1ssues concerning user website access
requests, and verily that fault remediation eflorts are eflec-
tive.

In particular, various embodiments disclosed herein pro-
vide techniques for monitoring the performance of a net-
work by determining the success and failure rates of website
access requests from end users throughout the network.
Metrics based on the success and failure rates related to a
wide range ol request attributes are then determined in
real-time to provide an up-to-date picture of activity across
the network. The request attributes may include one or more
attributes, such as, for example, IP transport type, the
gateway used to fulfill the request, and the domain of the
requests, among other possible attributes discussed 1n more
detaill herein. Additionally, 1n some embodiments, the
response time associated with request success or failure may
be recorded and compared with a threshold value. When the
response time for a request rises above or falls below the
threshold value, an alarm may be triggered to alert network
administrators to indicate the presence of an 1ssue within the
network. It should be noted that because monitoring in
accordance with the technology disclosed herein 1s based on
the success of access requests, an ISP or other network
administrator 1s capable of monitoring faults related to
essentially any access request, which 1s not possible with
conventional monitoring tools that operate 1n the context of
a known website and are developed to monitor that web-
site’s static configuration.

Before describing the disclosed systems and methods in
detail, 1t 1s useful to describe an example of an environment
in which the disclosed technology can be implemented. The
example network of FIG. 1A 1s now described for this
purpose. Network 100 1s a satellite broadband network, but
the technology disclosed herein can be implemented on or
for any network operated by an ISP independent of the
communication protocol used, like cable or fiber-optic net-
works, for example. In the example 1llustrated i FIG. 1A,
end user devices 101 connect to the network 100 through a
user terminal 102. End user devices 101 may include any
web-enabled device, including personal computers, laptops,
televisions, gaming consoles, tablets, web-enabled cell
phones, smartphones, web-enabled appliances, PDAs, or
any other web-enabled device. End user devices 101 may be
connected to the user terminal 102 directly through a wired
connection utilizing USB, firewire, SATA, or any other
communication protocol. End user devices 101 may also be
connected to the user terminal through a router, either
directly or wirelessly through a wireless-capable router.

The user terminal 102 connects with a gateway 104

through a satellite 103. Although FIG. 1A illustrates a
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satellite broadband network, other embodiments of the tech-
nology disclosed herein may include a terrestrial communi-
cation link between the user terminal 102 and the gateway
104, such as a cable connection, fiber-optic cabling, or
wireless communication (e.g., Wi-F1, cellular network).
More than one user terminal 102 may connect to the gateway
104 through the satellite 103 to obtain Internet access over
the network 100. In other embodiments, the network 100
may comprise an intranet, data network, or other type of
communication inirastructure where requests are transmit-
ted between multiple pieces of equipment.

As shown 1n the embodiment 1illustrated in FIG. 1A, the
gateway 104 connects the user terminal 102 to the Internet
150. The gateway 104 may include several subsystems,
including an outroute subsystem 105 for sending informa-
tion to the satellite 103, an inroute subsystem 106 {for
receiving information from the satellite 104, and an IP
gateway subsystem 107 for communicating with the Internet
and executing website retrieval requests from one or more
end users 101 connected to the gateway 104 through one or
more user terminals 102. The gateway 104 may also include
a processor 110 and a network access storage (NAS) 108.
The gateway 104 connects to the Internet through an inter-
connect carrier, which 1s a mutual connection between the
network 100 and other networks making up the Internet. The
interconnection may be operated by the ISP, or by another
common carrier with whom the ISP has a contract to provide
connection of network 100 to other third party networks
making up the Internet. In other embodiments, the gateways
104 may include additional components or less than those
outlined above. Moreover, the individual functionalities of
the components can be combined in alternative embodi-
ments.

In addition to the above-described components, 1n some
embodiments, the gateway 104 may include a web accel-
eration server (WAS) 109. WAS 109 acts as a proxy server
within the gateway 104 to reduce access times for website
retrieval requests. There are many different methods by
which a proxy server, like WAS 109, may reduce access
time, including but not limited to the following: caching
recently retrieved documents and objects; compressing
documents to smaller sizes; filtering out objects, such as ads,
instead of retrieving and sending the objects to the end user
101; and prefetching object URLs that are common to a
domain address so that those objects do not need to be
retrieved for each umque request to that domain. WAS 109
may also be an external component connected to gateway
104 to provide web acceleration, as opposed to an internal
component.

The gateway 104 in the 1llustrated example 1s also con-
nected to a Network Operations Center (NOC) 111. The
NOC 111 can be used by an ISP to monitor and control the
ISP network 100.

Having thus described an example environment in which
the disclosed technology can be implemented, various fea-
tures and embodiments of the disclosed technology are now
described in further detail. Description may be provided 1n
terms of this example environment for ease of discussion
and understanding. After reading the description herein, 1t
will become apparent to one of ordinary skill in the art that
the disclosed technology can be implemented 1n any of a
number of different networking environments (including
wired or wireless networking environments) operating with
any of a number of diflerent electronic devices, whether or
not according to various similar or alternative protocols or
specifications.
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As noted above, some embodiments of the technology
disclosed herein may be implemented to provide monitoring
of network performance by monitoring website access
requests from end users. FIG. 1B 1s a diagram 1llustrating an
example embodiment of the technology disclosed herein. In
the example illustrated in FIG. 1B, the gateway 104 includes
a request reporter module, shown as web-monitoring tool
(WMT) request reporter 112, and a processing module,
shown as WM'T processor 113. Each of these modules could
be separate components within gateway 104, or the module
functions could be implemented within existing gateway
components. For example, the WM'T request reporter could
be included within the WAS 109, in embodiments where
gateway 104 includes an internal or external WAS 109. In
addition, WMT processor could be a separate processing
module within gateway 104, or the module could be 1mple-
mented as an independent virtual machine (VM) (not
shown). A consolidation module may also be included 1n
vartous embodiments of the technology disclosed herein,
shown 1 FIG. 1B by WMT consolidator 114. The modules
will be discussed 1n greater detail below. Although discussed
as separate modules, various embodiments of the technology
disclosed heremn may include the functionality of each
module as one or more components within a system. Further,
one or more processors, controllers, ASICs, PLAs, PALs,
CPLDs, FPGAs, logical components, software routines or
other mechanisms might be implemented to make up a
module.

In the example illustrated 1n FIG. 1B, the monitoring
function 1s performed through the collaboration of the three
(3) modules: WMT request reporter 112, WMT processor
113; and a user-inendly consolidation module, such as
WMT consolidator 114. Each module handles an aspect of
the monitoring function to provide real-time monitoring,
information needed by ISPs to ensure the health of the
network 100. Combined, the modules make up monitoring,
tool 115. More specifically, in the context of the embodiment
illustrated 1n FIG. 1B: WMT request reporter 112 compiles
the website access request information required to monitor
network 100; WMT processor 113 takes the relevant website
access request mformation and processes that information,
creating the necessary metrics for determining whether there
1s a fault occurring and 1t that fault 1s related to network 100
or 1s external; and WMT consolidator 114 takes the deter-
mined metrics and orgamizes and compiles those metrics in
a way that 1s understandable by NOC engineers, such that
they can accurately monitor network 100.

In some embodiments, gateway operational information
may be collected by WAS 109. The gateway operational
information may include an indication of the software
version runmng on the gateway, 1dentification of the termi-
nals connected to the gateways, identification of the inter-
connect over which the gateway accesses the Internet or the
rest of the network, and website access request information.
In the absence of WAS 109, gateway operational data in
various embodiments may be collected by processor 110 and
stored in NAS 108. In some embodiments, as shown 1n FIG.
2, all the gateway operational information collected by WAS
109 1s organized and stored by an input/output server (10S)
201 operating within WAS 109. 1I0S 201 can be configured
to organize all the gateway operational information collected
by the WAS 109 into an audit log 202. Not all the gateway
operational information collected by WAS 109 and stored 1n
the audit log 202 1s necessary to the technology disclosed
herein. Indeed, some embodiments use only the website
access request information. Therefore, a request reporter
module, such as WMT request reporter 112, may be used to
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pull only the website access request information. In some
embodiments, WMT request reporter 112 may be an addi-
tional module 1ncluded within gateway 104, as shown in
FIG. 1B. In other embodiments, WMT request reporter may
be an external component connected to gateway 104 such
that WMT request reporter has access to the gateway opera-
tional information. In other embodiments, WMT request
reporter 112 may be a software module that 1s preloaded in
WAS 109 or mstallable through updating the operating
scripts of WAS 109.

WMT request reporter 112 searches the audit log 202 for
the website access request information relevant to the tech-
nology disclosed herein. The type of website access request
information compiled by WMT request reporter 112 may
include, for example, website access failures, IP connectiv-
ity failures, HTTP access times, and DNS resolution times.
Additional website access request information may also
include the software versions running on each gateway 104
and user terminal 102. The data mcluded in the website
access request information may vary between embodiments
of the technology disclosed herein based on the types of
monitoring activities with which the ISP i1s concerned. All
the website access request information retrieved by WMT
request reporter 112 1s time stamped, allowing the ISP to
identify when certain events relating to website access
requests occurred. The ISP provider may determine the type
of data deemed relevant to monitoring website access and
network performance and configure WM'T request reporter
112 to retrieve that website access request information from
the audit log 202.

WMT request reporter 112 may further be configured to
retrieve the desired website access request information peri-
odically according to a period set at configuration. Alterna-
tively, 1t may retrieve website access request information
from the audit log 202 on command by a NOC engineer
secking the current status of network 100. In some embodi-
ments, WMT request reporter 112 may be configured to
allow for both periodic retrieval of desired website access
request mformation and the ability to request retrieval at a
given moment. Each retrieval of website access request
information by WMT request reporter 112 may include only
new website access request information included 1n the audit
log 202 by I0OS 201 since the last retrieval by WMT request
reporter 112. In this way, the system need not be bogged
down by constant reprocessing of the same website access
request information.

In some embodiments, WMT request reporter 112 com-
piles the website access request information retrieved from
audit log 202 into a raw data file. This raw data file may then
be stored in NAS 108. In some embodiments, WMT pro-
cessor 113 and WMT request reporter 112 may comprise one
component, wherein WM'T processor 113 1s configured to
perform the functions of both WMT processor 113 and
WMT request reporter 112. In such embodiments, storing of
the raw data file from WMT request reporter 112 1s not
required, but 1t may still be stored on NAS 109 to assist in
ensuring fast processing of information.

In typical applications, there are two categories of website
access: retrievals and prefetches. Retrievals represent a
request for objects within a website that cannot be
prefetched from the website, such as flash objects embedded
in the website. The other category i1s prefetches, which
represents requests for objects within a website that WAS
109 is able to retrieve prior to the request. Prefetches provide
a more representative data set of top-level page request
access, as those types of objects will most often be associ-
ated with the top-level web page of a website. Top-level
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access refers to the main page of a website, such as
www.test.com. A hostname has one or more associated IP
addresses. For example, top-level access would refer to a
request for www.test.com, with other levels of access refer-
ring to requests for objects referenced by the top-level page.
WMT request reporter 112 may be configured to specifically
retrieve website access request information related to
retrievals and prefetches from the audit log 202, such as the
IP addresses associated with a particular hostname, to allow
WMT processor 113 to determine top-level access requests.
This 1s more pertinent to ISP providers than a list of top sites
based on overall traflic because 1t allows the ISP to monitor
and ensure that the websites of particular interest to their
users at a given moment are functioning properly. In addi-
tion, because these are the websites currently being accessed
by their users, ISPs have a better understanding of the health
of the network 1n real-time, as opposed to waiting for users
to call and complain about access issues.

In some embodiments, WMT processor 113 may be
configured to retrieve the raw data file from the WMT
request reporter 112 stored n NAS 108, and generate
processed data files usable by WMT consolidator 114. The
processed data files may contain different metrics based on
the website access request information included in the raw
data files, such as the success and failure rates of website
access requests for different characteristics of each request.
In some embodiments, WM'T processor 113 may be config-
ured to retrieve the raw data files from NAS 108 periodi-
cally, or WMT processor 113 may be configured to continu-
ously monitor NAS 108 to see 1f any new raw data files have
been stored 11 NAS 108 by WMT request reporter 112.

In some embodiments, the WMT processor 113 may be
configured to determine a list of “top websites™ 1n order to
provide a more manageable set of websites to monitor at a
given time. Given the impracticality of monitoring all pos-
sible websites accessible at one time on the Internet, an ISP
might choose to focus only on ensuring that the most
requested websites at a given moment are operating without
tault. WMT processor 113 may be configured to aggregate
all website access requests during a certain period and
determine, based on the number of unique requests, the top
websites relevant to end users 101 at that moment. What
constitutes a unique request may be determined by evalu-
ating the number of top-level access requests for a given
domain, like the process described above regarding retriev-
als and prefetches. Unlike the network analytical tools
currently available to ISPs, this list of top websites 1s not
based on the static value of overall tratlic but 1s instead
tailored to provide a snapshot of the websites end users 101
are attempting to view at that time. This allows the ISP to
ensure that popular websites of the moment are accessible
by end users 101 and remedy those faults on network 101
that the ISP can control.

In some embodiments, WMT processor 113 may be
configured to distinguish between a success or failure of a
website access request from a user based on which one of the
gateways 104 the request was routed through. In this way, an
ISP can determine whether the failure 1s related to a single
gateway or 1s mstead aflecting several or all of the gateways
104 1n network 100.

In addition, an ISP could use the same website access
request information to determine the status of a particular
interconnection. Subsets of gateways 104 may connect to
the Internet over the same interconnect. If the access failures
are present only through one gateway 104 that would
indicate that the problem 1s 1solated to that gateway and not
an 1ssue with the interconnection because the other gateways
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connected through the same 1nterconnect are not experienc-
ing the same 1ssue. In the alternative, 11 all gateways attached
to the same interconnection are experiencing the same
problem that indicates that the problem might be with the
interconnection itself. The same 1dea works for determining
whether a content distribution network (CDN) connected to
a subset of gateways 104 1s functioning properly.

In some embodiments, WMT processor 113 may also be
configured to determine whether the given server farm
servicing a particular website 1s having connection issues.
This type of processing 1s similar to that discussed above for
determining the health of interconnections and CDNs as 1t
focuses on the health of equipment independent of network
100. If the website access request information indicates that
there 1s no 1ssue with the equipment within network 100, the
interconnect between network 100 and the Internet, or the
CDN which services a subset of gateways 104, then the ISP
can determine that the 1ssue lies with the host of the website.
This may indicate a problem with the server or server farm
hosting the requested website. This may be determined by
WMT processor 113 analyzing success and failure rates
based on the IP addresses associated with the requested
websites, 1dentified by their hostname.

Although an ISP in most applications would have no
power to take steps to remedy problems existing external to
network 100, the momitoring tool may still be used to verily
that the 1ssues have been resolved by conducting the same
analysis as used to determine the 1ssue. In addition, being
able to identify the problem as external to network 100
allows the ISP to notify unhappy end users 101 that the 1ssue
1s not with the service the ISP 1s providing, but with the
website owner or web-hosting servers. In this way, the ISP
can provide real-time status information to end users 101
regarding 1ssues.

In some embodiments, WMT processor 113 may also be
configured to run validation of the source or destination IP
address of requests made by end users 101. By validating the
source and destination IP addresses of website retrieval
requests, the ISP can determine whether access failures were
the result of 1ssues within the network 1itself, unique to the
particular website for which access 1s requested, or 1s due to
a malformed URL of a destination address. In some embodi-
ments, WMT processor 113 may then archive website
requests that either fail or are mnvalid. A failed request 1s an
access failure, where the URL was properly formatted and
the website failed to be retrieved by the network 100. An
invalid request occurs where the destination address cannot
be verified, possibly because the URL was incorrectly
entered. In some embodiments, invalid requests may be
included with failed requests 1n determining the success and
failure rates of website access requests.

In another embodiment, WMT processor 113 may also
aggregate response time metrics for different website access
requests. Examples of response time metrics include: aver-
age response time during a given time span; maximum
response time during a given time span; minimum response
time during a given time span; median response time during
a given time span; response time standard deviation or
variance during a given time span; and response time
distribution during a given time span. This listing should not
be 1terpreted as limiting because other response time met-
rics may be implemented in accordance with the technology
discussed herein. An ISP can use such information regarding
response times to diagnosis the overall health of network
100 by comparing the response times across diflerent gate-
ways 104 or terminals 102. If response time metrics differ
between requests routed though different equipment, 1t could




US 10,931,730 B2

11

indicate that some equipment 1s operating less efliciently and
may 1ndicate a problem 1s developing. In addition, i1t could
indicate that a particular website or range of websites 1s not
as readily accessible based on a geographic region served by
the particular gateway 104.

In some embodiments, WMT processor 113 may also
determine the success or failure rates associated with the
soltware version operating on the gateways 104 or the user
terminals 102, or both. Such information would allow an ISP
to determine whether a particular software version 1s having,
more 1ssues than others. The ISP could then flash the
terminals, 1n real-time, to install updated software onto the
equipment so that all the equipment 1s operating efliciently
and end users 101 can immediately have better website
access over network 100.

In another embodiment, WMT processor 113 may deter-
mine the success and failure rates associated with the
transport type, either over IPv4 or IPv6. By identifying the
transport protocol utilized for a particular website request,
the ISP can determine 1f the failures are the result of
compatibility 1ssues between the different versions of the IP
protocol. For example, 11 the failure rate associated with
IPv6 1s higher than that of IPv4, an ISP can mvestigate the
cause of the elevated failure rate, such as by inspecting the
ISP’s own IPv6 infrastructure. In this way, the ISP could
identily whether the problem 1s within the network 1tself or
1s associated with the interconnect carrier or associated CDN
provider. Further, transport type failure associated with a
single web page may indicate a problem with the host.

In some embodiments, WMT processor 113 may analyze
the success and failure rates based on one or more of the
different 1dentifying characteristics discussed above. For
example, some embodiments might analyze success and
failure rates 1 terms of which gateway the requests were
routed through and the rates associated with specific
domains. In this way, WMT processor 113 could produce
data showing the relationship between end user 101 website
access requests for a particular domain through individual
gateways, assisting the ISP in diagnosing whether failures
are associated with a specific gateway of the domain itself.
If access failures occurred through all the gateways on a
network 100, 1t would 1ndicate the problem i1s external to the
network 100 and resides with the domain itself. Further, 1t
the 1ssue does appear to be gateway related, the ISP could
determine which of the specific gateways 104 based on the
analysis conducted by WMT processor 113 and run diag-
nostics to further determine how to address the issue.

The processed data files created by WMT processor 113
may be stored in NAS 108 or in another memory module
associated with WMT processor 113. The processed data
files may be stored 1n a format compatible with WMT
consolidator 114. Although the metrics calculated by WMT
processor 113 allow for real-time monitoring of network
100, the processed data files containing those metrics may be
stored for a particular period, such as seven days, so that
WMT consolidator 114 may present the metrics concerning
the success and failure rates over a certain period. By
providing metrics based on the website access request
information over a period of time, the ISP may identily
patterns related to failures on network 100 and remedy those
situations. In some embodiments, processed data files stored
in NAS 108 may be saved until space 1s needed for newer
files. In other embodiments, processed data files may be
removed from NAS 108 after beimng queried by WMT
consolidator 114, to ensure that only the latest processed
data files processed by WMT processor 113 are stored in
NAS 108. In other embodiments, processed data files NAS
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108 may be moved by WMT consolidator to another
memory component within NOC 111 for long-term storage.

In some embodiments, WMT processor 113 may create
multiple processed data files based on the raw data file
compiled by WMT request reporter 112. These processed
data files could each organize the metrics determined by
WMT processor 113 into different tables based on a certain
website access request mnformation attribute. FIGS. 3A-3C
illustrate example processed data files 1n accordance with an
embodiment of the technology disclosed herein. Although
illustrating processed data files 1n a table format, other
formats for organizing the metrics may be employed 1n
accordance with the technology herein disclosed, such as
plaintext. FIG. 3A illustrates an example of a processed data
file where the metrics are orgamized based on the domain
with which the metrics are associated, 1n accordance with
embodiments of the technology disclosed herein. The
“domain” field includes the domain name of the website for
which access was requested. The “domainlD™ field 1s a code
that maps the metrics relevant to the specific domain name
from the other processed data files. This look-up table
method allows for the metrics to be organized 1n a more
manageable manner both for use by WM consolidator 114
and for storing the files for later use.

FIG. 3B 1s a sample processed data file where the metrics
are organized based on the time associated with certain
website access request information, 1 accordance with
some embodiments of the technology disclosed herein. The
“1d” field may be a code mapping the metrics contained 1n
the table to a domain name in another processed data file like
that shown 1n FIG. 3A. The “time” field may represent a
timestamp. The timestamp may be in minutes, hours, days,
or any other measurement of time for a period that may be
applicable to different embodiments. The “1pv4Count” field
may 1nclude the number of successiul website access
requests using IPv4 transport type that occurred during the
period indicated i the “time” field. The “httpResp” field
may include the average HTTP response time during the
period indicated 1n the “time” field. The “dnsResp” field
may include the average DNS response time during the
period indicated 1n the “time” field. The “1pv6Count™ field
may include the number of successiul website access request
using IPv6 transport type that occurred during the period
indicated 1n the “time” field. In other embodiments, more of
fewer metrics may be included 1n other fields of the table 1n
the processed data file.

FIG. 3C 1s a sample processed data file where the metrics
are organized based on the time associated with certain
website access request information, imn accordance with
some embodiments of the technology disclosed herein. The
“1d” field may be a code mapping the metrics contained 1n
the table to a domain name in another processed data file like
that shown 1n FIG. 3A. The “ts” field may be a timestamp,
similar to the “time” field illustrated in FIG. 3B. The
“1pVersion” field may include the transport type (IPv6 vs.
IPv4) of the website access request. The “rlCount” field may
include the number of DNS failures that occurred during the
period indicated 1n the “ts” field. The “r2Count™ field may
include the number of TCP failures that occurred during the
period mdicated 1n the “ts” field. The “r3Count” field may
include the number of HITP failures that occurred during
the period 1ndicated 1n the “ts” field.

As discussed above, WMT consolidator 114 queries NAS
108 for the processed data files generated by WMT proces-
sor 113 of each gateway 104 and consolidates the processed
data files from each WMT processor 113. By consolidation,
this means that WMT consolidator 114 pulls metrics from
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the processed data files, arranges the metrics, and presents
the metrics 1n a user-friendly manner to NOC engineers
through a user iterface. WMT consolidator 114 may be
configured to periodically request the processed data files
created by WMT processor 113, or WMT processor 113 may
be configured to periodically send the processed data files to
WMT consolidator 114.

FIG. 4 shows an example web-based user interface of
WMT consolidator 114. Although one example of a web-
based user interface 401 1s shown, the user interface may be
any type of graphical user iterface (GUI) that can be used
to display the metrics, preferably in a user-friendly manner.
As seen 1 FIG. 4, WMT consolidator 114 may provide a
summary 402 of the connections within network 100, such
as every gateway 104 and user terminal 102. Summary 402
may include the gateway operational information regarding
every gateway 104 and user terminal 102 within network
100 retrieved from the audit log 202 by WMT request
reporter 112 and used by WMT processor 113 1n analyzing
the success and failure rates website retrieval requests, such
as the website access request information associated with
cach request discussed above in regards to the different
processing methods of WMT processor 113. Other embodi-
ments of summary 402 may include other website access
request mformation included 1n the processed data files.

WMT consolidator 114 may also display the “top” sites
determined by WMT processor 113, as shown in FIG. 5.
Unlike current network analysis tools that can only display
the top sites based on total traflic, the top sites included in
the table shown in FIG. 5 are based on unique retrieval
requests by end users, determined by compiling the requests
of retrievals and prefetches by the WMT request reporter
112 as discussed above. Therefore, these top sites are a better
representation of the sites ol importance to end users at a
particular moment. As discussed above, this allows an ISP to
monitor the web activity of importance to end users 101 in
real-time and remedy situations as they arise.

WMT consolidator 114 may also consolidate the metrics
from the processed data files into graphs for easier interpre-
tation by NOC engineers. As seen 1in FIGS. 6A-D, WMT
consolidator can be used to do comparisons of success rates
between IPv4 and IPv6 requests, FIGS. 6A & 6B, or
between the website’s response to a request and the time
needed to look up DNS information, FIGS. 6C & 6D. WMT
consolidator 114 creates these graphs based on the metrics
included 1n the processed data files created by WMT pro-
cessor 113. Graphs can be created based on any of metric
calculated by WMT processor 113.

In another embodiment, WM'T processor 113 may com-
pare the response time metrics discussed above to certain
threshold values and determine whether to send an alarm
message to a simple network management protocol (SNMP)
agent. An alarm could be set to go off when a particular
response time metric either rises above or falls below a
configured threshold. For example, in some embodiments an
alarm could be triggered when the average response time for
access to a particular website rises above a certain amount
of time. In some embodiments, the threshold value may be
set by the ISP based on administrative preferences. In other
embodiments, the threshold value may be derived from the
success and failure rates determined by WMT processor 113
and stored in NAS 108, WMT consolidator 114, or some
other memory component for a certain period.

In some embodiments, WMT processor 113 may priori-
tize alarms based on real-time traflic. In some embodiments,
alarms may be prioritized such that alarms related to those
websites with a higher volume of access requests at a given
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time are triggered first, so as to bring to the attention of NOC
engineers 1ssues with websites popular 1n real-time. In other
embodiments, alarms may be prioritized to trigger first for
websites that are currently being requested at a higher
frequency than others.

FIG. 7 shows an example process that can be performed
to achieve real-time website monitoring and fault detection
in accordance with an embodiment of the technology dis-
closed herein. At step 602, website access requests from end
users 101 are recorded 1n a request log. In some embodi-
ments, the request log may include all website access
requests from a given end user 101. In some embodiments,
the request log may include only unique website access
requests from a given end user, determined based on
retrieval and prefetching operations similar to that discussed
above. The website access request information recorded 1n
the request log may include source and destination IP
addresses, 1dentity of originating user terminal 102, identity
of corresponding gateway 104, time stamps, and gateway

operational i1nformation about the gateways 104. Other
website access request information may also be recored in
the request log at step 602 1n other embodiments, such as
website access request information for the different charac-
teristics discussed above.

At step 604, the response times associated with each
website access request logged 1n step 602 1s recorded. The
response times may include HTTP access times and DNS
resolution times for each request. The response times
include both the time to a successtul retrieval as well as the
time until a time out resulted, indicating a failure. Even if a
time out does not occur, consistently long response times
may indicate that there 1s a degradation somewhere within
the system, indicating a need to investigate further. In some
embodiments, the response times may be recorded 1n a
separate response time log. In another embodiment, the
response times may be recorded 1n the request log by making
a notation next to the website access request indicating the
time 1t took the website to respond.

At step 606, the number of successiul website access
requests are determined and recorded. The number of suc-
cesses may be based on those requests that did not receive
a time out message during the previous step. In some
embodiments, the record of successes may be a separate
success log. In other embodiments, the recording of suc-
cesses may occur within the request log by adding an
indication in the same vain as discussed above for the
recorded response times.

At step 608, the number of failed website access requests
are determined and recorded. The number of failures may be
based on those requests that did receive a time out message
during the previous step. In some embodiments, the record
of failures may be a separate failure log. In other embodi-
ments, the recording of failures may occur within the request
log by adding an i1ndication 1n the same vain as discussed
above for the recorded response times.

At step 610, response time metrics can be calculated
based on the response time data recorded in the response
time log and certain characteristics of the website access
requests recorded 1n the request log. Examples of response
time metrics include: average response time during a given
time span; maximum response time during a given time
span; minimum response time during a given time span;
median response time during a given time span; response
time standard deviation or variance during a given time
span; and response time distribution during a given time
span. The metrics calculated 1n step 610 may be used 1n step
620 to compare against a threshold value for each metric,
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respectively. If the metric calculated 1n step 610 exceeds its
corresponding threshold value, then an alarm message may
be sent 1n step 622 to indicate that an 1ssue with that website
may exist. If the threshold value 1s not exceeded at step 620,
then no alarm message need be sent, as indicated 1n step 624.

At step 612, the success and failure rates across the
network are calculated. These rates may include failures
based on failed requests and malformed URLs entered by
the end users 101. In other embodiments, the faillures may
only include failures not associated with end user error.

At step 614, any website 1ssues may be identified by
comparing the response time metrics and the success and
tailure rates for website access requests 1n light of different
characteristics of the website access requests recorded 1n the
request log. These comparisons may be similar to those
calculated by WMT processor 113 discussed above 1n
regards to a system embodiment of the technology herein
disclosed.

Various embodiments described herein are directed to
systems and methods of monitoring the performance of a
network based on the success of website access requests.
Although the various embodiments discussed were directed
towards momitoring network performance 1 a satellite
broadband network context, the technology disclosed 1s
applicable to any communications network, such as cable
networks, digital subscriber line (DSL) networks, and fiber-
optic networks. Also, although the various embodiments
were described 1n terms of access requests to websites on the
Internet, the technology 1s applicable to any network archi-
tecture where access requests messages are sent between
different computer systems, such as an intranet network or
a data network.

The various embodiments have been described as provid-
ing real-time website monitoring and fault detection for
monitoring network performance. The use of the phrase
“real-time” does not necessarily imply that the monitoring is
performed instantaneously with each website access request.
As discussed above, the processing of the website access
request information may be conducted periodically by the
WMT processor 113, continuously based on WMT proces-
sor 113 monitoring the storage of raw data files in NAS 108,
or upon request by NOC engineers. “Real-time” 1s used to
denote that the monitoring performed 1s occurring without
the latency associated with monitoring based on overall
traflic during a set period.

FIG. 8 illustrates a computer system 800 upon which
example embodiments according to the present immvention
can be implemented. Computer system 800 can include a
bus 802 or other communication mechanism for communi-
cating information, and a processor 804 coupled to bus 802
for processing information. Computer system 800 may also
include main memory 806, such as a random access memory
(RAM) or other dynamic storage device, coupled to bus 802
for storing information and instructions to be executed by
processor 804. Main memory 806 can also be used for
storing temporary variables or other intermediate informa-
tion during execution of instructions to be executed by
processor 804. Computer system 800 may further include a
read only memory (ROM) 808 or other static storage device
coupled to bus 802 for storing static information and nstruc-
tions for processor 804. A storage device 810, such as a
magnetic disk or optical disk, may additionally be coupled
to bus 802 for storing information and instructions.

Computer system 800 can be coupled via bus 802 to a
display 812, such as a cathode ray tube (CRT), liquid crystal
display (LCD), active matrix display, light emitting diode
(LED)/organic LED (OLED) display, digital light process-
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ing (DLP) display, or plasma display, for displaying infor-
mation to a computer user. An input device 814, such as a
keyboard including alphanumeric and other keys, may be
coupled to bus 802 for communicating information and
command selections to processor 804. Another type of user
iput device 1s cursor control 816, such as a mouse, a
trackball, or cursor direction keys for communicating direc-
tion mformation and command selections to processor 804
and for controlling cursor movement on display 812.

According to one embodiment of the invention, dynamic
bandwidth management, 1n accordance with example
embodiments, are provided by computer system 800 1n
response to processor 804 executing an arrangement of
instructions contained 1n main memory 806. Such instruc-
tions can be read mnto main memory 806 from another
computer-readable medium, such as storage device 810.
Execution of the arrangement of instructions contained 1n
main memory 806 causes processor 804 to perform one or
more processes described herein. One or more processors 1n
a multi-processing arrangement may also be employed to
execute the instructions contained 1n main memory 806. In
alternative embodiments, hard-wired circuitry 1s used 1n
place of or in combination with software instructions to
implement various embodiments. Thus, embodiments
described in the present disclosure are not limited to any
specific combination of hardware circuitry and software.

Computer system 800 may also include a communication
interface 818 coupled to bus 802. Communication interface
818 can provide a two-way data communication coupling to
a network link 820 connected to a local network 822. By
way ol example, communication interface 818 may be a
digital subscriber line (DSL) card or modem, an integrated
services digital network (ISDN) card, a cable modem, or a
telephone modem to provide a data communication connec-
tion to a corresponding type of telephone line. As another
example, communication interface 818 may be a local area
network (LAN) card (e.g. for Ethernet™ or an Asynchro-
nous Transfer Model (ATM) network) to provide a data
communication connection to a compatible LAN. Wireless
links can also be implemented. In any such implementation,
communication interface 818 sends and receives electrical,
clectromagnetic, or optical signals that carry digital data
streams representing various types of information. Further,
communication interface 818 may include peripheral inter-
face devices, such as a Universal Serial Bus (USB) interface,
a PCMCIA (Personal Computer Memory Card International
Association) interface, efc.

Network link 820 typically provides data communication
through one or more networks to other data devices. By way
of example, network link 820 can provide a connection
through local network 822 to a host computer 824, which
has connectivity to a network 826 (e.g. a wide area network
(WAN) or the global packet data communication network
now commonly referred to as the “Internet”) or to data
equipment operated by service provider. Local network 822
and network 826 may both use electrical, electromagnetic,
or optical signals to convey information and instructions.
The signals through the various networks and the signals on
network link 820 and through communication interface 818,
which commumnicate digital data with computer system 800,
are example forms of carrier waves bearing the information
and 1nstructions.

Computer system 800 may send messages and receive
data, including program code, through the network(s), net-
work link 820, and communication interface 818. In the
Internet example, a server (not shown) might transmit
requested code belonging to an application program for




US 10,931,730 B2

17

implementing an embodiment of the present invention
through network 826, local network 822 and communication
interface 818. Processor 804 executes the transmitted code
while being received and/or store the code 1n storage device
810, or other non-volatile storage for later execution. In this
manner, computer system 800 obtains application code in
the form of a carnier wave.

The term “computer-readable medium” as used herein
refers to any medium that participates in providing instruc-
tions to processor 804 for execution. Such a medium may
take many forms, including but not limited to non-volatile
media, volatile media, and transmission media. Non-volatile
media include, for example, optical or magnetic disks, such
as storage device 810. Volatile media may include dynamic
memory, such as main memory 806. Transmission media
may include coaxial cables, copper wire and fiber optics,
including the wires that comprise bus 802. Transmission
media can also take the form of acoustic, optical, or elec-
tromagnetic waves, such as those generated during radio
frequency (RF) and infrared (IR) data communications.
Common forms ol computer-readable media include, for
example, a floppy disk, a tlexible disk, hard disk, magnetic
tape, any other magnetic medium, a CD ROM, CDRW,
DVD, any other optical medium, punch cards, paper tape,
optical mark sheets, any other physical medium with pat-
terns of holes or other optically recognizable indicia, a
RAM, a PROM, and EPROM, a FLASH EPROM, any other
memory chip or cartridge, a carrier wave, or any other
medium from which a computer can read.

Various forms of computer-readable media may be
involved 1n providing instructions to a processor for execu-
tion. By way of example, the mstructions for carrying out at
least part of the present invention may initially be borne on
a magnetic disk of a remote computer. In such a scenario, the
remote computer loads the instructions 1into main memory
and sends the instructions over a telephone line using a
modem. A modem of a local computer system receives the
data on the telephone line and uses an infrared transmitter to
convert the data to an infrared signal and transmit the
infrared signal to a portable computing device, such as a
personal digital assistance (PDA) and a laptop. An mirared
detector on the portable computing device receives the
information and instructions borne by the infrared signal and
places the data on a bus. The bus conveys the data to main
memory, Ifrom which a processor retrieves and executes the
instructions. The mnstructions recerved by main memory may
optionally be stored on storage device either before or after
execution by processor.

FI1G. 9 1llustrates a chip set 900 1n which embodiments of
the imvention may be mmplemented. Chip set 900 can
include, for instance, processor and memory components
described with respect to FIG. 9 incorporated 1n one or more
physical packages. By way of example, a physical package
includes an arrangement of one or more materials, compo-
nents, and/or wires on a structural assembly (e.g., a base-
board) to provide one or more characteristics such as physi-
cal strength, conservation of size, and/or limitation of
clectrical interaction.

In one embodiment, chip set 900 includes a communica-
tion mechanism such as a bus 902 for passing information
among the components of the chip set 900. A processor 904
has connectivity to bus 902 to execute instructions and
process information stored 1n a memory 906. Processor 904
includes one or more processing cores with each core
configured to perform imndependently. A multi-core processor
enables multiprocessing within a single physical package.
Examples of a multi-core processor imnclude two, four, eight,
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or greater numbers of processing cores. Alternatively or 1n
addition, processor 904 includes one or more microproces-
sors configured 1n tandem via bus 902 to enable independent
execution ol instructions, pipelining, and multithreading.
Processor 904 may also be accompanied with one or more
specialized components to perform certain processing func-
tions and tasks such as one or more digital signal processors
(DSP) 908, and/or one or more application-specific inte-
grated circuits (ASIC) 910. DSP 908 can typically be
configured to process real-world signals (e.g., sound) in real
time independently of processor 904. Similarly, ASIC 910
can be configured to performed specialized functions not
casily performed by a general purposed processor. Other
specialized components to aid in performing the inventive
functions described herein include one or more field pro-
grammable gate arrays (FPGA) (not shown), one or more
controllers (not shown), or one or more other special-
purpose computer chips.

Processor 904 and accompanying components have con-
nectivity to the memory 906 via bus 902. Memory 906
includes both dynamic memory (e.g., RAM) and static
memory (e.g., ROM) for storing executable instructions that,
when executed by processor 904, DSP 908, and/or ASIC
910, perform the process of example embodiments as
described herein. Memory 906 also stores the data associ-
ated with or generated by the execution of the process.

As used herein, the term module might describe a given
umt of functionality that can be performed i1n accordance
with one or more embodiments of the present application. As
used herein, a module might be implemented utilizing any
form of hardware, software, or a combination thereotf. For
example, one or more processors, controllers, ASICs, PLAs,
PALs, CPLDs, FPGAs, logical components, software rou-
tines or other mechanisms might be implemented to make up
a module. In implementation, the various modules described
herein might be implemented as discrete modules or the
functions and features described can be shared in part or 1n
total among one or more modules. In other words, as would
be apparent to one of ordinary skill 1n the art after reading
this description, the various features and functionality
described herein may be implemented in any given appli-
cation and can be implemented 1n one or more separate or
shared modules 1n various combinations and permutations.
Even though various features or elements of functionality
may be individually described or claimed as separate mod-
ules, one of ordinary skill in the art will understand that these
features and functionality can be shared among one or more
common soltware and hardware elements, and such descrip-
tion shall not require or imply that separate hardware or
soltware components are used to implement such features or
functionality.

Where components or modules of the application are
implemented in whole or 1n part using soiftware, 1 one
embodiment, these software elements can be implemented
to operate with a computing or processing module capable
of carrying out the functionality described with respect
thereto. One such example computing module 1s shown 1n
FIG. 8. Various embodiments are described 1n terms of this
example-computing module 800. After reading this descrip-
tion, 1t will become apparent to a person skilled 1n the
relevant art how to implement the application using other
computing modules or architectures.

Although described above 1n terms of various exemplary
embodiments and implementations, 1t should be understood
that the various features, aspects and functionality described
in one or more of the individual embodiments are not limited
in their applicability to the particular embodiment with
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which they are described, but instead can be applied, alone
or 1n various combinations, to one or more of the other
embodiments of the present application, whether or not such
embodiments are described and whether or not such features
are presented as being a part of a described embodiment.
Thus, the breadth and scope of the present application
should not be limited by any of the above-described exem-
plary embodiments.
Terms and phrases used in the present application, and
variations thereof, unless otherwise expressly stated, should
be construed as open ended as opposed to limiting. As
examples of the foregoing: the term “including” should be
read as meaming “including, without limitation™ or the like;
the term “example” 1s used to provide exemplary 1nstances
of the 1item 1n discussion, not an exhaustive or limiting list
thereot; the terms “a” or “an” should be read as meaning “at
least one,” “one or more” or the like; and adjectives such as
“conventional,”  “traditional,” “normal,” ‘‘standard,”
“known” and terms of similar meaning should not be
construed as limiting the item described to a given time
period or to an 1tem available as of a given time, but 1nstead
should be read to encompass conventional, traditional, nor-
mal, or standard technologies that may be available or
known now or at any time 1n the future. Likewise, where this
document refers to technologies that would be apparent or
known to one of ordinary skill in the art, such technologies
encompass those apparent or known to the skilled artisan
now or at any time in the future. The use of the term
“module” does not imply that the components or function-
ality described or claimed as part of the module are all
configured 1n a common package. Indeed, any or all of the
various components of a module, whether control logic or
other components, can be combined 1n a single package or
separately maintamned and can further be distributed 1n
multiple groupings or packages or across multiple locations.
Additionally, the various embodiments set forth herein are
described 1n terms of exemplary block diagrams, flow charts
and other illustrations. As will become apparent to one of
ordinary skill in the art after reading this document, the
illustrated embodiments and their various alternatives can be
implemented without confinement to the illustrated
examples. For example, block diagrams and their accompa-
nying description should not be construed as mandating a
particular architecture or configuration.
What 1s claimed 1s:
1. A method, comprising:
recording information related to a plurality of uniform
resource locator (URL) access requests from a plurality
of end users, the information comprising an indication
of which gateway of a plurality of gateways each of the
plurality of URL access requests was routed through;

determining a status of each of the plurality of UR
access requests, wherein the status 1s either that the
URL access request was successiul or failed;

recording the status of each of the plurality of URL access
requests;
calculating, based on the status determined for each of the
plurality of URL access requests, a success rate and a
failure rate for accessing a requested URL through a
first gateway of the plurality of gateways; and

identifying a network issue by comparing the success rate
and the failure rate for accessing the requested URL
through the first gateway with a success rate and a
failure rate for accessing the requested URL through
other gateways of the plurality of gateways.

2. The method of claim 1, wherein the information related
to the plurality of URL access requests includes an indica-
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tion of which interconnect carrier of a plurality of intercon-
nect carriers 1s connected to each gateway of the plurality of
gateways, and 1dentifying the network 1ssue comprises com-
paring the success rate and the failures rate for accessing the
requested URL through the first gateway with a success rate
and a failure rate for accessing the requested URL through
other gateways of the plurality of gateways serviced by the
same 1nterconnect carrier as the first gateway.

3. The method of claim 1, wherein the information related
to the plurality of URL access requests includes an indica-
tion ol which content distribution network (CDN) of a
plurality of CDNs each gateway of the plurality of gateways
1s connected to, and 1dentiiying the network issue comprises
comparing the success rate and the failures rate for accessing
the requested URL through the first gateway with a success
rate and a failure rate for accessing the requested URL
through other gateways of the plurality of gateways serviced
by the same CDN as the first gateway.

4. The method of claim 1, wherein the information related
to the plurality of URL access requests includes an indica-
tion of which software version of a plurality of software
versions 1s 1nstalled on each gateway of the plurality of
gateways, the first gateway 1s installed with a first software
version of the plurality of software versions, and identifying,
the network 1ssue comprises comparing the success rate and
the failures rate for accessing the requested URL through the
first gateway with a success rate and a failure rate for
accessing the requested URL through other gateways of the
plurality of gateways 1nstalled with a software version other
than the first software version.

5. The method of claim 1, wherein the information related
to the plurality of URL access requests includes an indica-
tion of which software version of a plurality of software
versions 1s 1nstalled on each user terminal of a plurality of
user terminals associated with the plurality of end users, and
identifying the network 1ssue comprises comparing a suc-
cess rate and a failures rate for accessing the requested URL
through a set of user terminals of the plurality of user
terminals installed with a first soitware version of the
plurality of software versions with a success rate and a
failure rate for accessing the requested URL through Mother
user terminals of the plurality of user terminals installed
with a software version other than the first software version.

6. The method of claim 1, further comprising;:

recording a response time for each of the plurality of URL

access requests; and

calculating a set of response time metrics based on the

recorded response time for each of the plurality of URL
access requests.

7. The method of claim 6, wherein the response time
metrics comprises one or more ol the following:

average response time during a given time span;

maximum response time during a given time span;

minimum response time during a given time span;

median response time during a given time span;

response time standard deviation during a given time
span;

response time variance during a given time span; or

response time distribution during a given time span.

8. The method of claim 7, further comprising detecting
and triggering an alarm 1f one of the response time metrics
for one of the plurality of URL access requests rises above
or falls below a threshold value.

9. The method of claim 8, wherein the threshold value 1s
derived from previous response time metrics.
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10. The method of claim 6, further comprising: identity-
ing one or more website 1ssues based on the response time
metrics.

11. The method of claim 1, wherein determining the status
of each of the plurality of URL access requests comprises
determining 11 a time out occurred.

12. The method of claim 1, further comprising: facilitat-
ing, based on the network 1ssue that 1s 1dentified, network
performance monitoring, fault detection, fault 1solation, and
fault remediation verification.

13. A system, comprising:

one or more non-transitory computer-readable mediums

having instructions stored thereon that, when executed

by one or more processors cause the system to:

record information related to a plurality of uniform
resource locator (URL) access requests from a plu-
rality of end users, the mformation comprising an
indication of which gateway of a plurality of gate-
ways each of the plurality of URL access requests
was routed through;

determine a status of each of the plurality of UR.
access requests, wherein the status 1s either that URL
access request was successtul or failed;

record the status of each of the plurality of URL access
requests:

calculate, based on the status determined for each of the
plurality of URL access requests, a success rate and
a failure rate for accessing a requested URL through
a first gateway of the plurality of gateways; and

identily a network 1ssue by comparing the success rate
and the failure rate for accessing the requested URL
through the first gateway with a success rate and a
failure rate for accessing the requested URL through
other gateways of the plurality of gateways.

14. The system of claim 13, wheremn the information
related to the plurality of URL access requests includes an
indication of which interconnect carrier of a plurality of
interconnect carriers 1s connected to each gateway of the
plurality of gateways, and identifying the network issue
comprises comparing the success rate and the failures rate
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for accessing the requested URL through the first gateway
with a success rate and a failure rate for accessing the
requested URL through other gateways of the plurality of
gateways serviced by the same interconnect carrier as the
first gateway.

15. The system of claim 13, wherein the information
related to the plurality of URL access requests mncludes an
indication of which content distribution network (CDN) of
a plurality of CDNs each gateway of the plurality of gate-
ways 1s connected to, and i1dentifying the network issue
comprises comparing the success rate and the failures rate
for accessing the requested URL through the first gateway
with a success rate and a failure rate for accessing the
requested URL through other gateways of the plurality of
gateways serviced by the same CDN as the first gateway.

16. The system of claim 13, wherein the instructions,
when executed by the one or more processors, further cause
the system to:

record a response time for each of the plurality of URL

access requests; and

calculate a set of response time metrics based on the

recorded response time for each of the plurality of URL
access requests.

17. The system of claim 16, wherein the instructions,
when executed by the one or more processors, further cause
the system to: detect and trigger an alarm if one of the
response time metrics for one of the plurality of URL access
requests rises above or falls below a threshold value.

18. The system of claam 17, wherein the response time
metrics comprises one or more of the following:

average response time during a given time span;

maximum response time during a given time span;

minimum response time during a given time span;

median response time during a given time span;

response time standard deviation during a given time
span;

response time variance during a given time span; or

response time distribution during a given time span.
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