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INTELLIGENT TELEMATICS SYSTEM FOR
PROVIDING VEHICLE VOCATION

CROSS-REFERENC.

L1

This application claims the benefit under 35 U.S.C. §
119(e) to U.S. Provisional Application Ser. No. 62/931,918,
titled “Intelligent Telematics System for Providing Vehicle
Vocation”, filed on Nov. 7, 2019, which 1s herein incorpo-
rated by reference 1n 1ts entirety.

TECHNICAL FIELD

The present disclosure generally relates to a telematics
vehicle vocation classifier and benchmarking system for
automatically classifying vehicle vocation and benchmark-
ing vehicle performance attributes. The present disclosure

also relates to training a classifier to recognize vehicle
vocation.

BACKGROUND

Telematics systems have been employed by fleet owners
to monitor use and performance of vehicles 1n the fleet.
While this has resulted 1n improved performance and main-
tenance of vehicles 1n the fleet, fleet owners are not able to
distinguish between different driving usage patterns for like
vehicles and un-like vehicles in their fleet.

SUMMARY

The present disclosure 1s directed to aspects 1n a vehicular
telemetry environment. A new capability to automatically
classity vehicles by vocation that 1s independent of vehicle
fleet groupings, industry vehicle application groupings and
vehicle type groupings may be provided. Benchmarking
vehicles having same vocation relative to each other may
also be provided.

In accordance with a first broad aspect there 1s provided
a method of training a classifier to recognize vehicle voca-
tion. The method comprises: selecting from historical
vehicle data for each vehicle of a plurality of vehicles a
series of vehicle usage values over time that correspond to
vehicle usage executions, the series of vehicle usage values
comprising one of a series of singular usage values and a
series of multiple associated usage values which are inde-
pendent of vehicle fleet groupings, industry vehicle appli-
cation groupings and vehicle type groupings; organizing the
series ol vehicle usage values relative to each other to
generate at least one vehicle operating usage pattern for each
vehicle; determining 1f the generated at least one vehicle
operating usage pattern 1s representative of a corresponding
predominant vehicle behavioral execution pattern; extract-
ing data of vehicles having the determined corresponding
predominant vehicle behavioral execution pattern and
assigning a label to the extracted data corresponding to the
determined predominant vehicle behavioral execution pat-
tern, generating training data from the label and the
extracted data, and, using at least one machine learning
technique with the training data to define a classifier for
classiiying at least one vehicle vocation parameter for the
vehicle independent of vehicle fleet groupings, industry
vehicle application groupings and vehicle type groupings.

In an embodiment the organizing of the series of vehicle
usage values generates single dimension vehicle operating,
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usage patterns. In another embodiment the orgamizing of the
series ol usage values generates multi dimension vehicle
operating usage patterns.

In an embodiment the label assigned to extracted data 1s
an itermediate vocation label and the wvehicle vocation
parameter 1s a vocation feature for the vehicle. In another
embodiment, the label assigned to extracted data 1s a voca-
tion label and the vehicle vocation parameter 1s a vehicle
vocation classification for the vehicle.

In an embodiment, the series of vehicle usage values
relate to features of Geolocation, Two Distance, Routine,
Geo Neighbourhood, Stop Duration and Customer Location,
and Idling Duration and Driving Duration.

In an embodiment, the series of multiple associated usage
values comprises a series of 2 associated usage values over
time that correspond to vehicle usage executions, and the
step of organizing comprises organizing the series of 2
associated usage values relative to each other to generate
one or more 2-dimensional vehicle operating usage patterns
and wherein the two dimensional vehicle operating usage
patterns may be represented as images.

In an embodiment the series of 2 associated usage values
relating to the Geolocation feature are vehicle stop location
and start location and wherein the feature 1s organized with
a matrix. In another embodiment the series of 2 associated
usage values relating to the Two Distance feature are vehicle
trip distance and point to point distance and wherein the
feature 1s organized with a matrnix. In another embodiment
the series of 2 associated usage values relating to the Routine
feature are vehicle hour of day and day of week trip start
time and wherein the feature 1s organized with a matrix. In
another embodiment the series of 2 associated usage values
relating to the Geo Neighbourhood feature are vehicle stop
location and start location and wherein the feature is orga-
nized with a matrix where a central location of the trip 1s
placed in the middle of the matrix. In another embodiment
the series of 2 associated usage values relating to the Idling
Duration and Driving Duration feature are vehicle the 1dling
duration and the driving duration and wherein the feature 1s
organized with a matrix.

In an embodiment the series of Stop Duration values
relating to the Stop Duration and Customer Location feature
are vehicle stop location and stop duration and wherein the
feature 1s organized with the stop locations ranked based on
average stop duration and placed 1n an array.

In an embodiment the historical vehicle data for each
vehicle of a plurality of vehicles comprises GPS data, trip
data, and some vehicle labelling wherein the GPS data may
comprise Latitude and Longitude locations where the
vehicle has visited and the trip data may comprise a time-
stamp when the trip begins, when the trip ends, and infor-
mation on the distance travelled during the trip, the amount
of 1dling during the trip and the driving duration.

According to a second broad aspect there 1s provided a
method of automatically classifying vehicles by vocation
that 1s independent of vehicle fleet groupings, industry
vehicle application groupings and vehicle type groupings,
and benchmarking vehicles having same vocation relative to
cach other. The method comprises: storing historical vehicle
data for each vehicle of a plurality of vehicles, the historical
vehicle data comprising recurring vehicle usage data;
assigning to each vehicle of the plurality of vehicles, using
one or more machine learning trained classifiers, one or
more predicted vocations based on the recurring vehicle
usage data for each vehicle; grouping, by at least each of the
one or more predicted vocations, the historical vehicle data
for vehicles of same determined one or more predicted
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vocations, and determinming therefrom one or more bench-
marking vehicles having better performance characteristics
than other vehicles of the same determined one or more
predicted vocations; and, benchmarking performance of the
other vehicles relative to the one or more benchmarking
vehicles.

In an embodiment the assigning first assigns one or more
intermediate predicted vocation features based on the recur-
ring vehicle usage data for the each vehicle and wherein the
assigning second assigns one or more vocations for each the
vehicle based at least on the one or more intermediate
predicted vocation features.

In an embodiment the assigning to each vehicle of the
plurality of vehicles one or more vocation classes comprises:
analysing the recurring vehicle usage data for the each
vehicle to determine therefrom one or more predominant
vehicle behavioral executions for the each vehicle; and
assigning probability scores to each of the one or more
predominant vehicle behavioral executions representing the
one or more predicted vocations for the each vehicle. In
another embodiment the assigning probability scores {first
assigns to each of the one or more predominant vehicle
behavioral executions intermediate probability scores rep-
resenting one or more corresponding intermediate predicted
vocation features for the each vehicle. In another embodi-
ment the method further comprises scoring at least the
intermediate predicted vocation features, with at least one or
more additional machine learning trained classifiers, to
determine the one or more predicted vocations for the each
vehicle.

In an embodiment the method further comprising com-
municating vehicle operation information of one of the
benchmarked vehicles, other vehicles and both to a fleet
OWner.

In another embodiment the one or more predicted voca-
tions for the each vehicle 1s based on one or more features
of geolocation, two distance, routine, geo-neighborhood,
stop duration and customer location, and 1dling duration and
driving duration.

In an embodiment the one or more imtermediate predicted
vocation features for the each vehicle 1s based on one or
more features of geolocation, two distance, routine, geo-
neighborhood, stop duration and customer location, and
1dling duration and driving duration.

In an embodiment, the step of storing the raw vehicle data
1s collected on each vehicle from telematics monitoring
devices and 1s thereafter transmitted to a data management
system for storage.

In a third broad aspect there i1s provided a telematics
vehicle vocation classifier and benchmarking system for
automatically classiiying vehicle vocation and benchmark-
ing vehicle performance attributes of a plurality of vehicles
having a same vocation classification independent of vehicle
fleet groupings, industry vehicle application groupings and
vehicle type groupings. The system comprises: at least one
vehicle vocation classifier communicating with a data man-
agement system that 1s configured to store historical vehicle
data for each vehicle of the plurality of vehicles, the his-
torical vehicle data including recurring vehicle usage data;
the at least one vehicle vocation classifier configured by a
machine learning technique and responsive to the recurring,
vehicle usage data for the each vehicle for assigning one or
more predicted vocations for the each vehicle based on the
recurring vehicle usage data; and, a benchmarking manage-
ment system communicating with the data management
system and the at least one classifier configured to: group at
least by vocation the historical vehicle data for vehicles of
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same determined predicted vocation and determine there-
from one or more benchmarking vehicles having better
performance characteristics than other vehicles of the same
determined predicted vocation; and, benchmark perfor-
mance of the other predicted vocation vehicles relative to the
one or more benchmarking vehicles.

In an embodiment of the telematics vehicle vocation
classifier and benchmarking system the at least one vehicle
vocation classifier comprises multiple vehicle vocation clas-
sifiers arranged 1n one of a series relation, a parallel relation
and a combination of both, and configured for assigning the
one or more predicted vocations, one or more intermediate
predicted vocation features, and both.

In an embodiment of the telematics vehicle vocation
classifier and benchmarking system the at least one vehicle
vocation classifier first assigns one or more intermediate
predicted vocation features based on the recurring vehicle
usage data for the each vehicle and wherein at least another
one of the vehicle vocation classifiers assigns one or more
vocations for the each vehicle based at least on the one or
more intermediate predicted vocation features. In another
embodiment the one or more intermediate vocation classifier
provides one or more mtermediate predicted vocations for
the vehicle based on one or more features of geolocation,
two distance, routine, geo-neighborhood, stop duration and
customer location, and 1dling duration and driving duration.

In an embodiment of the telematics vehicle vocation
classifier and benchmarking system the benchmarking man-
agement system 1s configured to communicate vehicle
operation information of one of the benchmarked vehicles,
other refined predicted vocation vehicles and both with a
fleet owner.

In an embodiment of the telematics vehicle vocation
classifier and benchmarking system one or more vehicle
classifiers comprises one or more intermediate classifiers
with at least one intermediate classifier configured by a
machine learning techmique for receiving the recurring
vehicle usage data for the each vehicle to determine there-
from one or more predominant vehicle behavioral execu-
tions for the each vehicle, and to assign to each of the one
or more predominant vehicle behavioral executions inter-
mediate probability scores representing one or more inter-
mediate predicted vocation features for the each vehicle. In
another embodiment the telematics vehicle vocation classi-
fier and benchmarking system further comprises at least one
refined additional prediction classifier in commumnication
with the at least one intermediate vehicle vocation classifier
for receiving the itermediate probability scores represent-
ing intermediate predicted vocation features, and the at least
one refined additional prediction classifier further scoring
the intermediate vocation features to automatically deter-
mine the one or more predicted vocations for the each
vehicle.

In an embodiment the telematics vehicle vocation classi-
fier and benchmarking system further comprises a plurality
ol intermediate vehicle vocation classifiers each configured
by a machine learning algorithm responsive to differing
recurring vehicle feature usage data for the vehicle.

In an embodiment of the telematics vehicle vocation
classifier and benchmarking system the benchmarking man-
agement system comprises a plurality of vocation bench-
marking management systems, one for each vocation pre-
dicted by the refined prediction classifier.

In an embodiment of the telematics vehicle vocation
classifier and benchmarking system the data management
system forms part of the telematics vehicle vocation classi-
fier and benchmarking system.
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In an embodiment the telematics vehicle vocation classi-
fier and benchmarking further comprising telematics moni-
toring devices for transmitting the raw vehicle data to the
data management system.

BRIEF DESCRIPTION OF THE DRAWINGS

Exemplary non-limiting embodiments are described with
reference to the accompanying drawings in which:

FIG. 1 1s a diagrammatic view ol a simplified block
diagram of an exemplary telematics system;

FIG. 2 1s a diagrammatic view of an embodiment of a
telematics vehicle vocation classifier and benchmarking
system:

FIG. 3 1s a diagrammatic view of an exemplary flow chart
for classifier vocation training;

FIGS. 4a through 4e are diagrammatic views of 5 heat
maps (shown in reverse contrast) representing correspond-
ing predominant vehicle behavioral execution patterns orga-
nized and determined from a Geolocation feature;

FIGS. 5q through Sg are diagrammatic views of 7 heat
maps (shown 1n reverse contrast) representing correspond-
ing predominant vehicle behavioral execution patterns orga-
nized and determined from a Two Distance feature:

FIGS. 6a through 6/ are diagrammatic views of 6 heat
map (shown in reverse contrast) representing corresponding
predominant vehicle behavioral execution patterns orga-
nized and determined from a Routine feature;

FIGS. 7a through 7¢ are diagrammatic views of 3 heat
map (shown in reverse contrast) representing corresponding,
predominant vehicle behavioral execution patterns orga-

nized and determined from a Geo-Neighborhood feature;
FIGS. 8a-i through 8a-ix, FIGS. 856-i through 8b6-ix, FIGS.

8c-i through 8c-ix, FIGS. 8d-i through 8d-ix, and FIGS. 8e¢-i
through 8e-ix are graphical representations of Top Fifty
Frequently Visited Customers vs. Stop Duration In Hours;

FIGS. 9a through 9/ are diagrammatic views of 6 heat
map (shown 1n reverse contrast) representing corresponding
predominant vehicle behavioral execution patterns orga-
nized and determined from a idling Duration and Driving
Duration feature; and,

FIG. 10 1s a diagrammatic view of an exemplary flow
classitying vehicles by vocation and benchmarking vehicles
ol same vocation relative to each other.

The drawings are not necessarily to scale and are dia-
grammatic representations of the exemplary non-limiting
embodiments of the present invention.

DETAILED DESCRIPTION

Discussion of the Problem and Technical Effects of Solu-
tion

Telematics systems have been employed by fleet owners
to monitor use and performance of vehicles 1n the fleet. This
has resulted 1n 1mproved performance and maintenance of
vehicles 1n the fleet. However fleet owners are not able to
distinguish between different driving patterns for like
vehicles and un-like vehicles in their fleet.

The inventors recognized and realized that i1f driving
patterns for vehicles 1n the ecosystem of all vehicles of all
fleets monitored by the applicant could be grouped into
similar driving vehicle behavioural executions then 1t may
be possible to benchmark vehicles relative to each other
based upon vehicle behavioural executions that are agnostic
vis-a-vis industry, vehicle type, and fleet ownership. The
inventors recognized and realized that classification of
vehicle behavioural executions into different vocations
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would 1nvolve aggregating raw telematic vehicle data and
curating this data into training data to train machine learning
classifiers to predict vehicle vocation. Once vehicles sharing
the same vehicle behavioral executions and vocation are
able to be predicted, then these vehicles of the same vocation
may be benchmarked relative to the better performing
vehicles of the same vocation, regardless of the vehicles
operating in different industries, diflerent vehicle fleets and
different types of vehicles. The benchmarking information
may then be shared with tleet owners 1n the entire ecosystem
to improve vehicle performance 1n the ecosystem.

For example, the inventors recognized and realized that
vehicle behavioural executions for drivers working in the
auto parts supply industry may be classified to be 1n the same
vocation as the pizza delivery industry. Clearly these are two
separate and distinct industries which are operated by two
different fleet owners and may include vehicles of different
types such as, for example, the auto parts supply industry
having pickup trucks or vans, and the pi1zza delivery industry
having small to medium size automobiles. However, the
inventors recognized and realized that vehicles in each of
these different imndustries may exhibit the same or similar
vehicle behavioural executions. The inventors recognized
and appreciated that 11 certain driving patterns resulting in
improved performance, such as for example, 1dling, 1s found
in one or more vehicles exhibiting the same or similar
behavioural executions, then this information forms the
basis of making recommendations not only to the ftleet
owner of the vehicle(s) exhibiting improved performance
but also to fleet owners of 1n diflerent industries exhibiting
the same vehicle behavioural execution. Communication of
this information allows fleet managers to either implement
or adjust rules of vehicle operation to enhance performance
or investigate the vehicle operation to determine why the
performance 1s not optimal.

The mventors recognized and appreciated that while it
may not be advantageous to compare vehicles between
industries, a comparison of vehicles with the same vehicle
behavioural executions across different industries may be
advantageous. This permits benchmarking of vehicles
against each other by benchmarking vehicles of like driving
patterns as opposed to similar vehicles, vehicles within the
same 1ndustry, or vehicles within the same fleet. Thus, each
fleet owner may adopt different standards or rules to enhance
operation for vehicles in their fleet displaying different
driving category patterns. It also allows for these different
subsets of vehicles to be benchmarked with vehicles 1n
another fleet of the same category.

The ecosystem for vehicle performance 1s improved for
all vehicles having the same vehicle behavioral executions.
This 1s because while 1t may be possible for a fleet owner
who has, for example, 25,000 vehicles to determine targets
that might allow for benchmark optimization, 1t 1s much less
likely for a fleet owner that has 5 or 50 vehicles to perform
benchmarking. Hence there 1s advantage in the ecosystem to
transfer benchmarked data to smaller fleets. Moreover, by
not limiting the data collection to just the larger fleets but to
all vehicles 1n all fleets, the ecosystem of all vehicles is
served.

To determine vehicle usage patterns from recurring
vehicle behaviour executions, the inventors recognized and
appreciated that one or more prediction classifiers may be
configured by machine learning techmques for recognizing
vehicles having like vehicle usage patterns from recurring
behavioural executions and predicting vocations of these
vehicles. The data used to train the models may be taken
from data collected by a telematics system.

.
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A telematics system monitors a vehicle using an onboard
monitoring device for gathering and transmitting vehicle
operation information. For instance, fleet managers employ
telematics to have remote access to real time operation
information of each vehicle 1n a tleet. A vehicle may include
a car, truck, recreational vehicle, heavy equipment, tractor,
snowmobile or other transportation asset. A monitoring
device may detect environmental operating conditions asso-
ciated with a vehicle, for example, outside temperature,
attachment status ol an attached trailer, and temperature
inside an attached refrigeration trailer. A monitoring device
may also detect operating conditions of an associated
vehicle, such as position, (e.g., geographic coordinates),
speed, and acceleration, time of day of operation, distance
traveled, stop duration, customer location, 1dling duration,
driving duration, among others. Hence, the monitoring
device collects and transmits data to the telematics system
that 1s representative of the vehicle operation and usage
execution during times the vehicle 1s 1n use. This data may
be collected over a time period of suflicient duration to
permit to allow for pattern recognition of the vehicles
operation. In an example the duration may be determined to
be a number of days between 30 days and 90 days.

In an exemplary telematics system, raw vehicle data,
including vehicle operation information mdicative of a vehi-
cle’s operating conditions, 1s transmitted from an onboard
monitoring device to a remote subsystem, (e.g., data man-
agement system which may comprise a cloud system or a
management system). Raw vehicle data may include infor-
mation indicating the identity of the onboard monitoring
device (e.g., device identifier, device ID) and/or the 1dentity
of the associated vehicle the onboard momitoring device 1s
aboard. Specific and non-limiting examples of raw vehicle
data includes device ID data, position data, speed data,
ignition state data, (e.g. indicates whether vehicle 1gnition 1s
ON or OFF), and datetime data indicative of a date and time
vehicle operating conditions were logged by the monitoring,
device. Raw vehicle data transmitted and collected over a
period of time forms historical vehicle data which may be
stored by the remote subsystem for future analysis of a
single vehicle or tleet performance. In practise, a single fleet
may comprise many vehicles, and thus large volumes of raw
vehicle data (e.g., terabytes, petabytes, exabytes . . . ) may
be transmitted to, and stored by, a remote subsystem.

[lustrated 1n FIG. 1 1s a simplified block diagram of an
exemplary telematics system for gathering and storing
vehicle operation information. Telematics system 100 com-
prises telematics subsystem 102 having a first network
interface 108 and onboard monitoring devices 104 of
vehicles 114 communicatively coupled therewith via com-
munication network 110.

The telematics subsystem 102 1n an embodiment com-
prises a management system which 1s a managed cloud data
warchouse for performing analytics on data stored therein.
In another embodiment, the management system may com-
prise a plurality of management systems, datastores, and
other devices, configured 1 a centralized, distributed or
other arrangement. In embodiments, one or more different
management systems may be employed and configured
separately or 1n a centralized, distributed or other arrange-
ment.

Communication network 110 may include one or more
computing systems and may be any suitable combination of
networks or portions thereof to facilitate communication

between network components. Some examples of networks
include, Wide Area Networks (WANs), Local Area Net-

works (LANs), Wireless Wide Area Networks (W WANSs),
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data networks, cellular networks, voice networks, among
other networks, which may be wired and/or wireless. Com-
munication network 110 may operate according to one or
more communication protocols, such as, General Packet
Radio Service (GPRS), Universal Mobile Telecommunica-
tions Service (UMTS), GSM, Enhanced Data Rates for
GSM Evolution (EDGE), LTE, CDMA, LPWAN, Wi-Fi,
Bluetooth, Ethernet, HTTP/S, TCP, and CoAP/DTLS, or
other suitable protocol. Communication network 110 may
take other forms as well.

Telematics system 100 may comprise another network
interface 109 for communicatively coupling to another com-
munication network 112. In an embodiment communication
network 112 may comprise a communication gateway
between the fleet owners and the telematics system 100.

Also shown 1n FIG. 1 are vehicles 114, each thereof
having aboard the onboard monitoring devices 104. A
vehicle may include a car, truck, recreational vehicle, heavy
equipment, tractor, snowmobile, or other transportation
asset. Onboard monitoring devices 104 may transmit raw
vehicle data associated with vehicles 114 through the com-
munication network 110 to the telematics subsystem 102.
Raw vehicle data transmitted and collected over a period of
time forms historical vehicle data which may be stored by
telematics subsystem 102 which may be considered a remote
subsystem to the vehicles 114.

In practice, a monitoring device 104 1s associated with a
particular vehicle. For example, during configuration of
monitoring devices 104, each thereol may be assigned a
unmique device 1D that 1s uniquely associated with a vehicle
information number (VIN) of vehicles 114. This enables an
instance of receirved raw vehicle data to be associated with
a particular vehicle. As such, vehicle-specific raw vehicle
data may be discernable among other raw vehicle data 1n the
historical vehicle data.

Three monitoring devices 104 are described in this
example for explanation purposes only and embodiments are
not intended to be limited to the examples described herein.
In practise, a telematics system may comprise many vehicles
114, such as hundreds, thousands and tens of thousands or
more. Thus, huge volumes of raw vehicle data may be
received and stored by remote telematics subsystem 102.

In general, monitoring devices 104 comprise sensing
modules configured for sensing and/or measuring a physical
property that may indicate an operating condition of a
vehicle. For example, sensing modules may sense and/or
measure a vehicle’s position, (e.g., GPS coordinates), speed,
direction, rates of acceleration or deceleration, for 1instance,
along the x-axis, y-axis, and/or z-axis, altitude, orientation,
movement in the X, y, and/or z direction, ignition state,
transmission and engine performance, and times of opera-
tion among others. One of ordinary skill i the art will
appreciate that these are but a few types of vehicle operating
conditions that may be detected.

Monitoring device 104 may comprise a sensing module
for determining vehicle position. For instance, the sensing
module may utilize Global Positioning System (GPS) tech-
nology (e.g., GPS receiver) for determiming the geographic
position (Lat/Long coordinates) of vehicle 104. Alterna-
tively, the sensing module utilizes another a global naviga-
tion satellite system (GNSS) technology, such as, GLO-
NASS or BeiDou. Alternatively, the sensing module may
turther utilize another kind of technology for determining
geographic position. In addition, sensing module may pro-
vide other vehicle operating information, such as speed.
Alternatively, the monitoring device 104 may be communi-
cate with a plurality of sensing modules for a vehicle.
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Alternatively, vehicle position information may be pro-
vided according to another geographic coordinate system,
such as, Umversal Transverse Mercator, Military Grid Ret-
erence System, or United States National Grid.

In general, a vehicle 104 may include various control,
monitoring and/or sensor modules for detecting vehicle
operating conditions. Some specific and non-limiting
examples include, an engine control unit (ECU), a suspen-
sion and stability control module, a headlamp control mod-
ule, a windscreen wiper control module, an anti-lock braking,
system module, a transmission control module, and a brak-
ing module. A vehicle may have any combination of control,
monitoring and/or sensor modules. A vehicle may include a
data/communication bus accessible for monitoring vehicle
operating information, provided by one or more vehicle
control, monitoring and/or sensor modules. A vehicle data/
communication bus may operate according to an established
data bus protocol, such as the Controller Area Network bus
(CAN-bus) protocol that 1s widely used in the automotive
industry for implementing a distributed communications
network. Specific and non-limiting examples of vehicle
operation information provided by vehicle momitoring and/
or sensor modules include, 1gnition state, fuel tank level,
intake air temp, and engine RPM among others.

Monitoring device 104 may comprise a monitoring mod-
ule operable to communicate with a data/communication bus
of vehicle 114. Monitoring module may communicate via a
direct connection, such as, electrically coupling, with a
data/communication bus of vehicle 114 via a vehicle com-
munication port, (e.g., diagnostic port/communication bus,
OBDII port). Alternatively, monitoring module may com-
prise a wireless communication interface for communicating,
with a wireless interface of the data/communication bus of
vehicle 114. Optionally, a monitoring module may commu-
nicate with other external devices/systems that detect oper-
ating conditions of the vehicle.

Monitoring device 104 may be configured to wirelessly
communicate with telematics subsystem 102 via a wireless
communication module. In some embodiments, monitoring
device 104 may directly communicate with one or more
networks outside vehicle 114 to transmit data to telematics
subsystem 102. A person of ordinary skill will recognize that
functionality of some modules may be implemented 1n one
or more devices and/or that functionality of some modules
may be integrated into the same device.

Monitoring devices 104-106 may transmit raw vehicle
data, indicative of vehicle operation information collected
thereby, to telematics subsystem 102. The raw vehicle data
may be transmitted at predetermined time intervals, (e.g.
heartbeat), intermittently, and/or according to other pre-
defined conditions. Raw vehicle data transmitted from moni-
toring devices 104-106 may include information indicative
of device ID, position, speed, 1gnition state, and date and
time operating conditions are logged, for instance, in an
onboard datastore. One of ordinary skill mm the art will
appreciate that raw vehicle data may comprise data indica-
tive of numerous other vehicle operating conditions. Raw
vehicle data may be transmitted from a monitoring device
when a vehicle 1s moving, stationary, and during both ON
and OFF 1gnition states.

In an exemplary embodiment, raw vehicle data recerved
and stored by a subsystem over a period of time forms
historical vehicle data. In an exemplary embodiment, his-
torical vehicle data may be stored by telematics subsystem
102 in a database, such as data management system 120, as
shown. A period of time may include, for example, 3
months, 6 months, 12 months, or another duration of time.
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Reterring to FIG. 2, there 1s shown an exemplary embodi-
ment of the telematics subsystem 102 comprising a telem-
atics vehicle vocation classifier and benchmarking system
122 in communication with data management system 120
for access to the historical vehicle data communicated
thereto by monitoring device 104 for each vehicle 114. The
inventors realized and recognized the telematics vehicle
vocation classifier and benchmarking system 122 may com-
prise multiple intermediate vocation classifiers 202, 204,
206, 208, 210, and 212 for different vehicle vocation pre-
dictions which classifiers analyse diflerent features of the
collected data. These intermediate classifiers may have
vocation probability outputs or define new feature outputs
that are then fed into a further or refined prediction classifier
214 to arrive at different predictions 220 of vehicle vocation
based. In some instances, the output of the intermediate
classifiers may be indicative of a prediction of vehicle
vocation. The output predictions of vocation from classifier
214 are communicated to benchmarking management sys-
tem 216 where data 1s organized by at least vehicles of the
same vocation, as 1llustrated by benchmarking management
subsystems 2164, and analysed to determine vehicles having
improved performance against which other vehicles of like
vocation may be benchmarked. It should be understood that
the subsystems 216a may be subset modules of system 216
or alternatively may be found within system 216.

It should be understood that multiple classifiers 202-214
are employed in the embodiment of FIG. 2 where classifiers
prior to the refined classifier are termed 1ntermediate clas-
sifiers. The mtermediate classifiers are shown i a column or
parallel relation and then connected in series to the refined
classifier. It should be understood that this represents an
embodiment of network topography. In another embodiment
ol network topography may include comprise one or more
intermediate classifiers interposed between the first column
of intermediate classifiers and the refined classifier. In
another embodiment of network topography, an intermediate
classifier may output a new feature for a downstream
intermediate classifier. In yet another embodiment, more
than one refined classifier may be present. In another
embodiment, an intermediate classifier and/or a refined
classifier may be response to output from an intermediate
classifier and/or output of data from the data management
system.

Classifier Vocation Traiming

Prior to implementing an embodiment for a telematics
vehicle vocation classifier and benchmarking system 122,
the inventors recognized and realized that due to insuflicient
labelled vehicle vocation data that multiple intermediate
vocation classifiers may have to be trained to predict dif-
terent vehicle vocations. The mventors developed a process
of selecting or extracting vehicle usage parameters (a fea-
ture) from the collected data for each vehicle over a prede-
termined time period and organizing these features. The
inventors recognized and realized that to determine 1t the
organization of these features resulted in a prediction of
vehicle vocation, the features of the vehicle having a pre-
dictable vocation should result in a recurring behavioural
execution pattern that may be identifiable by a single dimen-
sion pattern or a multi-dimensional pattern. The inventors
realized and appreciated that the vehicle usage parameters
could be organized as one, two, three or four dimensions, or
multi-dimensions. An example of a single dimension would
be a series array of vehicle usage parameters. An example of
a 2-dimensional pattern organized from 2 vehicle parameters
would be an 1mage or representation. An example of 3 and
4 dimensions would be adding color and/or data point sizing
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to an 1mage or representation. In the embodiments described
hereafter, the patterns were determined either from organiz-
ing a series of single usage parameters over time or from
organizing a series of 2 associated vehicle usage parameters
over time.

The mventors realized that organizing of 2 associated
vehicle usage parameters to identily a vehicle having a
2-dimensional pattern of recurring behavioural execution
could then be assigned a vocation to that vehicle. In some
embodiments, the inventors realized that a single vehicle
usage parameter could be utilized to identily a pattern of
recurring behavioural execution. This resulted 1n vocation
labelled vehicle data and/or feature data being used as
training data suitable for supervised learning of a machine
learning technique of a classifier for data having the feature.
In an embodiment the machine learning technique 1s a
random forest generator. In other embodiments the machine
learning technique may apply the use of a neural network or
CNN network.

In an embodiment, the historical data collected by the
telematics system and used to train the classifiers 1s stored in
data management system 120 of FIG. 1 and may include
data for all vehicles in one or more fleets and/or the
ecosystem for the Applicant. This data may include for
example GPS data, trips data, and some vehicle labelling.
The GPS data 1s collected by Geotab’s curved algorithm and
the GPS data has the Latitude and Longitude locations
where the vehicle has visited. The trips data has the time-
stamp when the trip begins, when the trip ends, the distance
travelled during the trip, the amount of 1dling during the trip
and the driving duration. For some of the vehicles, where the
vocation of that vehicle 1s known, labelling of the vehicle
data with the vocation may form part of the overall data. The
trip data may further be enriched with the start and stop
location of each trip. In an embodiment, this data may be
used imitially 1n the training of vocation classifiers and
subsequently 1n the prediction of vehicle vocation.

Referring to FIG. 3 there 1s shown a flow chart for
Classifier Vocation Traming 300. Historical data is stored at
302 1n database management system 120 and this data may
comprise the subset of data discussed in the preceding
paragraph. For each vehicle of a plurality of vehicles, a
series ol vehicle usage values over time that correspond to
vehicle usage executions are selected or determined at step
304 from the raw data 302. The series of vehicle usage
values may comprise a series of singular usage values or a
series of multiple associated usage values. The vehicle usage
values form the feature are chosen imndependent of vehicle
fleet groupings, industry vehicle application groupings and
vehicle type groupings. The Next at step 306, the series of
vehicle usage values are organized relative to each other to
generate two or more single or multi-dimensional vehicle
operating usage patterns. At 308, the generated operating
usage patterns are reviewed to determine if the usage pattern
has a predominant vehicle behavioral execution pattern. I
not, the selected data 1s rejected for this vehicle at 310. If the
pattern has a predominant vehicle execution pattern, then the
vehicle data 1s extracted and a label 1s assigned to this
vehicle data at 312. The label assigned may be a vocation
label, an intermediate vocation label or a feature label. Next,
training data from the label and the extracted data 1s gen-
crated at 314 and fed to a machine learning algorithm at 316
which trains the classifier 318. Once trained, the classifier
318 predicts the vehicle vocation parameter independent of
vehicle tleet groupings, industry vehicle application group-
ings and vehicle type groupings. The vehicle vocation
parameter may be an intermediate vocation for the vehicle,
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a new vocation feature, and a vocation for the vehicle.
Examples of the classifier 318 used to predict the vocation
parameter are shown 1n FIG. 2. The classifiers 202-212 and
refined classifier 220 are examples of classifiers trained by
the process of FIG. 3.

The inventors have identified 1n embodiments features
related to Geolocation, Two Distance, Routine, Geo Neigh-
bourhood, Stop Duration and Customer Location, and Idling
Duration and Driving Duration with a view to developing
multiple intermediate classifier models trained through use
ol these features. The inventors have trained these interme-
diate classifier models to be able to generate vehicle voca-
tion parameters which parameters may comprise labels,
feature labels, intermediate vehicle vocation labels, and a
vehicle vocation label. The training of each of these models
1s different and 1s now described. However, 1t should be
understood that the following discussion relates to embodi-
ments determined by the inventors and that other different
techniques and algorithms may be utilized to extract these
features such as, for example, a network of the vehicle may
be constructed and using Graph Theory features can be
extracted that are related to network topography. This net-
work topography may be used to train classifier models.

Geolocation Classifier Vocation Training

In one embodiment a classifier 1s trained by a Geolocation
feature. In this embodiment, the last 3 months of data for
cach vehicle 1s used as mput for the Geolocation classifier.
From the historical vehicle data a series over time of two
associated usage values such as, for example, the start and
stop location of the vehicle for each trip by the vehicle 1s
determined or selected. This information may be, for
example, 1n Level 8 Geohash format.

Next the selected data may be organized by ordering and
ranking the selected data relative to each other to graphically
generate one or more 2-dimensional vehicle operating usage
patterns. In this embodiment, the selected data may be
organized by ordering and ranking the selected data 1n a
50*50 matrix representing the Geolocation feature. The
process involves:

Find the top 50 most frequently visited Geolocation from
trips. Order and rank them based on frequency where
the most frequently visited location at position zero.

Initialize a 50 by 50 matrix with zeros. Represent the
matrix as Matrix [1, 1] where 1 1s row 1ndex and 7 1s the
column index.

Go over all trips for a vehicle for last three months.
Find the start location and stop location of the trip.
Check 11 both locations are 1n top 50 location. If so then

Find the rank of the start and stop locations x and .
Increment count of Matrix [X, y] position

After going over each trip and incrementing the corre-
sponding position 1n the matrix, a final Matrix 1s obtained.
Then all elements 1n the matrix are summed and each
position 1n the matrix 1s normalized. The final matrix may be
used to represent one or more 2-dimensional (start and stop
location) vehicle operating usage patterns. In this embodi-
ment, the 5 patterns shown 1n FIG. 4 and described 1n Table

1 represent 5 intermediate vocations 1dentified by this pro-
cess for different vehicles of Low Customer, Hub and Spoke,
Routed, Noisy, and Routed Hub and Spoke (see FIGS. 4a to
de, respectively). Each of FIGS. 4a through 4e represents
heat maps for 9 vehicles displaying like patterns. Further, 1t
should be understood that some vehicles may not have a
recognizable recurring pattern and hence cannot be labelled.
From FIG. 4a through 4e each pattern 1s representative of a
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corresponding predominant vehicle behavioral execution
pattern and can be labelled as an intermediate vocation or
class.

TABLE 1

Intermediate
Class (Multi

FIG. Class-Vocation) Feature Description

4a Low Customer Geolocation Visits less than 15 customer
locations. Graph shows
diagonal pattern.

4b Hub and Spoke Geolocation Most trips either start or stop
at the hub. Graph shows L
shaped pattern)

4c Routed Geolocation Most trips start and stop at the
same location. Graph shows
Dots with a few points.

4d Noisy Geolocation Hard to predict from
geolocation feature. Graphs
shows random points.

de Routed-Hub Geolocation Have many trips start and stop

and Spoke at same location and also

many trips that start or stop at
a hub. Graphs shows both L
and Diagonal patterns

After having identified vehicles having the patterns
described 1n Table 1, data may be extracted for vehicles
having the determined corresponding predominant vehicle
behavioral execution patterns and a label corresponding to
the determined predominant vehicle behavioral execution
pattern 1s assigned to this extracted vehicle data. Training
data may then be generated from this labeled vehicle data.
The training data may then be used with at least one machine
learning technique to define a classifier for classitying a
vehicle vocation parameter based on a Geolocation feature
independent of vehicle fleet groupings, industry vehicle
application groupings and vehicle type groupings.
Two Distance Classifier Vocation Training
In an embodiment a classifier 1s trained by a Two Distance
feature. In this embodiment, the last 3 months of data for
cach vehicle 1s used as mput for the Two Distance classifier.
From the historical vehicle data a series over time of two
associated usage values such as, for example, trip distance
and point to point distance for each trip by the vehicle 1s
determined or selected.
Next the selected data may be organized by ordering and
ranking the selected data relative to each other to graphically
generate one or more 2-dimensional vehicle operating usage
patterns. In this embodiment, the selected data may be
organized by ordering and ranking the selected data 1n a
17*17 matrix representing the Two Distance feature. The
process involves:
Initializing a 17*17 Matrix with zeros and representing
the matrix as Matrix[1,]] where 1 1s row 1ndex and j 1s
the column index.
Go over all trips for a vehicle for last three months.
Compute the log of actual distance traveled from the
trip and denoting the log by A

Computing the log of direct distance traveled from the
trip and denoting the log by B

Increment Matrix[A, B] by one

Rounding to 17 1f value of A or B 1s more than 17.

After going over each trip and incrementing the corre-
sponding position 1n the matrix, the final Matrix 1s
obtained. We take the sum of all elements 1n the matrix
and normalize each position 1n the matrix.

The Two Distance {feature represents a relationship

between total distance and direct distance 1n each trip. The
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total distance 1s the total traveling distance of the vehicle 1n
km. The direct distance 1s the straight-line distance 1n km.
The X-axis 1s the total distance and the Y axis 1s the direct
distance.

The final matrix may be used to represent one or more
2-dimensional (total distance and direct distance traveled)
vehicle operating usage patterns. In this embodiment, the 7
patterns shown 1n FIG. § and described in Table 2 represent
7 intermediate vocations or classes 1dentified by this process
for different vehicles of Direct Long Distance, Direct Short
Distance, Direct Long and Short Distance, Circular, Direct
and Circular Combined, Two Pomnt and One Point (see
FIGS. 5a to 8g, respectively). Each of FIGS. 5a through 5¢g
represents heat maps for 9 vehicles displaying like patterns.
Further, it should be understood that some vehicles may not
have a recognizable recurring pattern and hence cannot be
labelled. From FIG. 5a through 5¢ each pattern 1s represen-
tative ol a corresponding predominant vehicle behavioral
execution pattern and can be labelled.

TABLE 2

Intermediate Class

FIG. (Multi Class - Vocation) Feature Description
Sa Direct Long Distance Two Travels long point to point and
Distance long road distance
5b Direct Short Distance Two Travels short point to point and
Distance short road distance
3¢ Direct Long & Short Two Travels point to point, in both
Distance Distance long and short distance.
3d Circular Two Travels short point to point and
Distance long road distance
Se Direct & Circular Two Travel both point to point and
Combined Distance circular trips
5t Two Point Two Travels between two locations
Distance
Sg One Point Two Travel short distance around

Distance one location

After having identified vehicles having the patterns
descripted 1n Table 2, data may be extracted for vehicles
having the determined corresponding predominant vehicle
behavioral execution patterns and a label corresponding to
the determined predominant vehicle behavioral execution
pattern 1s assigned to this extracted vehicle data. Training
data may then be generated from this labeled vehicle data.
The traiming data may then be used with at least one machine
learning technique to define a classifier for classilying a
vehicle vocation parameter based on a Two Distance feature
independent of vehicle fleet groupings, industry vehicle
application groupings and vehicle type groupings.

Routine Classifier Vocation Training

In an embodiment a classifier 1s trained by a Routine
feature. In this embodiment, the last 3 months of data for
cach vehicle 1s used as input for the Routine classifier. From
the historical vehicle data a series over time of two associ-
ated vehicle usage values such as, for example, the hour of
day and the day of week of trip start time 1s determined or
selected. In an embodiment the weekend data was omitted as
some vehicles display random usage on weekends.

Next the selected data may be organized by ordering and
ranking the selected data relative to each other to graphically
generate one or more 2-dimensional vehicle operating usage
patterns. In this embodiment, the selected data may be

organized by ordering and ranking the selected data 1n a
28%28 matrix representing the Routine feature. The process
involves:
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Initializing a 28%*28 Matrix with zeros and representing
the matrix as Matrix[1,]] where 1 1s row 1ndex and j 1s
the column index.

Go over all trips for a vehicle for last three months.

From Start time find the hour h and the day of week d
when the trip started.

Increment Matrix[h, d] by one

After going over each trip and incrementing the corre-
sponding position 1n the matrix, the final Matrix 1s
achieved. All elements i the matrix are summed and
cach position 1 the matrix 1s normalized.

The Routine feature represents a relationship between
time of day of vehicle operation and days of week of vehicle
operation. The X-axis 1s hour of the day and the Y axis 1s day
of the week. Each cell represents the number of trips starting
at that hour and day of the week.

The final matrix may be used to represent a one or more
2-dimensional (hours of the day and day of the week)
vehicle operating usage patterns. In this embodiment, the 7
patterns shown 1n FIG. 6 and described in Table 3 represent
6 intermediate vocations or classes 1dentified by this process

for different vehicles of Twenty-Four Hour active, Nine to
Five, Nights, Moming and Afternoon, Few Hours a Few
Days and Whole Day for Few Days (see FIGS. 6a to 6f,
respectively). Each of FIGS. 6a through 6f represents heat
maps for 9 vehicles displaying like patterns or vocation.
Further, 1t should be understood that some vehicles may not
have a recognizable recurring pattern and hence cannot be
labelled. From FIG. 6a through 6/ each pattern 1s represen-
tative of a corresponding predominant vehicle behavioral
execution pattern and can be labelled.

TABLE 3
Intermediate Class

FIG. (Multi Class - Vocation) Feature Description

ba Twenty Four Hour Routine Travels 24 hours a day. No
specific time of the day.

6b Nine to Five Routine Most trips start or stop
between nine to five.

6¢C Night Routine Have some trips at night.

6d Morning and Afternoon  Routine Some trips in the morning and
some trips 1n the afternoon.

be Few Hours Few Days Routine Only active few hours and only
few days

6f Whole Day Few Days Routine Active whole day but only few
days

After having identified vehicles having the patterns
descripted 1n Table 3, data may be extracted for vehicles
having the determined corresponding predominant vehicle
behavioral execution patterns and a label corresponding to
the determined predominant vehicle behavioral execution
pattern 1s assigned to this extracted vehicle data. Training
data may then be generated from this labeled vehicle data.
The training data may then be used with at least one machine
learning technique to define a classifier for classitying
vehicle vocation parameter based on a Routine feature
independent of vehicle fleet groupings, industry vehicle
application groupings and vehicle type groupings.

Geo Neighbourhood Classifier Vocation Training

In an embodiment a classifier 1s trained by a Geo Neigh-
bourhood feature. In this embodiment, the last 3 months of
data for each vehicle 1s used as input for the Geo Neigh-
bourhood classifier. From the historical vehicle data a series
over time of two associated vehicle usage values such as, for
example, start and stop location for each trip 1s determined
or selected.
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Next the selected data may be organized by ordering and
ranking the selected data relative to each other to graphically
generate one or more 2-dimensional vehicle operating usage
patterns. In this embodiment, the selected data may be
organized by ordering and ranking the selected data 1n a
25%25 matrix representing the Geo Neighbourhood feature.
The process involves:

Convert start and end of all trip to geohash level 4 (Repeat

the same process for geohash 5 and 6).

Initialize a 25*235 Matrix with zeros. Represent the matrix
as Matrix[1,]] where 1 1s row index and j 1s the column
index.

Determine the central location where most trip starts or
stops.

Put this location 1n the middle of the matrix at location
(13,13). Create a dictionary or look up table that
translates location to row and col index 1n the matrix

Go over all trips for a vehicle for last three months.
Convert the start and stop location to geohash4.

Use dictionary d to get the row 1ndex 1 and col 1index j.
IT location not present in the dictionary then skip the
location.

Increment Matrix[1, 1] by one

After going over each trip and incrementing the corre-

sponding position in the matrix the final Matrix 1s
obtained. Sum all elements 1n the matrix and normalize
cach position 1n the matrix.
Repeat the same process for geohash 5 and geohash 6.
The Geo Neighbourhood feature 1s based on the vehicle’s
activity area by looking at an area of neighboring geohashes
at different scales. There are three patterns that for this
feature of Local Area, Spread Area, and Long-distance Area.
This process for each geohash square, starts from the

central geohash with the highest visiting frequency, and get
its neighbouring 25%25 geohashes. The Geohash6 has a

square area: 30 km™15 km, Geohash3 has a square area: 120
km™*120 km, and Geohash4 square area of 1000 km*500 km.
The Cell represents he number of trips stopped at that
geohash. The values 1n the matrix are normalized between
0-1.

The final matrix may be used to represent a one or more
2-dimensional vehicle operating usage patterns. In this
embodiment, the 7 patterns shown in FIG. 7 and described
in Table 4 represent 3 intermediate vocations or classes
identified by this process as set out in Table 4 (also see FIGS.
Ta to Tc, respectively).

TABLE 4
Intermediate Class

FIG. (Mult1 Class) Feature Description

7a Local Area Geo Active 1n a small geo
Neighbourhood  neighbourhood.

7b Spread Area Geo Active 1n medium geo
Neighbourhood  neighbourhood.

7c Long distance Area Geo Active in a large geo
Neighbourhood  neighbourhood.

After having idenftified vehicles having the patterns
descripted 1n Table 4, data may be extracted for vehicles
having the determined corresponding predominant vehicle
behavioral execution patterns and a label corresponding to
the determined predominant vehicle behavioral execution
pattern 1s assigned to this extracted vehicle data. Traiming
data may then be generated from this labeled vehicle data.
The traiming data may then be used with at least one machine
learning technique to define a classifier for classitying
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vehicle vocation parameters based on a Geo Neighbourhood
feature 1ndependent of vehicle fleet groupings, industry
vehicle application groupings and vehicle type groupings.

Stop Duration Feature Classifier Vocation Training,

In one embodiment a classifier 1s trammed by a Stop
Duration feature. In this embodiment, the last 3 months of
data for each vehicle 1s used as mput for the Stop Duration
classifier. From the historical vehicle data a series over time

of vehicle usage values such as, for example, the stop
location and stop duration for each trip by the vehicle 1s
determined or selected.

Next the selected data may be organized by ordering and
ranking the selected data relative to each other to generate
vehicle trip stop location and stop duration operating usage
patterns. In this embodiment, the selected data may be
organized by ordering and ranking the selected data 1n an
array of length representing the stop duration feature. The
process volves:

Convert stop location of all trip to geohash level 7.

For each vehicle find top 50 location where the vehicle

has highest avg stop duration.

Rank these locations based on avg stop duration.

Initialize a length 50 array with zeros

Copy the avg stop duration of each location based on rank

(Location with highest stop duration at index zero).

Normalize the array.

This feature calculates the average stop duration at top 50
locations (at geohash 7 level-—133 mx133 m). The X-axis 1s
the top 50 locations and the Y-axis 1s the average stop
duration.

This feature contains 5 classes relating to the 5 patterns
shown 1 FIGS. 8a-i through 8a-ix, FIGS. 8b-i through

8b-ix, FIGS. 8c-i through 8c-ix, FIGS. 8d-i through 8d-ix,
and FIGS. 8e-i through 8e-ix, and described in Table 5 as
Flat Long Stop, Flat Short Stop, Most Long Stop, Sharp
Long Stop and Sharp Short Stop. From FIGS. 8a-i through
8a-ix, F1GS. 8b-i through 8b-ix, FIGS. 8¢-i through 8c-ix,
FIGS. 8d4-i through 8d-ix, and FIGS. 8e-i through 8e-ix, each
pattern 1s representative of a corresponding predominant
vehicle behavioral execution pattern and can be labelled.

TABLE 5
Intermediate Class

FIG. (Mult1 Class) Feature Description

8a Flat Long Stop Stop Duration Long stop duration 1mn most
and Customer customer location.
Location

]b Flat Short Stop Stop Duration Short stop duration m most
and Customer customer location.
Location

8¢ Most Long Stop  Stop Duration Very long stop at most
and Customer locations
Location

&d Sharp Long Stop Stop Duration Long stop duration in some
and Customer customer location but drops
Location off rapidly

8¢ Sharp Short Stop Stop Duration Short stop duration in some

and Customer customer location but drops
Location off rapidly

After having identified vehicles having the patterns
descripted 1n Table 5, data may be extracted for vehicles
having the determined corresponding predominant vehicle
behavioral execution patterns and a label corresponding to
the determined predominant vehicle behavioral execution
pattern 1s assigned to this extracted vehicle data. Training
data may then be generated from this labeled vehicle data.
The training data may then be used with at least one machine
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learning technique to define a classifier for classitying
vehicle vocation parameter based on a Stop Duration feature
independent of vehicle fleet groupings, industry vehicle
application groupings and vehicle type groupings.

Idling Duration and Driving Duration Classifier Vocation
Training

In one embodiment a classifier 1s trained by an Idling
Duration and Driving Duration feature. In this embodiment,
the last 3 months of data for each vehicle 1s used as input for
the Idling Duration and Driving Duration classifier. From
the historical vehicle data a series over time of two associ-
ated vehicle usage values such as, for example, the 1dling
duration and the driving duration of the vehicle for each trip
by the vehicle 1s determined or selected.

Next the selected data may be organized by ordering and
ranking the selected data relative to each other to graphically
generate one or more 2-dimensional vehicle operating usage
patterns. In this embodiment, the selected data may be
organized by ordering and ranking the selected data in two
50%*50 matrices representing the Idling Duration and Driving,
Duration feature. One 1s 1dentified as MatrixIdleDuration
and the other 1s identified as MatrixIldlePerc. This feature
calculates the relationship between 1dling duration and driv-
ing duration. There are two parts, the left pattern i1s the
percentage of 1dling duration out of the total trip duration
and the right pattern 1s the driving duration value versus the

idling duration value. The X-axis represents Driving Dura-
tion and the Y-axis represents:

[dling Duration

[dlingDuration+ DrivingDuration

The process involves:

Initialize a 50*50 Matrix with zeros. Represent the matrix
as MatrixIdlePrec[1,j] where 1 1s row 1ndex and j 1s the
column 1ndex.

Initialize a 50*50 Matrix with zeros. Represent the matrix
as MatrixIdleDuration[i1,1] where 1 1s row 1ndex and j 1s
the column index.

Go over all trips for a vehicle for last three months.
Convert all driving duration to minutes and take the log

with base 1.2. Denote the log by DrivingDuration. If
value 1s more than 50 then round to 50.

Convert all idle duration to minutes and take the log
with base 1.2. Denote this log by IdlingDuration. If
value 1s more than 50 then round to 50.

Let IdlePerc=IdlingDuration/(DrivingDuration+Idling-
Duration).

Increment MatrixIdlePrec[IdlePerc, DrivingDuration]
by one.

Increment MatrixIdleDuration[IdlePerc, DrivingDura-
tion]| by one.

Normalize MatrixIldlePrec and MatrixIdleDuration.

The final matrices may be used to represent a one or more
2-dimensional (Idling Duration and Dnving Duration)
vehicle operating usage patterns. In this embodiment, the 6
patterns shown in FIG. 9 and described 1n Table 1 represent
6 intermediate vocations or classes 1dentified by this process
tor different vehicles are described 1n the description column
of Table 6 and are shown 1n FIGS. 9a to 97, respectively.
Further, 1t should be understood that some vehicles may not
have a recognizable recurring pattern and hence cannot be
labelled. From FIG. 9a through 9/ each pattern 1s represen-
tative ol a corresponding predominant vehicle behavioral
execution pattern and can be labelled.
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TABLE 6
Intermediate
Class (Multi
FIG. Class-Vocation)  Feature Description
Oa Noldle Long Idling Duration and Long driving duration,
Drive Driving Duration almost no idling duration
9b Moreldle Long Idling Duration and Long driving duration,
Drive Driving Duration idle more than drive 1n a
trip
9¢ Moreldle Short Idling Duration and Short driving duration,
Drive Driving Duration idle more than drive 1n a
trip
9d Noldle Short Idling Duration and Short driving duration,
Drive Driving Duration almost no i1dling duration
Oe MoreDrive Long Idling Duration and Long driving duration,
Drive Driving Duration drive more than idle in a
trip
of MoreDrive Short Idling Duration and Short driving duration,

drive more than idle 1n a
trip

Drive Driving Duration

After having identified vehicles having the patterns
descripted 1n Table 6, data may be extracted for vehicles
having the determined corresponding predominant vehicle
behavioral execution patterns and a label corresponding to
the determined predominant vehicle behavioral execution
pattern 1s assigned to this extracted vehicle data. Training
data may then be generated from this labeled vehicle data.
The training data may then be used with at least one machine
learning technique to define a classifier for classiiying
vehicle vocation parameters based on an Idling Duration and
Driving Duration feature independent of vehicle fleet group-
ings, industry vehicle application groupings and vehicle type
groupings.

Telematics Vehicle Vocation Classification and Bench-
marking

Referring to FIG. 2, an embodiment 1s described for a
telematics vehicle vocation classifier and benchmarking
system 122 for automatically classifying vehicle vocation
and benchmarking vehicle performance attributes of a plu-
rality of vehicles having a same vocation classification
independent of vehicle fleet groupings, industry vehicle
application groupings and vehicle type groupings.

The classifier and benchmarking system 122 1in the
embodiment of FIG. 2 1s shown to communicate with data
management system 120 which 1s configured to store recur-
ring historical vehicle operational data received from moni-
tors 104 for many or all vehicles 114 1n the ecosystem.
Further, in this embodiment, the data management system
120 may store a subset of vehicle data related to operating
executions of the vehicle that may include data for all
vehicles 1n one or more fleets and/or the ecosystem for the
Applicant. This data may include GPS data, trips data, some
vehicle labelling, and enrichment data. The GPS data 1s

collected by Geotab’s curved algorithm and the GPS data
has the Latitude and Longitude locations where the vehicle
has visited. The trips data has the timestamp when the trip
begins, when the trip ends, the distance travelled during the
trip, the amount of 1dling during the trip and the driving
duration. For some of the vehicles, where the vocation of
that vehicle 1s known, labelling of the vehicle data with the
vocation may form part of the overall data. The trip data may
turther be enriched with the start and stop location of each
trip. In an embodiment, this collected data may be commu-
nicated for each vehicle to the intermediate vehicle vocation
classifiers 202, 204, 206, 208, 210 and 212. In an alternative

embodiment, the data management system and the vehicle
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monitors 104 may form or considered to form part of the
telematics vehicle vocation classifier and benchmarking
system 122.

The intermediate vehicle vocation classifiers each have
been trained by a machine learning technique as discussed
hereinbelfore to provide feature related classifiers shown in
FI1G. 2 as Geolocation trained classifier 202, Two Distance
trained classifier 204, Routine trained classifier 206, Geo-
Neighbourhood trained classifier 208, Stop Duration Trained
classifier 210 and Idle Duration trained classifier 212. Each
intermediate vehicle vocation classifier communicates with
data management system 120 and 1s configured by a
machine learning technique for analysing the recurring
vehicle feature usage data for the vehicle to determine
therefrom one or more predominant vehicle behavioral
executions for the vehicle. The intermediate classifiers
assign to each of the one or more predominant vehicle
behavioral executions for the vehicle intermediate probabil-
ity scores representing one or more mtermediate predicted
vocations or intermediate vocation features for the vehicle.

The system 122 further includes a refined prediction
classifier 214 1n communication with the one or more
intermediate vehicle vocation classifiers for receiving the
intermediate probability scores representing intermediate
predicted vocations. The refined prediction classifier 214
further scores the intermediate probability scores to auto-
matically denive a refined prediction of the one or more
vocations of the vehicle. As shown in FIG. 2, the refined
predictions of vocation are outputted at 220. Some predicted
vocations outputted may be as follows:

Hub and Spoke (Quick Stops) which for example may be
Pizza Delivery, Parts delivery, and On-demand delivery
vehicles;

Patroller which for example may be Taxi, Police, and
Uber vehicles;

Hub and Spoke (Long Stops) which for example may be
On-site service and repair, Tool and equipment rentals,
and On-demand service vehicles:

Daytime Tour (Long Stops) which for example may be
Food and beverage delivery;

On-site service company, and Cable/phone/internet
installer vehicles;

Door to Door which for example may be Couriers, and
Door-to-door package delivery;

Night-time Tour (Long Stops) which for example may be
Food and beverage delivery, Emergency service, ATM
and cash service, Cable/phone/internet vehicles;

Long Distance (All Hours) which for example may Long

haul, Freight and logistics service vehicles;
All Hours Tour (Long Stops) which for example may be
Food and beverage delivery, Energy company vehicles;

Long Distance (Overnight) which for example may be
Long haul, Freight and logistics service vehicles;

Local (All Hours) which may be for example Yard man-
agement, Mining, Airport, Construction vehicles;

Long Distance (Daytime) which may be for example
Long haul, Freight and logistics service vehicles.

Local (Quick Stops) which may be for example Courier or
Delivery vehicles.

Tour Based (Worker Vehicle) which may be for example
Utility vehicles and Garbage trucks.

Local (School Transport) which may be for example
School buses.

On-demand which may be for example Rental cars and
Car share vehicles.

In the embodiments described there may be as many as

about 32 mtermediate vocation classes that from which the
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refined prediction classifier scores and obtains may be as
many as about 15 final vocation classes. The use of the
two-step classification from intermediate vocation classifi-
cation to refined predicted vocation classification 1s a two
step classification process because of the lack of labelled
training data. The two-step process allows for classifications
of smaller modules to be targeted with fewer training data.
The refined prediction classifier 214 uses the outputs 222 of
the intermediate vehicle vocation classifiers 202 through 212
as feature inputs to train a machine learning technique. The
weighting of the refined prediction classifier 214 has been
adjusted during training to make the vocation classification
predictions. In an embodiment the machine learning tech-
nique 1s a random forest generator. In other embodiments the
machine learning technique may apply the use of a neural
network or CNN network.

The system 122 further includes benchmarking manage-
ment systems 216 communicating with a vehicle refined
vocation prediction 220 and the vehicle data management
system 120 whereby each benchmarking management sub-
system 216a stores or groups vehicle operation data of
vehicles sharing the same predicted vocation 220. Each
benchmarking management sub-system 216a also deter-
mines from the vocation grouped vehicle operational data
one or more benchmarking vehicles having better pertor-
mance characteristics than other vehicles of the same refined
predicted vocation. Fach benchmarking management sub-
system 216a 1s configured to benchmark other refined pre-
dicted vocation vehicles relative to the benchmarked
vehicles and communicate vehicle operation information of
the benchmarked vehicles with fleet owners having the same
refined predicted vocation vehicles. It should be further
understood that the vehicle data compared 1 each sub-
system 2164 may also be sorted or group according to other
characteristics of the vehicle 1 addition to a sorting or
grouping by vocation.

Referring to an exemplary tflow chart FIG. 10, the opera-
tion of the classifier and benchmarking system 122 in the
telematics system 100 1s now described for automatically
classitying vehicles by vocation in a manner that 1s 1nde-
pendent of vehicle fleet groupings, industry vehicle appli-
cation groupings and vehicle type groupings. Also described
1s the operation of benchmarking vehicles of same vocation
relative to each other.

First historical vehicle data 1s stored at 500 for each
vehicle of a plurality of vehicles. This historical vehicle data
includes recurring vehicle usage data over a predetermined
period of operation. In examples the period of operation may
be between about 30 to 90 days and may be greater or shorter
and 1s chosen to provide an adequate sampling of the days
of operation of the vehicle that may result 1n a prediction of
the vehicles vocation.

Next, one or more machine learning trained classifiers
1s/are utilized at step 502 to assign to each vehicle of the
plurality of vehicles one or more predicted vocations based
on the recurring vehicle usage data for each vehicle. In an
alternative method 1t 1s envisaged by the inventors that the
one or more machine learning trained classifiers analyse the
recurring vehicle usage data for each vehicle to determine
therefrom one or more predominant vehicle behavioral
executions for each vehicle, and assign probability scores to
cach of the one or more predominant vehicle behavioral
executions representing the one or more predicted vocations
or vocation features for each vehicle.

At step 504 the historical vehicle data for vehicles of same
determined predicted vocation are grouped together.
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At step 506, better performing vehicles 1s determined
from the historical data for each vocation grouping.

At step 508 vehicle benchmarking performance i1s per-
formed by determiming from the vocation grouped historical
data one or more benchmarking vehicles having better
performance characteristics than other vehicles of the same
determined vocation grouping.

At sept 510 the information of one of the benchmarked
vehicles, other vehicles and/or both 1s communicated to a
fleet owner.

In an alternative method embodiment, the assigning step
may first assign one or more mtermediate predicted vocation
features based on the recurring vehicle usage data for the
cach vehicle then may assign one or more vocations for the
cach vehicle based at least on the one or more intermediate
predicted vocation features.

While the invention has been described in terms of
specific embodiments, it 1s apparent that other forms could
be adopted by one skilled in the art. For example, the
methods described herein could be performed 1n a manner
which differs from the embodiments described herein. The
steps of each method could be performed using similar steps
or steps producing the same result but which are not nec-
essarily equivalent to the steps described herein. Some steps
may also be performed in different order to obtain the same
result. Similarly, the apparatuses and systems described
herein could differ in appearance and construction from the
embodiments described herein, the functions of each com-
ponent of the apparatus could be performed by components
of different construction but capable of a similar though not
necessarlly equivalent function, and appropriate materials
could be substituted for those noted. Accordingly, 1t should
be understood that the invention 1s not limited to the specific
embodiments described herein. It should also be understood
that the phraseology and terminology employed above are
for the purpose of disclosing the illustrated embodiments,
and do not necessarily serve as limitations to the scope of the
invention.

Nomenclature

Classifier: a classification model defined by using a
machine learning technique for classifying an object. In
context of this application, a classifier classifies a vocation
parameter, a feature, an intermediate vocation and/or a
vocation for the vehicle.

Feature: data indicative of variables/attributes, or mea-
surements ol properties of a phenomenon being observed
and/or data dertved therefrom. In context of this application,
a feature 1s an individual measurable property or character-
1stic of a phenomenon being observed.

Historical vehicle data: vehicle data collected over a
period of time.

Monitoring device: a device onboard a vehicle for detect-
ing environmental operating conditions and vehicle usage
conditions associated with a vehicle and transmitting raw
vehicle data indicative thereof.

Raw vehicle data: all data transmitted from a vehicle by
a monitoring device which may include vehicle operation
information indicative of vehicle operating conditions and
the date and time vehicle operating conditions were logged,
and may include information for identifying an onboard
monitoring device and/or the vehicle the monitoring device
1s aboard.

Recurring vehicle usage data: data tracking the usage of
a vehicle over time such as for example a predetermined
number of days of vehicle operation.
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Predominant Vehicle Behavioral Execution Pattern: A
recurring behavioural execution pattern for the vehicle over
a period of vehicle operation.

Training Data: data utilized to train the classifier and may
comprise, feature data, raw vehicle data related to feature
data, trip data, visualization data, graphical data, combina-
tions thereof and other data apparent to a person skilled in
the art.

Trip Data: vehicle usage data selected and/or derived from
raw vehicle data over time that corresponds to vehicle
executions or operations.

Vehicle: a transportation asset, some examples include: a
car, truck, recreational vehicle, heavy equipment, tractor,
and snowmobile.

Vehicle data: raw vehicle data and data derived therefrom
including, for example, trip data.

Vehicle Operating Usage Pattern: Is a pattern a vehicle
exhibits during operation that may be recognizable to a
human.

Vehicle Usage Executions: Operating uses of the vehicle
over time during different periods of operation and how the
vehicle executes 1ts operation during those periods of opera-
tion.

What 1s claimed 1s:

1. A method of automatically classifying vehicles by
vocation, the method comprising:

benchmarking vehicles having a same vocation relative to

cach other independent of at least one of vehicle fleet
groupings, mndustry vehicle application groupings and
vehicle type groupings;

storing historical vehicle data for each vehicle of a

plurality of vehicles, the historical vehicle data com-
prising recurring vehicle usage data;

assigning to each vehicle of the plurality of vehicles,

using one or more machine learning trained classifiers,
one or more predicted vocations based on the recurring
vehicle usage data for said each vehicle;

grouping, by at least each of the one or more predicted

vocations, the historical vehicle data for vehicles of
same determined one or more predicted vocations, and
determining therefrom one or more benchmarking
vehicles having better performance characteristics than
other vehicles of the same determined one or more
predicted vocations; and,

benchmarking performance of the other vehicles relative

to the one or more benchmarking vehicles.

2. The method of claim 1 wherein the assigning first
assigns one or more intermediate predicted vocation features
based on the recurring vehicle usage data for said each
vehicle and wherein the assigning second assigns one or
more vocations for said each vehicle based at least on the
one or more mntermediate predicted vocation features.
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3. The method of claim 1 wherein the assigning to each
vehicle of the plurality of vehicles one or more vocation
classes comprises:

analysing the recurring vehicle usage data for said each

vehicle to determine therelrom one or more predomi-
nant vehicle behavioral executions for said each
vehicle; and assigning probability scores to each of the
one or more predominant vehicle behavioral executions
representing the one or more predicted vocations for
said each vehicle.

4. The method of claim 3 wherein the assigning probabil-
ity scores lirst assigns to each of the one or more predomi-
nant vehicle behavioral executions mtermediate probability
scores representing one or more corresponding intermediate
predicted vocation features for said each vehicle.

5. The method of claim 4 further comprising scoring at
least the intermediate predicted vocation features, with at
least one or more additional machine learning trained clas-
sifiers, to determine the one or more predicted vocations for
said each vehicle.

6. The method of claim 3 wherein the one or more
predicted vocations for said each vehicle 1s based on one or
more features of geolocation, two distance, routine, geo-
neighborhood, stop duration and customer location, and
1dling duration and driving duration.

7. The method of claim 3 wherein the one or more
intermediate predicted vocation {features for said each
vehicle 1s based on one or more features of geolocation, two
distance, routine, geo-neighborhood, stop duration and cus-
tomer location, and 1dling duration and driving duration.

8. The method of claaim 3 wherein the one or more
predicted vocations for said each vehicle 1s based on one or
more features of geolocation, two distance, routine, geo-
neighborhood, stop duration and customer location, and
1dling duration and driving duration.

9. The method of claim 1 further comprising communi-
cating vehicle operation mformation of one of the bench-
marked vehicles, other vehicles and both to a fleet owner.

10. The method of claim 1 wherein the one or more
predicted vocations for said each vehicle 1s based on one or
more features of geolocation, two distance, routine, geo-
neighborhood, stop duration and customer location, and
idling duration and driving duration.

11. The method of claim 1 wherein prior to the step of
storing, collecting raw vehicle data on each vehicle from
telematics monitoring devices and thereafter transmitting,
the raw vehicle data to a data management system for
storage.

12. The method of claim 11 wherein collecting raw
vehicle data comprises collecting an 1gnition state of the
vehicle.

13. The method of claaim 12 wherein collecting raw

vehicle data comprises collecting a position of the vehicle.
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