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ELECTRONIC APPARATUS AND CONTROL
METHOD THEREOFK

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application 1s based on and claims priority under 335
US.C. § 119 of a Korean patent application number

10-2019-0007382, filed on Jan. 21, 2019, in the Korean
Intellectual Property Ofhice, the disclosure of which 1s
incorporated by reference herein 1n 1ts entirety.

BACKGROUND

1. Field

The disclosure relates to an electronic apparatus and a
control method. More particularly, the disclosure relates to
an electronic apparatus communicating with a camera and a
control method thereot.

2. Description of Related Art

Various electronic apparatuses have been developed with
the development of electronic technology. In particular,
recently, a network camera (or an internet protocol (IP)
camera) has been developed.

The network camera 1s a configuration of a security
system, and 1s 1nstalled at various locations such as a street
as well as an 1nside of a building, or the like. With the
development of the network camera, various events and
accidents may be prevented in advance, and causes of
pre-occurred events and accidents may be analyzed clearly.

In the meantime, 1n order to enhance security, dozens of
network cameras are installed on each tloor 1n a large-scale
building. In addition, the network camera is installed 1n a
plurality of areas, such as an alley and a crosswalk, or the
like, on the street.

Accordingly, there 1s a need for technology to efliciently
manage a plurality of network cameras and a plurality of
images captured therefrom.

The above imnformation 1s presented as background infor-
mation only to assist with an understanding of the disclo-
sure. No determination has been made, and no assertion 1s
made, as to whether any of the above might be applicable as
prior art with regard to the disclosure.

SUMMARY

Aspects of the disclosure are to address at least the
above-mentioned problems and/or disadvantages and to
provide at least the advantages described below. Accord-
ingly, an aspect of the disclosure 1s to provide an electronic
apparatus for efliciently managing a network camera and
causing an image captured by the network camera to be
eliciently used, and a control method thereof.

Additional aspects will be set forth 1n part 1n the descrip-
tion which follows and, 1n part, will be apparent from the
description, or may be learned by practice of the presented
embodiments.

In accordance with an aspect of the disclosure, an elec-
tronic apparatus 1s provided. The electronic apparatus
includes a display, a transceiver including a communication
circuitry, and at least one processor configured to, based on
receiving, from a camera, an 1image captured by the camera
through the transceiver, control the display to display the
captured 1image, 1dentify an object from the displayed image,
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2

based on the object disappearing from the displayed image
as the object moves, determine another camera which cap-
tures the object from among a plurality of cameras commu-
nicating through the transceiver, match information on the
other camera with information on the camera, store the
information, based on receiving a user command to set a
specific object as a tracking target, determine a camera,
among the plurality of cameras, which captures the specific
object, based on the specific object disappearing from an
image captured by the first camera, as the specific object
moves, determine another camera which 1s expected to
capture the specific object based on the camera matching
information, and track the specific object based on an 1mage
captured by the second camera.

The at least one processor, based on information on a
plurality of cameras being matched to the information on the
camera, 1s Turther configured to identify a direction 1n which
the specific object disappears from the displayed image, and
determine a camera positioned 1n the direction in which the
specific object disappears as a camera to capture the specific
object.

The at least one processor, based on a part of an area of
an 1mage captured by the camera and an 1image captured by
the other camera being overlapped and the specific object
being present in the overlapped area, 1s further configured to
track the specific object included 1n an 1image captured by the
other camera.

The at least one processor, based on the specific object
disappearing from the displayed image and then not being
captured by the other camera for a predetermined time, 1s
further configured to end tracking of the specific object.

The at least one processor 1s further configured to control
the display to display a first indicator on an 1mage recerved
from a camera which captures the specific object, and
display a second indicator on an image received from
another camera which 1s expected to capture the specific
object.

The at least one processor 1s further configured to 1dentity
a movement path of the object in the displayed 1mage, set an
area corresponding to the movement path from among an
entire area of the 1image as an aisle area of the image, and
based on receiving a user command to set the camera as a
monitoring camera, set the aisle area as a monitoring area
and provide notification information in response to an object
detected 1n the monitoring area.

The at least one processor may, based on receiving a user
command to select a specific aisle on an electronic map, 1s
turther configured to determine at least one camera installed
on the specific aisle and set the determined camera as the
monitoring camera.

The at least one processor 1s further configured to display
information on a list of external electronic devices which are
registrable 1n an area of the display while an 1image captured
by the camera 1s being displayed on the display, based on
receiving a user command to drag one of a plurality of
external electronic devices included 1n the list to an 1image
captured by the camera, register the external electronic
device 1n an area corresponding to the dragged position from
among an entire arca on the electronic map, and based on
receiving a user command to control the registered external
clectronic device through the electronmic map, transmit a
control signal corresponding to the user command to the
external electronic device.

The at least one processor 1s further configured to count
a number ol objects disappearing to a specific area and a
number of objects appearing in the specific area through the
displayed image, determine a number of people in a room
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corresponding to the specific area based on the counted
number, and control environment of the room based on the
number of people 1n the room.

The at least one processor 1s further configured to, based
on a plurality of rooms corresponding to the specific area
being present, determine a number of people 1n each of the
plurality of rooms, based on the counted number and width
of each of the plurality of rooms, and control environment
of the plurality of rooms based on the number of the people
in the room.

In accordance with another aspect of the disclosure, a
control method of an electronic apparatus 1s provided. The
method includes, based on receiving, by a transceiver of the
clectronic device, an 1image captured by a camera through
the transcerver, displaying the captured image on a display
of the electronic apparatus, i1dentifying an object from the
displayed 1mage, based on the object disappearing from the
displayed 1mage as the object moves, determining another
camera which captures the object from among a plurality of

cameras communicating through the transceiver, matching
information on the other camera with mformation on the
camera, and storing the information, and based on receiving
a user command to set a specific object as a tracking target,
determining a camera, among the plurality of cameras,
which captures the specific object, and based on the specific
object disappearing from an 1mage captured by the camera,
as the specific object moves, determining another camera
which 1s expected to capture the specific object based on the
camera matching information, and tracking the specific
object based on an 1mage captured by the other camera.

The determining the other camera may include, based on
information on a plurality of cameras being matched to the
information on the camera, 1dentifying a direction in which
the specific object disappears from the displayed image, and
determining a camera positioned in the direction 1 which
the specific object disappears as a camera to capture the
specific object.

The tracking of the specific object may include, based on
a part ol an area of an 1mage captured by the camera and an
image captured by the other camera being overlapped and
the specific object being present in the overlapped area,
tracking the specific object included 1n an 1mage captured by
the other camera.

The control method may further include, based on the
specific object disappearing from the displayed image and
then not being captured by the other camera for a predeter-
mined time, ending tracking of the specific object.

The control method may further include displaying a first
indicator on an 1mage received from a camera which cap-
tures the specific object, and displaying a second indicator
on an 1mage recerved from another camera which 1is
expected to capture the specific object.

The control method may further include identifying a
movement path of the object in the displayed image, setting,
an area corresponding to the movement path from among an
entire area of the 1mage as an aisle area of the image, and
based on receiving a user command to set the camera as a
monitoring camera, setting the aisle area as a monitoring
area and providing notification information 1n response to an
object detected 1n the momitoring area.

The setting of the camera as a monitoring camera may
include, based on recerving a user command to select a
specific aisle on an electronic map, determining at least one
camera installed on the specific aisle and setting the deter-
mined camera as the monitoring camera.

The control method may further include displaying infor-
mation on a list of external electronic devices which are
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4

registrable 1n an area of the display while an image captured
by the camera 1s being displayed on the display, based on
receiving a user command to drag one of a plurality of
external electronic devices included 1n the list to an 1image
captured by the camera, registering the external electronic
device 1n an area corresponding to the dragged position from
among an entire arca on the electronic map, and based on
receiving a user command to control the registered external
clectronic device through the electronic map, transmitting a
control signal corresponding to the user command to the
external electronic device.

The control method may further include counting a num-
ber of objects disappearing to a specific area and a number
ol objects appearing in the specific area through the dis-
played image and determining a number of people 1n a room
corresponding to the specific area based on the counted
number, and controlling environment of the room based on
the number of people 1n the room.

The controlling of the environment may include, based on
a plurality of rooms corresponding to the specific area being
present, determining a number of people 1mn each of the
plurality of rooms, and based on the counted number and
width of each of the plurality of rooms, controlling the
environment of the plurality of rooms based on the number
of the people 1n the room.

According to various embodiments of the disclosure, a
specific object may be tracked while minimizing the com-
putational burden of a processor.

Also, an external electronic device may be simply regis-
tered through an 1mage captured by a camera. In addition,
energy can be efficiently used by determining the number of
people 1n a room through an 1image captured by the camera,
and controlling the cooling or heating facility of the room.

Further, with only a simple user manipulation, a moni-
toring area ol a camera can be set.

Other aspects, advantages, and salient features of the
disclosure will become apparent to those skilled in the art
from the following detailed description, which, taken 1n
conjunction with the annexed drawings, discloses various
embodiments of the disclosure.

BRIEF DESCRIPTION OF DRAWINGS

The above and other aspects features, and advantages of
certain embodiments of the disclosure will be more apparent
from the following description taken 1n conjunction with the
accompanying drawings, in which:

FIG. 1 1s a view to describe a security system according,
to an embodiment of the disclosure:

FIG. 2 1s a view to describe an electronic apparatus
according to an embodiment of the disclosure;

FIG. 3 1s a view to describe a method for acquiring
identification 1information corresponding to an object
according to an embodiment of the disclosure;

FIG. 4A 1s a view to describe a method for acquiring
camera matching data according to an embodiment of the
disclosure:

FIG. 4B 1s a view to describe a method for acquiring
camera matching data according to an embodiment of the
disclosure;

FIG. § 15 a view to describe matching information
included in camera matching data according to an embodi-
ment of the disclosure;

FIG. 6 1s a view to describe a drawing including infor-
mation on a position where a camera 1s installed according
to an embodiment of the disclosure:
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FIG. 7 1s a view to describe a method for tracking a
specific object according to an embodiment of the disclo-
SUre;

FIG. 8 1s a view to describe a screen for tracking an object
according to an embodiment of the disclosure;

FIG. 9 1s a method for tracking an object when a part of
an 1mage captured by a camera and an image captured by
another camera 1s overlapped, according to an embodiment
of the disclosure;

FIG. 10 1s a view to describe an embodiment of setting an
aisle area as a monitoring area according to an embodiment
of the disclosure:

FIG. 11 1s a view to describe an embodiment of setting a
camera as a monitoring camera according to an embodiment
of the disclosure;:

FIG. 12 1s a view to describe an embodiment of register-
ing an external device to an electronic apparatus according
to an embodiment of the disclosure;

FI1G. 13 1s a flowchart to describe a method for controlling
environment of a room according to an embodiment of the
disclosure; and

FI1G. 14 1s a flowchart to describe a control method of the
clectronic apparatus according to an embodiment of the
disclosure.

The same reference numerals are used to represent the
same elements throughout the drawings.

DETAILED DESCRIPTION

The following description with reference to the accom-
panying drawings 1s provided to assist in a comprehensive
understanding of various embodiments of the disclosure as
defined by the claims and their equivalents. It includes
various specific details to assist 1n that understanding but
these are to be regarded as merely exemplary. Accordingly,
those of ordinary skill in the art will recognize that various
changes and modifications of the various embodiments
described herein can be made without departing from the
scope and spirit of the disclosure. In addition, descriptions of
well-known functions and constructions may be omitted for
clarity and conciseness.

The terms and words used in the following description
and claims are not limited to the bibliographical meanings,
but, are merely used by the mventor to enable a clear and
consistent understanding of the disclosure. Accordingly, 1t
should be apparent to those skilled in the art that the
tollowing description of various embodiments of the disclo-
sure 1s provided for 1llustration purpose only and not for the
purpose of limiting the disclosure as defined by the
appended claims and their equivalents.

It 1s to be understood that the singular forms “a,” “an,”
and “the” include plural referents unless the context clearly
dictates otherwise. Thus, for example, reference to “a com-
ponent surface” includes reference to one or more of such
surfaces.

When 1t 1s decided that a detailed description for the
known art related to the disclosure may unnecessarily
obscure the gist of the disclosure, the detailed description
will be omitted.

Various embodiments of the disclosure will be described
in detail with reference to the accompanying drawings, but
the disclosure 1s not limited to various embodiments
described herein.

Hereinafter, the disclosure will be described 1n detail with
reference to the drawings.

FIG. 1 1s a view to describe a security system according
to an embodiment of the disclosure.
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Reterring to FIG. 1, a security system 10 according to an
embodiment of the disclosure includes an electronic appa-
ratus 100 and a camera 200 (e.g. one or more cameras 200-1,
200-2, 200-3 . . . 200-N).

The electronic apparatus 100 and the camera 200 may
perform communication. For example, the electronic appa-
ratus 100 and the camera 200 may perform communication
through various communication methods such as bluetooth

(BT), bluetooth low energy (BLE), wireless fidelity (WI-FI),

Zigbee, or the like as well as through local area network
(LAN) or Internet network.

The electronic apparatus 100 may receive an 1image from
the camera 200. Here, the 1image may be an 1mage captured
by the camera 200. To be specific, the camera 200 may be
installed at a specific location and capture a peripheral area
in which the camera 200 1s installed. The camera 200 may
perform communication with the electronic apparatus 100
and transmit the 1image captured by the camera 200 to the

clectronic apparatus 100.

Thereatter, the electronic apparatus 100 may display an
image received from the camera 200 on a display.

In the meantime, as 1llustrated in FIG. 1, the camera 200
may be implemented as a plurality of cameras. For example,
a first camera 200-1 may be a camera installed 1n a first
position on a first floor 1n a building, a second camera 200-2
may be a camera installed 1n a second position on a first floor
in the building, and a third camera 200-3 may be a camera
installed 1n the first position on a second floor in the
building. FIG. 1 illustrates four cameras but this 1s merely
exemplary, and the number of cameras 1s not limited thereto.

In this case, the electronic apparatus 100 may display an
image received from each of the plurality of cameras on a
display. Specifically, the electronic apparatus 100 may dis-
play each 1image received from different cameras on diflerent
areas of the display. For example, as shown in FIG. 1, the
clectronic apparatus 100 may display an image received
from the first camera 200-1 1n one area of the display and an
image recerved from the second camera 200-2 1n another
area of the display.

The electronic apparatus 100 may perform various func-
tions by analyzing the displayed image. This will be
described with reference to FIGS. 2 to 13.

FIG. 2 1s a view to describe an electronic apparatus
according to an embodiment of the disclosure.

Referring to FIG. 2, the electronic apparatus 100 accord-
ing to an embodiment includes a display 110, a communi-
cator 120 (e.g., a transcerver), and a processor 130 (e.g., at
least one processor).

The display 110 may display wvarious screens. For
example, the display 110 may display an image received
from the camera. Here, the image received from the camera
means an 1mage captured by the camera.

The display 110 may display an image received from a
plurality of cameras. Specifically, the display 110 may be
embodied as a plurality of display devices to display each
image recerved from a plurality of cameras. Alternatively,
the display 110 may be implemented as a single display
device, and display each image received from the plurality
of cameras through each of the divided display areas.

The display 110 may be implemented 1n various types
such as a liquid crystal display (LCD), plasma display panel
(PDP), light emitting diode (LED), or organic light emitting
diode (OLED), or the like.

The communicator 120 may communicate with various
external devices through various communication methods
such as Bluetooth (BT), Bluetooth low energy (BLE), wire-
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less fidelity (WI-FI), Zigbee, or the like as well as through
local area network (LAN) or internet network.

For example, the communicator 120 may communicate
with a camera and receive, from the camera, an i1mage
captured by the camera.

The processor 130 controls overall operations of the
clectronic apparatus 100. To do this, the processor 130 may
include one or more of a central processing unit (CPU), an

application processor (AP), or a communication processor
(CP).

The processor 130, when an image captured by the
camera 1s received from the camera, may control the display
110 to display the received image.

The processor 130 may analyze the image displayed on
the display 110 and acquire identification mformation cor-
responding to the object included in the 1mage.

FIG. 3 1s a view to describe a method for acquiring
identification information corresponding to an object
according to an embodiment of the disclosure.

Referring to FIG. 3, the image displayed on the display
110 of the electronic apparatus 100 may include an object
310.

In this case, the processor 130 may acquire identification
information corresponding to the object included in the
image through image analysis.

For this, the processor 130 may extract a head area 320,
a body area 330, and a leg area 340 of the object from the
image, first. Here, extraction of the head area 320, the body
areca 330, and the leg arca 340 of the object may be
performed by the application of a histogram of oriented
gradients (HOG) algorithm, but this 1s merely exemplary,
and extraction of each areca may be performed by various
algorithms such as a contour detection algorithm, or the like.

The processor 130 may acquire the feature data corre-
sponding to each area. Specifically, the processor 130 may
acquire the feature data corresponding to each area based on
the ratio of the width to height of each area, and the pixel
value included 1n each area.

For example, the feature data corresponding to the head
arca 320 may include information on the width to height
ratio of the head area, the color of the head area, and the like,
and the feature data corresponding to the body area 330 may
include the width to height ratio of the body area, and the
color of the body area, or the like. The feature data corre-
sponding to the leg areca 340 may include information on the
width to height ratio of the leg area, the color of the leg area,
and the like.

The processor 130 may acquire at least one of the feature
data corresponding to the head area, the feature data corre-
sponding to the body area, and the feature data correspond-
ing to the leg area as the identification information of the
object.

Accordingly, the processor 130 may identily the object
corresponding to the pre-acquired 1dentification information
from a plurality of images received from each of the
plurality of cameras afterwards.

Meanwhile, the above-described identification informa-
tion 1s only exemplary, and the processor 130 may acquire
various factors as the i1dentification information of the
object. For example, the processor 130 may determine the
stride of the object based on the distance traveled per second
by the object included in the 1mage, and acquire the stride as
the 1dentification information of the object. In addition, the
processor 130 may determine a walking pattern of the object
and acquire the corresponding walking pattern as identifi-
cation information of the object.
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In addition, the processor 130 may acquire the i1dentifi-
cation information of the object through an artificial intel-
ligence (Al) model based on neural network. For example,
the processor 130 may acquire the identification information
of the object through the AI model based on convolution
neural network (CNN).

The processor 130 may apply the hash algorithm to the
identification imnformation of the object with and acquire an
identification ID of the object. Here, the identification 1D 1s
a hash value to which a hash algornithm 1s applied to the
identification information obtained by the various methods
described above. Through this, the disclosure may efliciently

use a memory having a limited size.

It has been described a method of acquiring the 1dentifi-
cation information corresponding to an object as above, but
the processor 130 may acquire identification information
corresponding to each of the plurality of objects included 1n
the plurality of 1images received from each of the plurality of

cameras.
FIGS. 4A and 4B are views to describe a method for

acquiring camera matching data according to various
embodiments of the disclosure.

The processor 130 may identify the object corresponding,
to the identification information pre-acquired from the
image displayed on the display 110.

When the identified object moves and disappears from the
displayed image, the processor 130 may determine another
camera which captures the identified object, among a plu-
rality of cameras communicating through the communicator
120.

To be specific, when the 1dentified object disappears from
the displayed image, the processor 130 may identify the
object included 1n the plurality of images received from each
of the plurality of cameras and determine another camera
which captures the object corresponding to the pre-acquired
identification information from among a plurality of cam-
eras.

For example, as shown 1n FIG. 4A, when an object 410
identified by the image captured by the first camera disap-
pears as the object 410 moves, the processor 130 may
identify the object included 1n a plurality of 1mages received
from each of a plurality of cameras, and determine a second
camera, which 1s another camera that captures the object 410
corresponding to the pre-acquired identification informa-
tion, as illustrated in FIG. 4B.

The processor 130 may match and store mmformation on
the camera which currently captures the object 410 to the
information on the camera which previously captured the
object 410. That 1s, the information on the second camera 1n
the above embodiment may be matched with the information
on the first camera and stored.

By the above method, the processor 130 may track a
movement of the identified object 410 and acquire camera
matching data including matching information among a
plurality of cameras communicating with the electronic
apparatus 100.

Here, for convemence of description, 1t has been
described a case of tracking the movement of one object as
an example, but the disclosure may obtain i1dentification
information of each object included 1n an 1mage captured by
the camera, and camera matching data including matching
information among a plurality of cameras based on the
movements of all objects.

FIG. § 15 a view to describe matching information
included in camera matching data according to an embodi-
ment of the disclosure.
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FIG. § 1llustrates that, as matching information included
in the camera matching data acquired according to an
embodiment, information on the first camera 1s matched
with the information on the second camera, information on
the second camera 1s matched with the information on the
first camera and the third camera, and the information on the
third camera 1s matched with the second camera.

According to FIG. 5, 1t 1s 1llustrated that the object which
disappeared from the image captured by the first camera
appears 1 an 1mage captured by the second camera after-
wards, the object which disappeared from the image cap-
tured by the second camera appears 1n an 1mage captured by
the first camera or the third camera afterwards, and the
object which disappeared from the image captured by the
third camera appears 1n an 1mage captured by the second
camera alterwards.

Meanwhile, the camera matching data as shown 1n FIG. 5
may correspond to the drawing as shown 1n FIG. 6. FIG. 6
1s a drawing which describes a position where the first to
third cameras are installed according to an embodiment of
the disclosure.

Referring to FIG. 6, a user located 1 an area that 1s
captured by a first camera 610 may pass an area that is
captured by a second camera 620, and a user located 1n an
area that 1s captured by the second camera 620 may pass an
arca captured by the first camera 610 or the third camera
630. A user located 1n an area that 1s captured by the third
camera 630 may pass an area captured by the second camera
620. Accordingly, the first to third cameras which are
installed as FIG. 6 may be matched as the camera matching
data of FIG. 5.

FIG. 7 1s a view to describe a method for tracking a
specific object according to an embodiment of the disclo-
sure.

When a user command to set a specific object as a
tracking target 1s recerved, the processor 130 may determine
a camera which captures a specific object among a plurality
of cameras 1n operation S710.

Specifically, when information capable of i1dentifying a
specific object 1s inputted, the processor 130 may determine
a camera for capturing the specific object based on the input
information. Here, the information capable of identifying the
specific object may be various imnformation such as a ratio of
head and body, a ratio of body and leg, a ratio of head and
leg, a ratio of head, body, and leg, or various mformation
such as the color of the body, the color of the leg, and the
like.

When a user command to select an object displayed on the
display 110 1s received, the processor 130 may set the
selected object as a specific object and determine a camera
for capturing the specific object among a plurality of cam-
eras.

When a specific object moves and disappears from an
image captured by the camera, the processor 130 may
determine another camera which 1s expected to capture the
specific object based on the camera matching information 1n
operation S720.

Specifically, when the specific object disappears from an
image captured by the camera as the specific object moves,
the processor 130 may determine another camera which 1s
matched with the camera, and determine the determined
another camera as a camera which 1s expected to capture a
specific object.

The processor 130 may track the specific object based on
the 1mage captured by the another camera as described
above 1n operation S730.
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As described above, 1n the disclosure, an object 1s tracked
by analyzing an image received from a camera which 1s
expected to capture an object, without necessity to track an
object by analyzing all the images received from each of the
plurality of cameras and thus, the computational burden of
a processor may be reduced.

In the meantime, when information on a plurality of
cameras 1s matched with the information on the camera, the
processor 130 may identify a direction 1n which the specific
object disappears from the displayed image, and determine
a camera located 1n a direction in which the specific object
disappears as a camera to capture the specific object.

For this purpose, when storing the camera matching data,
the processor 130 may include information on a direction in
which the object disappears 1n the 1mages captured by each
camera and store the same.

For example, the processor 130 may store the camera
matching data which further includes information on a
direction that, when the object disappears 1n the first direc-
tion in the 1mage captured by the second camera, the object
1s included in the 1mage captured by the first camera, and
when the object disappears 1in the second direction, the
object 1s included 1n the 1image captured by the third camera.

As described above, 1n the disclosure, when information
on a plurality of cameras 1s matched to the information on
the camera, a camera i which the object 1s expected to
appear may be determined and thus, computational burden
ol a processor may be reduced.

When the specific object 1s not captured by another
camera for a predetermined time after the specific object
disappears from the 1mage displayed on the display 110, the
processor 130 may end tracking of the specific object. Here,
the predetermined time may be set in a diverse manner
according to a user command. For example, the predeter-
mined time may be five minutes, ten minutes, 30 minutes, or
the like.

To be specific, after the specific object disappears from
the 1image captured by the first camera, 1 the specific object
1s not captured by the second camera which 1s determined by
the camera matching information for a predetermined time,
the processor 130 may end tracking of the specific object.

Here, the first camera may be a camera which captures an
exit of an edifice such as a building. That 1s, when the
specific object 1s not captured by another camera for a
predetermined time after the specific object disappears from
the 1mage which 1s captured by a camera that captures the
exit, 1t 1s assumed that the specific object goes out of the
building and tracking of the object 1s ended.

Accordingly, the case 1n which the specific object 1s kept
tracked even when the specific object goes out of a building
may be prevented and unnecessary operation of the proces-
sor may be prevented.

FIG. 8 15 a view to describe a screen for tracking an object
according to an embodiment of the disclosure.

The processor 130 may determine a camera which cap-
tures the specific object that 1s set as a tracking target and
track the specific object through the image captured by the
camera.

In this case, the processor 130 may display an indicator on
the 1mage received from the camera which captures the
specific object among a plurality of images. For example,
referring to FIG. 8, the processor 130 may display an
indicator 810 on an edge of the image recerved from the
camera which captures the specific object.

Accordingly, a user of the disclosure may rapidly 1dentity
an 1mage which includes the specific object among a plu-
rality of 1images and monitor a movement of the object.
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In the meantime, the processor 130 may determine
another camera that 1s expected to capture the specific object
based on the camera matching information. The processor
130 may then display an indicator on the image received
from the camera that 1s expected to capture the specific
object. Here, the indicator may be different from the indi-
cator displayed on the image received from the camera
which captures the specific object described above.

For example, referring to FIG. 8, the processor 130 may
display an indicator 820 on an edge of the image received
from the camera which captures the specific object.

Accordingly, the use of the disclosure may identity an
image in which the specific object 1s to be captured and
focus on the movements of the object for monitoring.

The indicator described above 1s merely an example and
the indicator may be expressed 1n various ways.

FIG. 9 1s a method for tracking an object when a part of
an 1mage captured by a camera and an 1mage captured by
another camera 1s overlapped, according to an embodiment
of the disclosure.

As described above, an embodiment 1n which, when the
specific object disappears from the image which 1s captured
by the camera, the specific object 1s tracked through another
camera which 1s expected to capture the specific object 1s
described.

However, 1n some cases, the specific object may be
included 1n all of the 1mages captured by diflerent cameras
at the same time. For example, as shown in FIG. 9, when the
first and second cameras are installed at adjacent positions,
a specific object 910 may be included i both images
captured by the first and second cameras.

As described above, 1f a part of an area of the image
captured by the camera and the image captured by the
another camera overlap each other and the specific object
exists 1n the overlapped area, the processor 130 may track
the specific object included 1n the image captured by the
another camera.

Specifically, in a state 1n which the specific object 1s
tracked through an 1mage captured by the first camera, if the
specific object moves, and the specific object moves to an
overlapped area among the entire areas of the 1mage cap-
tured by the first camera, the processor 130 may determine
the second camera which 1s another camera capturing the
overlapped area, and keep tracking the specific object
through the 1mage captured by the second camera.

In the meantime, the overlapped areca may be predeter-
mined based on the position of the nstallation of the
plurality of cameras.

As described above, 1n the disclosure, a specific object 1s
tracked in consideration of the overlapped area and thus,
even when a specific object 1s included 1n all the images
captured by different cameras at the same time, the specific
object may be kept tracked.

FIG. 10 1s a view to describe an embodiment of setting an
aisle area as a monitoring area according to an embodiment
of the disclosure.

As described above, the processor 130 may identity the
object from the 1image displayed on the display 110.

The processor 130 may confirm a movement path of the
object from the displayed image and set an area correspond-
ing to the movement path, from among the entire area of the
image, as the aisle area of the image.

To be specific, the processor 130 may track the movement
of the object from the image displayed on the display 110
and set the area 1n which the object moves for a predeter-
mined number of times or more, from among the entire area
of the 1mage, as the aisle area of the corresponding 1mage.
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For example, referring to FIG. 10, the processor 130 may
confirm the movement path of the object on the image
displayed on the display 110, and when the object moves
over a predetermined number of times through the move-
ment path, the processor 130 may set the area corresponding
to the movement path as the aisle area 1010.

Then, the processor 130 may set the aisle area as a
monitoring area. Specifically, when a user command for
setting the camera as a monitoring camera 1s received, the
processor 130 may set the aisle area set 1n the camera as the
monitoring area. A method of setting the camera as the

monitoring camera will be described later with reference to
FIG. 11.

Accordingly, 1n the disclosure, only when a user com-
mand to set a camera as a monitoring camera 1s received, a
monitoring area 1n an aisle area 1s set without a user input to
perform dragging input to set a monitoring area from an
image captured by a camera and thus, a monitoring arca may
be set conveniently.

Then, when the object 1s detected from the monitoring
area, the processor 130 may provide notification informa-
tion. Here, the notification information may be provided
through the display 110 and may be provided to an external
device through communication with an external device such
as a smartphone, or the like.

FIG. 11 1s a view to describe an embodiment of setting a
camera as a monitoring camera according to an embodiment
of the disclosure.

As described above, when the user command to set a
camera as the monitoring camera 1s recerved, the processor
130 may set the aisle area which 1s set in the camera as the
monitoring area.

Here, the user command to set the monitoring camera may
be recerved through an electronic map. As illustrated in FIG.
11, the electronic map may include a graphical user interface
(GUI) which respectively corresponds to the plurality of
cameras based on position mformation of each of the
plurality of cameras.

Specifically, the processor 130 may select a specific
camera from among a plurality of cameras displayed on the
clectronic map, and when a user command to set the selected
camera as the monitoring camera 1s received, may set the
selected camera as the monitoring camera.

When a user command for selecting a specific aisle on the
clectronic map 1s received, the processor 130 may determine
at least one camera 1nstalled in the specific aisle, and set the
determined camera as the monitoring camera.

Specifically, when a user command for selecting the
specific aisle on the electronic map 1s received, the processor
130 may determine at least one camera located in the
selected specific aisle based on the position mnformation 1n
which each of the plurality of cameras 1s installed, and set
the determined camera as the monitoring camera.

For example, as shown 1n the leit side of FIG. 11, if an
aisle 1n which a camera A, a camera B, and a camera C are
installed 1s selected by the dragging input of the user, the
processor 130 may determine the camera A, the camera B,
and the camera C installed at the corresponding aisle, and set
the camera A, the camera B, and the camera C as the
monitoring cameras.

Accordingly, as illustrated in the right side of FIG. 11,
each of the aisle area of the camera A, the aisle area of the
camera B, and the aisle area of the camera C may be set as
the monitoring area.

As described above, with a user command to select a
specific aisle on the electronic map, a plurality of cameras
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may be selected as the monitoring cameras at a single stroke,
the user convenience would be improved.

FIG. 12 1s a view to describe an embodiment of register-
ing an external device to an electronic apparatus according
to an embodiment of the disclosure.

The processor 130 may display the image captured by the
camera on the display 110.

At this time, the processor 130 may display imnformation
on a list of external electronic devices that may be registered
in one area of the display 110. Specifically, the processor 130
may display information on a list of external electronic
devices that are not registered in the electronic apparatus
among the external electronic devices that communicate
through the communicator 120, 1n one area of the display
110.

When a user command to drag one of the plurality of
external electronic devices included in the list to the 1mage
captured by the camera 1s received, the processor 130 may
register the external electronic device on an area correspond-
ing to the dragged position, from among the entire area on
the electronic map.

Specifically, when the processor 130 receives a user
command for dragging one of the plurality of external
clectronic devices included in the list on the 1mage captured
by the camera to the image captured by the camera, the
processor 130 may determine the point dragged from the
captured 1mage 1s positioned on the electronic map and
register the external electronic device 1n an area correspond-
ing to the dragged position, 1n the entire area of the elec-
tronic map. Here, the area where the dragged position 1s
located on the electronic map may be calculated based on the
position where the camera for capturing the i1mage 1s
installed, the direction in which the camera faces the ground,
the coordinates of the point dragged from the image, and the
like.

For example, as illustrated 1n FIG. 12, the processor 130
may display the image recerved from the camera on one area
of the display 110, and information 1210 about a list of
external electronic devices that can be registered on another
area of the display 110. When a user command for dragging
one of the plurality of external electronic devices included 1n
the list to the 1image captured by the camera 1s received, an
area where the dragged position 1220 1n the captured image
1s located on the electronic map may be calculated based on
the coordinates of the point dragged from the image, or the
like. Then, the processor 130 may register the external
clectronic device 1n the area 1230 corresponding to the
dragged position 1n the entire area of the electronic map.
FIG. 12 illustrates an embodiment for registering a bulb
which 1s an external electronic device through an image
captured by a 137 camera.

As described above, 1n the disclosure, an external elec-
tronic device may be registered through an 1mage that 1s
captured by a camera. Therefore, a user may conveniently
register an external electronic device at a point desired for
registering the external electronic device while keeping eves
on an 1mage.

Then, when a user command to control the registered
external electronic device through the electronic map 1is
received, the processor 130 may transmit a control signal
corresponding to the user command to the external elec-
tronic device.

Specifically, when a user command for controlling an
external electronic device registered through the electronic
map 1s received, the processor 130 may transmit a control
signal corresponding to a user command to the external
clectronic device through the communicator 120. In the
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meantime, the control signal may be a signal for controlling
power ol the external electronic device.

FIG. 13 1s a flowchart to describe a method for controlling
environment of a room according to an embodiment of the
disclosure.

The processor 130 may 1dentify the object from the 1mage
displayed on the display 110.

The processor 130 may count the number of objects
disappearing into a specific area and the number of objects
appearing in a specific area through image analysis. Spe-
cifically, the processor 130 may count the number of objects
disappearing to a specific area based on the coordinates of
the object disappearing from the image, and count the
number of the objects appearing 1n a specific area based on
the coordinates of the objects appearing in the 1image in
operation S1310.

Then, the processor 130 may determine the number of
people 1in the room corresponding to the specific area based
on the counted number in operation S1320. Here, the room
may be a room located in the direction in which the object
disappears.

Specifically, the processor 130 may determine the number
which 1s obtained by adding the number of times the object
disappears from a specific area and subtracting the number
of objects appearing in the specific area through an 1mage
analysis, as the number of people in the room corresponding
to the specific area.

The processor 130 may control the environment of the
room based on the number of the people mn the room in
operation S1330. Specifically, the processor 130 may control
the environment of the room by controlling the cooling or
heating facilities of the room based on the number of people
in the room. Here, the control may be performed by the
clectronic apparatus 100 by transmitting a control signal to
the cooling or heating facilities of the room, as well as by the
clectronic apparatus 100 by transmitting a signal requesting
control of the cooling or heating facilities to an external
device for controlling cooling or heating facilities of the
room.

Accordingly, 1n the disclosure, cooling or heating facili-
ties of the room may be controlled efliciently according to
the number of people 1n the room, and unnecessary energy
consumption may be prevented.

In the meantime, the processor 130 may determine the
number of people 1n each of the plurality of rooms based on
the counted number and width of each of the plurality of
rooms, when there are a plurality of rooms corresponding to
the specific area.

Specifically, the processor 130 may determine the number
which 1s obtained by adding the number of objects disap-
pearing to a specific area, subtracting the number of objects
appearing 1n the specific area through image analysis, and
distributing the calculated number to be 1n proportion to the
width of each of the plurality of rooms corresponding to the
specific area, as the number of people 1n each of the plurality
ol rooms.

For example, when the calculated number 1s 150, the
width of the first room out of the plurality of rooms
corresponding to the specific area is 50 m>, and the width of
the second room is 100 m>, the processor 130 may determine
the number of people 1n the first room as 30 people, and the
number of people 1n the second room as 100 people.

The processor 130 may control environment of the plu-
rality of rooms based on the number of people 1n each of the
plurality of rooms.

Accordingly, 1n the disclosure, cooling or heating facili-
ties of a plurality of rooms may be controlled according to
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the number of people m each of the plurality of rooms,
thereby preventing unnecessary consumption of energy.

FI1G. 14 1s a flowchart to describe a control method of the
clectronic apparatus according to an embodiment of the
disclosure.

The electronic apparatus, when an 1mage captured by the
camera 1s received from the camera, may display the cap-
tured 1mage 1n operation S1410. Here, the camera 200 1s a
device which 1s 1nstalled at a specific position for capturing
a peripheral area where the camera 200 1s installed. The
camera 200 may communicate with an electronic apparatus
through various communication methods such as Bluetooth
(BT), Bluetooth low energy (BLE), wireless fidelity (WI-
FI), Zigbee, or the like as well as through local area network
(LAN) or internet network.

The electronic apparatus may i1dentily an object 1n the
image displayed on the display, and when an object disap-
pears from the displayed image as the object moves, may
determine another camera which captures the object, among
a plurality of cameras, and store the information on the
another camera by matching the information on the another
camera with the information on the camera 1in operation
S1420.

Specifically, the electronic apparatus may identily the
object 1n an 1mage displayed on the display, and when the
object disappears from the displayed image as the object
moves, search the identified object from a plurality of
images received from each of a plurality of cameras, deter-
mine another camera for capturing the identified object from
among a plurality of cameras, and match and store infor-
mation on the another camera with information on the
camera.

Then, when a user command to set the specific object as
a tracking target, the electronic apparatus may determine a
camera for capturing the specific object from among a
plurality of cameras, and when the specific object disappears
from an 1mage captured by the camera as the specific object
moves, the electronic apparatus may determine another
camera which 1s expected to capture the specific object
based on the camera matching immformation, and track the
specific object based on the image captured by the other
camera 1n operation S1430.

Specifically, when a user command for setting the specific
object as a tracking object 1s received, the electronic appa-
ratus may search for the specific object from a plurality of
images received from each of the plurality of cameras,
determine a camera that captures the specific object, and
when the specific object disappears from the image captured
by the camera as the specific object moves, the electronic
apparatus may determine another camera which 1s expected
to capture the specific object based on the information on the
another camera which 1s matched to the information on the
camera which captured the specific object previously, and
track the specific object based on the image captured by the
another camera.

According to various embodiments of the disclosure, the
methods may be implemented as a software or an applica-
tion form capable of being installed 1n an existing electronic
apparatus.

Also, according to various embodiments of the disclosure,
the methods may be implemented only by soiftware upgrade
or hardware upgrade of an existing electronic apparatus.

The various embodiments of the disclosure may be imple-
mented through an embedded server of the electronic appa-
ratus or a server outside of the electronic apparatus.
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In the meantime, a non-transitory computer readable
medium having a program for sequentially performing a
control method of the electronic apparatus according to the
disclosure may be provided.

The non-transitory computer-recordable medium 1s not a
medium configured to temporarily store data such as a
register, a cache, or a memory but an apparatus-readable
medium configured to semi-permanently store data. Specifi-
cally, the non-transitory apparatus-readable medium may be
a compact disc (CD), a digital versatile disc (DVD), a hard
disc, a Blu-ray disc, a universal serial bus (USB), a memory
card, a read only memory (ROM), and the like.

While the disclosure has been shown and described with
reference to various embodiments thereof, it will be under-
stood by those skilled 1n the art that various changes 1n form
and details may be made therein without departing from the
spirit and scope of the disclosure as defined by the appended
claims and their equivalents.

What 1s claimed 1s:

1. An electronic apparatus comprising:

a display;

a transceiver configured to communicate with a plurality

of cameras; and

at least one processor configured to:

control the display to display a plurality of images
received from the plurality of cameras,

determine a camera, from among the plurality of cam-
eras, which captures an object by analyzing the
plurality of images,

based on the object disappearing from an 1mage cap-
tured by the determined camera as the object moves,
determine another camera which captures the object
from among the plurality of cameras by analyzing
the plurality of 1mages,

generate camera matching information by matching
information on the other camera with information on
the camera,

store the camera matching information,

based on receiving a user command to set a specific
object as a tracking target, determine a camera, from
among the plurality of cameras, which captures the
specific object,

based on the specific object disappearing from an
image captured by the camera, as the specific object
moves, determine another camera which 1s expected
to capture the specific object based on the camera
matching information, and

track the specific object based on an 1mage captured by
the other camera.

2. The electronic apparatus of claim 1, wherein, the at
least one processor, based on information on a plurality of
cameras being matched to the information on the camera, 1s
further configured to:

identify a direction 1n which the specific object disappears

from the displayed image; and

determine a camera positioned 1n the direction 1n which

the specific object disappears as a camera to capture the
specific object.

3. The electronic apparatus of claim 1, wherein the at least
one processor, based on a part of an area of an image
captured by the camera and an 1mage captured by the other
camera being overlapped and the specific object being
present 1n the overlapped area, 1s further configured to track
the specific object included 1n an 1mage captured by the
other camera.

4. The electronic apparatus of claim 1, wherein the at least
one processor, based on the specific object disappearing



US 10,922,554 B2

17

from the displayed image and then not being captured by the
other camera for a predetermined time, 1s further configured
to end tracking of the specific object.
5. The electronic apparatus of claim 1, wherein the at least
one processor 1s further configured to control the display to:
display a first indicator on an image recerved from a
camera which captures the specific object; and

display a second indicator on an image received from
another camera which 1s expected to capture the spe-
cific object.

6. The electronic apparatus of claim 1, wherein the at least
one processor 1s further configured to:

identily a movement path of the object 1n the displayed

1mage;

set an area corresponding to the movement path from

among an entire area of the 1mage as an aisle area of the
image; and

based on receiving a user command to set the camera as

a monitoring camera, set the aisle area as a monitoring
area and provide notification information in response to
an object detected 1n the monitoring area.

7. The electronic apparatus of claim 6, wherein the at least
one processor, based on receiving a user command to select
a specific aisle on an electronic map, 1s further configured to
determine at least one camera installed on the specific aisle
and sets the determined camera as the monitoring camera.

8. The electronic apparatus of claim 1, wherein the at least
one processor 1s further configured to:

display information on a list of external electronic devices

which are registrable 1n an area of the display while an
image captured by the camera 1s being displayed on the
display;

based on receiving a user command to drag one of a

plurality of external electronic devices included in the
list to an 1mage captured by the camera, register the
external electronic device 1n an area corresponding to
the dragged position from among an entire area on the
electronic map; and

based on receiving a user command to control the regis-

tered external electronic device through the electronic
map, transmit a control signal corresponding to the user
command to the external electronic device.

9. The electronic apparatus of claim 1, wherein the at least
one processor 1s further configured to:

count a number of objects disappearing to a specific area

and a number of objects appearing in the specific area
through the displayed image, determine a number of
people 1n a room corresponding to the specific area
based on the counted number, and

control environment of the room based on the number of

people 1n the room.
10. The electronic apparatus of claim 9, wherein the at
least one processor 1s further configured to:
based on a plurality of rooms corresponding to the spe-
cific area being present, determine a number of people
in each of the plurality of rooms, based on the counted
number and width of each of the plurality of rooms; and

control environment of the plurality of rooms based on the
number of the people 1n the room.

11. A control method of an electromic apparatus, the
method comprising:

displaying a plurality of images received from a plurality

of cameras:

determining a camera, from among the plurality of cam-

eras, which captures an object by analyzing the plural-
ity ol 1mages;
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based on the object disappearing from an 1mage captured
by the determined camera as the object moves, deter-
mining another camera which captures the object from
among the plurality of cameras by analyzing the plu-
rality of 1mages;
generating camera matching information by matching
information on the other camera with mformation on
the camera;
storing the camera matching information;
based on receiving a user command to set a specific object
as a tracking target, determining a camera, among the
plurality of cameras, which captures the specific object;
based on the specific object disappearing from the image
captured by the camera, as the specific object moves,
determining another camera which 1s expected to cap-
ture the specific object based on the camera matching
information; and
tracking the specific object based on an 1image captured by
the other camera.
12. The method of claim 11, wherein the determining of
the other camera comprises:
based on information on a plurality of cameras being
matched to the information on the camera, identifying
a direction 1n which the specific object disappears from
the displayed image; and
determining a camera positioned 1n the direction 1n which
the specific object disappears as a camera to capture the
specific object.
13. The method of claim 11, wherein the tracking of the
specific object comprises:
based on a part of an area of an 1mage captured by the
camera and an i1mage captured by the other camera
being overlapped and the specific object being present
in the overlapped area, tracking the specific object
included in an 1mage captured by the other camera.
14. The method of claim 11, further comprising:
based on the specific object disappearing from the dis-
played image and then not being captured by the other
camera for a predetermined time, ending tracking of the
specific object.
15. The method of claim 11, further comprising:
displaying a first indicator on an 1mage received from a
camera which captures the specific object; and
displaying a second indicator on an 1image receirved from
another camera which 1s expected to capture the spe-
cific object.
16. The method of claim 11, further comprising:
identilying a movement path of the object in the displayed
1mage;
setting an area corresponding to the movement path from
among an entire area ol the image as an aisle area of the
image; and
based on receiving a user command to set the camera as
a monitoring camera, setting the aisle area as a moni-
toring area and providing nofification information 1in
response to an object detected in the monitoring area.
17. The method of claim 16, wherein the setting of the
camera as a monitoring camera COmprises:
based on receiving a user command to select a specific
aisle on an electronic map, determining at least one
camera installed on the specific aisle; and
setting the determined camera as the monitoring camera.
18. The method of claim 11, further comprising:
displaying information on a list of external electronic
devices which are registrable 1n an area of a display
while an 1mage captured by the camera 1s being dis-
played on the display;
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based on receiving a user command to drag one of a
plurality of external electronic devices included 1n the
list to an 1mage captured by the camera, registering the
external electronic device 1n an area corresponding to
the dragged position from among an entire area on the 5
clectronic map; and

based on receiving a user command to control the regis-
tered external electronic device through the electronic
map, transmitting a control signal corresponding to the
user command to the external electronic device. 10

19. The method of claim 11, further comprising:

counting a number of objects disappearing to a specific
arca and a number of objects appearing 1n the specific
arca through the displayed image and determining a
number of people 1n a room corresponding to the 15
specific area based on the counted number; and

controlling environment of the room based on the number
of people 1n the room.

20. The method of claim 19, wherein the controlling of the
environment comprises: 20
based on a plurality of rooms corresponding to the spe-

cific area being present, determining a number of
people 1n each of the plurality of rooms; and

based on the counted number and width of each of the
plurality of rooms, controlling the environment of the 25
plurality of rooms based on the number of the people 1n
the room.
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