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CLOUD ENABLING RESOURCES AS A
SERVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This patent application 1s a divisional of U.S. patent
application Ser. No. 15/130,946 filed Apr. 16, 2016, entitled

“CLOUD ENABLING RESOURCES AS A SERVICE,” the

complete disclosure of which 1s expressly incorporated
herein by reference 1n 1ts entirety for all purposes.

STATEMENT OF GOVERNMENT RIGHTS

Not Applicable.

FIELD OF THE INVENTION

The present mvention relates to the electrical, electronic
and computer arts, and, more particularly, to service tech-
nologies and application-specific/industry-specific  solu-
tions.

BACKGROUND OF THE INVENTION

Present approaches to interfacing resources (e.g., printers)
to a cloud include 1Cloud® available from Apple, Inc., and
Google® Cloud Print available from Google, Inc. However,
these solutions are limited both by being manual and being,
vendor-specific (1.e., dedicated to the cloud of a particular
vendor).

Current technological trends include cloud computing,
Internet of Things (Io'T), mobile computing, and AppStore-
type services, more broadly known as product markets. The
inventors believe that these trends are heading towards a
convergence point. Mobile computing and the Internet of
Things (IoT) already have some synergy, to the extent that
mobile devices are IoT-enabled and make some use of cloud
computing. However, neither mobile devices nor IoT
devices are equivalent to cloud computing resources. As
cloud computing evolves towards an AppStore-type ol mar-
ketplace, so should mobile and IoT devices.

SUMMARY OF THE INVENTION

One aspect includes a method for constructing a specified
virtual solution, comprising: obtaining a solution profile
from a solution repository catalog, wherein the solution
profile 1dentifies one or more resources for the specified
virtual solution; acquiring the one or more resources iden-
tified by the solution profile from one or more devices; and
assembling the acquired one or more resources 1n accor-
dance with the solution profile to construct the specified
virtual solution. Another aspect includes a method for pro-
viding a Resource-as-a-Service (RaaS) functionality 1n a
cloud architecture, comprising: 1mplementing a software
defined 1nfrastructure comprising distributed workload
placement, location management, and data management;
and implementing a RaaS layer comprising resource discov-
ery and registration of capabilities.

As used herein, “facilitating” an action includes perform-
ing the action, making the action easier, helping to carry the
action out, or causing the action to be performed. Thus, by
way of example and not limitation, imnstructions executing on
one processor might facilitate an action carried out by
istructions executing on a remote processor, by sending
appropriate data or commands to cause or aid the action to
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be performed. For the avoidance of doubt, where an actor
facilitates an action by other than performing the action, the
action 1s nevertheless performed by some entity or combi-
nation of entities.

One or more embodiments of the mmvention or elements
thereol can be implemented i1n the form of a computer
program product including a computer readable storage
medium with computer usable program code for performing
the method steps indicated. Furthermore, one or more
embodiments of the mvention or elements thereol can be
implemented 1n the form of a system (or apparatus) includ-
ing a memory, and at least one processor that 1s coupled to
the memory and operative to perform exemplary method
steps. Yet further, 1n another aspect, one or more embodi-
ments of the invention or elements thereof can be 1mple-
mented 1n the form of means for carrying out one or more
of the method steps described herein; the means can include
(1) hardware module(s), (1) software module(s) stored 1n a
computer readable storage medium (or multiple such media)
and implemented on a hardware processor, or (111) a com-
bination of (1) and (11); any of (1)-(111) implement the specific
techniques set forth herein.

These and other features and advantages of the present
invention will become apparent from the following detailed

description of illustrative embodiments thereof, which 1s to
be read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a cloud computing node according to an
embodiment of the present invention;

FIG. 2 depicts a cloud computing environment according,
to an embodiment of the present invention;

FIG. 3 depicts abstraction model layers according to an
embodiment of the present invention;

FIG. 4A depicts an exemplary cloud infrastructure utiliz-
ing existing approaches;

FIG. 4B depicts an exemplary cloud infrastructure utiliz-
ing principles of the present mnvention to implement distrib-
uted RaaS;

FIG. 5 shows an exemplary workilow for a user according
to an illustrative embodiment of the present mnvention;

FIG. 6 shows an exemplary workiflow for a provider of
cloud products and/or devices according to an illustrative
embodiment of the present invention; and

FIG. 7 shows an exemplary workilow for an application
developer and/or a creator of a solution profile according to
an 1llustrative embodiment of the present invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

It 1s understood 1n advance that although this disclosure
includes a detailed description of cloud computing, 1imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present 1nvention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

Cloud computing 1s a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g. networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
ellort or interaction with a provider of the service. This cloud
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model may include at least five characteristics, at least three
service models, and at least four deployment models.

Characteristics are as follows:

On-demand seli-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense of location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specity
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, in some cases automatically, to quickly scale
out and rapidly released to quickly scale in. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts ). Resource usage can be monitored, controlled, and
reported providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications running on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based email). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even idividual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud mfrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (IaaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
inirastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud inirastructure 1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or ofl-premises.

Community cloud: the cloud infrastructure i1s shared by
several organizations and supports a specific community that
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has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oil-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrnd cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modulanty, and
semantic interoperability. At the heart of cloud computing 1s
an infrastructure comprising a network of interconnected
nodes.

Referring now to FIG. 1, a schematic of an example of a
cloud computing node 1s shown. Cloud computing node 10
1s only one example of a suitable cloud computing node and
1s not mtended to suggest any limitation as to the scope of
use or functionality of embodiments of the invention
described herein. Regardless, cloud computing node 10 1s
capable of being implemented and/or performing any of the
functionality set forth hereinabove.

In cloud computing node 10 there 1s a computer system/
server 12, which 1s operational with numerous other general
purpose or special purpose computing system environments
or configurations. Examples of well-known computing sys-
tems, environments, and/or configurations that may be suit-
able for use with computer system/server 12 include, but are
not limited to, personal computer systems, server computer
systems, thin clients, thick clients, handheld or laptop
devices, multiprocessor systems, microprocessor-based sys-
tems, set top boxes, programmable consumer electronics,
network PCs, minicomputer systems, mainframe computer
systems, and distributed cloud computing environments that
include any of the above systems or devices, and the like.

Computer system/server 12 may be described in the
general context of computer system executable 1nstructions,
such as program modules, being executed by a computer
system. Generally, program modules may include routines,
programs, objects, components, logic, data structures, and so
on that perform particular tasks or implement particular
abstract data types. Computer system/server 12 may be
practiced in distributed cloud computing environments
where tasks are performed by remote processing devices that
are linked through a communications network. In a distrib-
uted cloud computing environment, program modules may
be located 1n both local and remote computer system storage
media including memory storage devices.

As shown 1n FIG. 1, computer system/server 12 in cloud
computing node 10 1s shown in the form of a general-
purpose computing device. The components of computer
system/server 12 may include, but are not limited to, one or
more processors or processing units 16, a system memory
28, and a bus 18 that couples various system components
including system memory 28 to processor 16.

Bus 18 represents one or more of any of several types of
bus structures, including a memory bus or memory control-
ler, a peripheral bus, an accelerated graphics port, and a
processor or local bus using any of a variety of bus archi-

tectures. By way ol example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (IMCA) bus, Enhanced ISA
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(EISA) bus, Video Electronics Standards Association
(VESA) local bus, and Peripheral Component Interconnect
(PCI) bus.

Computer system/server 12 typically includes a variety of
computer system readable media. Such media may be any
available media that 1s accessible by computer system/server
12, and 1t includes both volatile and non-volatile media,
removable and non-removable media.

System memory 28 can include computer system readable
media in the form of volatile memory, such as random
access memory (RAM) 30 and/or cache memory 32. Com-
puter system/server 12 may further include other removable/
non-removable, volatile/non-volatile computer system stor-
age media. By way of example only, storage system 34 can
be provided for reading from and writing to a non-remov-
able, non-volatile magnetic media (not shown and typically
called a “hard drive™). Although not shown, a magnetic disk
drive for reading from and writing to a removable, non-
volatile magnetic disk (e.g., a “tloppy disk™), and an optical
disk drive for reading from or writing to a removable,
non-volatile optical disk such as a CD-ROM, DVD-ROM or
other optical media can be provided. In such instances, each
can be connected to bus 18 by one or more data media
interfaces. As will be further depicted and described below,
memory 28 may include at least one program product having,
a set (e.g., at least one) of program modules that are
configured to carry out the functions of embodiments of the
invention.

Program/utility 40, having a set (at least one) of program
modules 42, may be stored in memory 28 by way of
example, and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Each of the operating system, one or more
application programs, other program modules, and program
data or some combination thereof, may include an 1mple-
mentation of a networking environment. Program modules
42 generally carry out the functions and/or methodologies of
embodiments of the mvention as described herein.

Computer system/server 12 may also communicate with
one or more external devices 14 such as a keyboard, a
pointing device, a display 24, etc.; one or more devices that
ecnable a user to interact with computer system/server 12;
and/or any devices (e.g., network card, modem, etc.) that
enable computer system/server 12 to communicate with one
or more other computing devices. Such communication can
occur via Input/Output (I/O) interfaces 22. Still yet, com-
puter system/server 12 can communicate with one or more
networks such as a local area network (LAN), a general wide
area network (WAN), and/or a public network (e.g., the
Internet) via network adapter 20. As depicted, network
adapter 20 communicates with the other components of
computer system/server 12 via bus 18. It should be under-
stood that although not shown, other hardware and/or soft-
ware components could be used 1n conjunction with com-
puter system/server 12. Examples, include, but are not
limited to: microcode, device drivers, redundant processing
units, and external disk drive arrays, RAID systems, tape
drives, and data archival storage systems, etc.

Referring now to FIG. 2, illustrative cloud computing
environment 50 1s depicted. As shown, cloud computing
environment 50 comprises one or more cloud computing
nodes 10 with which local computing devices used by cloud
consumers, such as, for example, personal digital assistant
(PDA) or cellular telephone 34A, desktop computer 34B,
laptop computer 34C, and/or automobile computer system
54N may communicate. Nodes 10 may communicate with
one another. They may be grouped (not shown) physically or
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virtually, 1n one or more networks, such as Private, Com-
munity, Public, or Hybrid clouds as described hereinabove,
or a combination thereof. This allows cloud computing
environment 50 to offer infrastructure, platforms and/or
software as services for which a cloud consumer does not
need to maintain resources on a local computing device. It
1s understood that the types of computing devices 54 A-N
shown 1n FIG. 2 are itended to be illustrative only and that
computing nodes 10 and cloud computing environment 50
can communicate with any type of computerized device over
any type of network and/or network addressable connection
(e.g., using a web browser).

Referring now to FIG. 3, a set of functional abstraction
layers provided by cloud computing environment 50 (FIG.
2) 1s shown. It should be understood 1n advance that the
components, layers, and functions shown in FIG. 3 are
intended to be illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 60 includes hardware and
soltware components. Examples of hardware components
include mainframes, in one example IBM® zSeries® sys-
tems; RISC (Reduced Instruction Set Computer) architec-
ture based servers, in one example IBM pSeries® systems;
IBM xSeries® systems; IBM BladeCenter® systems; stor-
age devices; networks and networking components.
Examples of software components include network appli-
cation server software, 1n one example IBM Web Sphere®
application server soiftware; and database software, 1n one
cxample IBM DB2® database software. (IBM, zSeries,
pSeries, xSeries, BladeCenter, Web Sphere, and DB2 are
trademarks of International Business Machines Corporation
registered 1n many jurisdictions worldwide).

Virtualization layer 62 provides an abstraction layer from
which the following examples of virtual entities may be
provided: virtual servers; virtual storage; virtual networks,
including virtual private networks; virtual applications and
operating systems; and virtual clients.

In one example, management layer 64 may provide the
functions described below. Resource provisioning provides
dynamic procurement of computing resources and other
resources that are utilized to perform tasks within the cloud
computing environment. Metering and Pricing provide cost
tracking as resources are utilized within the cloud computing
environment, and billing or mmvoicing for consumption of
these resources. In one example, these resources may com-
prise application software licenses. Security provides 1den-
tity verification for cloud consumers and tasks, as well as
protection for data and other resources. User portal provides
access to the cloud computing environment for consumers
and system administrators. Service level management pro-
vides cloud computing resource allocation and management
such that required service levels are met. Service Level
Agreement (SLA) planning and fulfillment provides pre-
arrangement for, and procurement of, cloud computing
resources for which a future requirement 1s anticipated in
accordance with an SLA.

Workloads layer 66 provides examples of functionality
for which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation;
software development and lifecycle management; virtual
classroom education delivery; data analytics processing;
transaction processing; and mobile desktop.

The atorementioned IaaS, PaaS, and SaaS service models
represent 1increasing levels of cloud abstraction. IaaS
abstracts computing infrastructure into the cloud, PaaS
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abstracts a programming environment into the cloud, and
SaaS abstracts a software solution and/or application 1nto the
cloud. Embodiments of the present invention advanta-
geously provide an even greater level of abstraction, 1n the
form of Resource as a Service (RaaS). In an exemplary
embodiment of RaaS, resources automatically identily
themselves as members of any public (e.g., heterogeneous)
cloud based on user-defined profiles.

Embodiments of the present invention additionally and/or
alternatively provide a Smart Cloud of Smart Resources
(SCSR), also known as a Smart Cloud of Smart Things
(SCST), that 1s heterogeneous and ubiquitous, e.g., consist-
ing of a plurality of resource types that are not tied to a single
data center or cloud provider. One or embodiments of the
present invention provide an SCSR and/or SCST with
features 1ncluding: smart discovery and placement of
resources, composition ol smart services on smart things,
and policy-governed privacy and security. One or more
embodiments of the present invention advantageously
bridge the end user and enterprise, thus allowing for scam-
less set up of a cloud.

The aforementioned heterogeneity and ubiquity reduces
requirements of physical services to permit ad hoc realiza-
tion of a cloud from smart things. For example, a smart
camera and 3D printer can be joined 1n an exemplary SCSR
and/or SCST. This cloud formation differentiation permits
an ever-evolving cloud with multi-dimensional elasticity
comparable to modeling clay.

One or more embodiments of the present invention are
directed to creating ad hoc clouds out of cloud-enabled
resources, for example, using self-configuring and discovery
capabilities. Thus, unlike conventional arrangements,
embodiments of the present mvention require neirther a
hypervisor nor virtual resources 1n an existing cloud. Addi-
tionally and/or alternatively, one or more embodiments of
the present invention allow existing resources to be auto-
selected based on their declared capabilities without requir-
ing the user to coordinate their roles and without requiring
software to be deployed on cloud compute resources.

FIG. 4A depicts an exemplary cloud infrastructure utiliz-
ing existing approaches. The cloud infrastructure shown 1n
FIG. 4A 1includes workplace definition and orchestration
layer 410, which comprises workload definition component
411 and workload orchestration 412. The cloud infrastruc-
ture shown 1n FIG. 4A also includes software-defined inira-
structure (SDI) layer 420 which may, for example, comprise
one or more nstallations of OpenStack® 421. OpenStack®
1s a registered trademark of the OpenStack Foundation,
which maintains this open-source software.

Layers 410 and 420 communicate via services 413 and
414 which may comprise, for example, web services. Com-
munication from layer 420 to layer 410 may include, for
example, compute resource inventory, monitoring and/or
reporting. Communication from layer 410 to layer 420 may
include, for example, compute patterns, workload contexts,
and/or service level objectives.

The remaining layers of the cloud infrastructure shown in
FIG. 4A are virtualization management layer 430, server
virtualization layer 440, and physical infrastructure 450.
Server virtualization layer 440 includes components com-
monly known as hypervisors. Each of these layers has five
components, which correspond to one another. For example,
component 431 1n layer 430 corresponds to, and communi-
cates with, component 441 1n layer 440, which corresponds
to, and commumcates with component 451 1 layer 450.
Each of the components within layer 430 communicates
with layer 420 and, in this embodiment, more particularly
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with component 421. The components within physical inira-
structure layer 450 1n FIG. 4A represent components typi-
cally associated with data centers, such as compute, storage,
and/or network components.

Power Systems™ 451 within physical infrastructure layer
450 corresponds to and commumnicates with PowerVM® 441
within server virtualization layer 441, which corresponds to
and communicates with Power Virtualization Center (Pow-
erVC™) 431 within virtualization management layer 430.
Power Systems, PowerVM, and PowerVC are each trade-
marks of, and available from, International Business
Machines Corporation.

IBM® zSeries® system 452 within physical infrastruc-
ture layer 450 corresponds to and communicates with zHyp
442 within server virtualization layer 440, which corre-
sponds to and communicates with IBM® z Unified Resource
Manager (zManager) 432 within virtualization management
layer 430. As will be appreciated by the skilled artisan, zHyp
1s a hypervisor for IBM® zSeries® systems. As previously
noted, IBM and zSeries are both registered trademarks of
International Business Machines Corporation.

Physical infrastructure layer 450 includes three IBM®
xSeries® systems: 453, 454 and 455. IBM® xSeries®
system 453 within physical infrastructure layer 450 corre-
sponds to and communicates with Kernel-based Virtual
Machine (KVM) 443 within server virtualization layer 440,
which corresponds to and communicates with Red Hat®
Enterprise Virtualization Management (RHEV-M) and/or
oVirt® 433 within virtualization management layer 430. As
previously noted, IBM® and xSeries® are both registered
trademarks of International Business Machines Corporation.
Red Hat® and oVirt® are both registered trademarks of Red
Hat, Inc.

IBM® xSeries® system 454 within physical infrastruc-
ture layer 450 corresponds to and communicates with Elastic
Sky X (ESX) 443 within server virtualization layer 440,
which corresponds to and communicates with vCenter 433
within virtualization management layer 430. ESX and vCen-
ter are both available from VMware, Inc.

IBM® xSeries® system 455 within physical infrastruc-
ture layer 450 corresponds to and communicates with
Hyper-V 445 within server virtualization layer 440, which
corresponds to and communicates with System Center Vir-
tual Machine Manager (SCVMM) 435 within virtualization
management layer 430. Hyper-V and SCVMM are both
available from Microsoft Corporation.

FIG. 4B depicts an exemplary cloud infrastructure utiliz-
ing principles of the present mnvention to implement distrib-
uted RaaS. Layer 410 1s similar to that described with
reference to FIG. 4A. However, the RaaS architecture
enables a greater variety of services. For example, services
418 may include web conference, gaming, and/or analytics,
while services 419 may include media playback and/or
video surveillance.

SDI layer 425 1n FIG. 4B provides enhanced functionality
relative to the corresponding component 420 in FIG. 4A.
SDI layer 425 includes a component 426 which provides
distributed workplace placement and/or optimization. SDI
layer 425 also includes a component providing location
management 427 which may be used for placement and/or
data governance. SDI layer 425 further includes a compo-
nent providing data management 428 which may be used for
replication and/or security.

Virtualization management layer 430 1n FIG. 4B 1s similar
to that shown i FIG. 4A. One or more of components
436-439 1n FIG. 4B may be similar to one or more of
components 431-435 1 FIG. 4A. Each of components
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436-439 1n virtualization management layer 430 in FIG. 4B
communicates with SDI layer 4285.

Instead of the server visualization (e.g. hypervisor) layer
440 shown 1n FIG. 4 A, the infrastructure shown 1n FIG. 4B
includes a RaaS layer 460. RaaS layer 460 may correspond
to one or more embodiments disclosed herein. RaaS layer
460 advantageously provides resource discovery and regis-
tration of capabilities. Each component within RaaS layer
460 commumnicates with a corresponding component 1n
virtual management layer 440 and a corresponding compo-
nent in physical infrastructure layer 4350.

One or more ol the components 456-4359 within the
physical infrastructure layer 450 in FIG. 4B may comprise
one or more servers similar to components 451-455 1n FIG.
4A. However, the components 456-459 are preferably smart
resources, €.g., peripheral devices or devices associated with
end users and/or consumers rather than data centers.
Examples of such resources include a digital video recorder
(DVR), camera (e.g., video and/or security camera), televi-
sion, printer, 3D printer, kiosk, telephone (e.g., mobile
phone), projector, sensor and/or tag reader.

An 1illustrative embodiment of the present invention
includes a system and/or method for ad hoc creation from
metamorphic cloud-enabled resources which 1s preferably
capable of mixing and matching metamorphic resources of
any ol a plurality of types. The system comprising meta-
morphic resources, mcluding at least one controller, and a
resource requirement profile. The metamorphic resource 1s
comprised of an identifier, a capability profile, and/or a
location. The controller 1s a special type of resource with
both selif-configuration and discovery capabilities. The
resource requirement profile models a need for a specific
resource. In one or more embodiments, the controller com-
poses virtual resources from registered devices according to
a user-selected profile and morphs them into a wvirtual
solution.

FIG. 5 shows an exemplary worktlow 300 for an end user,
which may be an individual and/or an enterprise, according,
to an illustrative embodiment of the present invention.
Workflow 3500 begins with step 510, in which the user
realizes a need for a virtual solution, such as a wvirtual
projector. In step 520, the user browses a solution repository
catalog for key words. The solution repository catalog 1s
turther described with reference to FIG. 7 below.

In step 530, the user obtains, and preferably selects, a
solution profile from the solution repository catalog. In some
embodiments, the solution profile may be essentially the
same as the resource requirement profile, with the content
aligned to have a match between a resource requirement and
a potential solution. The solution profile may, for example,
describe all resources needed to assemble a projector
mapped to potential devices. The obtained and/or selected
solution profile preferably identifies all needed wvirtual
resources as being available 1n the surrounding proximity.

In step 540, the user drags the solution profile into a
controller, which may be an app running on a smart phone
and/or tablet. In step 5350, the controller checks the surround-
ing devices for the resources 1n the solution profile. In step
560, the controller assembles these resources into a virtual
solution. In step 570, the virtual solution 1s available to the
user.

FIG. 6 shows an exemplary workilow 600 for a provider
of cloud products and/or devices, according to an illustrative
embodiment of the present invention. Workilow 600 begins
with step 610, in which the provider develops a cloudifica-
tion plug-in to enable a device to expose 1ts resources as
third-party accessible functionality. These plug-ins may uti-
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lize, for example, an application program mterface (API), a
umversal serial bus (USB) drive and/or a network such as
BlueTooth®, which 1s a registered trademark of BlueTooth
SIG, Inc. Preferably, a standard cloudification terminology
1s provided and used, such as a cloud service ontology.

In step 620, the device obtains the cloudification plug-1n,
for example, by connecting to the Internet to obtain a
soltware and/or firmware update corporating the cloudi-
fication plug-in. In step 630, the device cloudification plug-
in checks for available controllers 1n the surrounding prox-
imity and advertises 1ts available functionalities as virtual
resources.

FIG. 7 shows an exemplary worktlow 700 for an appli-
cation developer and/or a creator of a solution profile,
according to an illustrative embodiment of the present
invention. Workflow 700 begins with step 710, 1n which
creators of a solution profile develop a user interface (Ul) for
the user to use the virtual solution. Preferably a standard
cloudification terminology 1s provided and used, such as a
cloud service ontology. In step 720, the creator of a solution
profile develops a list of resources and configuration items
needed to assemble the virtual solution. In step 730, the
creator adds the virtual solution to the solution repository
catalog.

One or more illustrative embodiments include manage-
ment of security profiles based on SC SR-defined cloud
contexts. In these embodiments, complex profiles of trust
may dictate the authentication and/or authorization rules for
creation ol and/or access to the ad hoc SMST cloud.

Security profiles may be managed for the resource type
and/or location context. A home profile may be highly
secure, a local profile may be moderately secure, and a
public profile may be open.

Additionally and/or alternatively, security profiles may be
managed for the cloud initiator contexts. An administrator
profile may be highly secure, a home owner profile may be
moderately secure, and a guest profile may be open.

Additionally and/or alternatively, security profiles may be
managed for the application or service contexts. A billing
service profile may be highly secure, a printing service
proflle may be moderately secure, and a water administra-
tion service profile may be open.

One or more embodiments of the invention, or elements
thereof, can be implemented in the form of an apparatus
including a memory and at least one processor that is
coupled to the memory and operative to perform exemplary
method steps.

One or more embodiments can make use of software
running on a general purpose computer or workstation. With
reference to FIG. 1, such an implementation might employ,
for example, a processor 16, a memory 28, and an mput/
output interface 22 to a display 24 and external device(s) 14
such as a keyboard, a pointing device, or the like. The term
“processor” as used herein 1s mtended to include any pro-
cessing device, such as, for example, one that includes a
CPU (central processing unit) and/or other forms of pro-
cessing circuitry. Further, the term “processor” may refer to
more than one individual processor. The term “memory™ 1s
intended to include memory associated with a processor or
CPU, such as, for example, RAM (random access memory)
30, ROM (read only memory), a fixed memory device ({or
example, hard drive 34), a removable memory device ({or
example, diskette), a flash memory and the like. In addition,
the phrase “input/output interface” as used herein, 1s
intended to contemplate an interface to, for example, one or
more mechanisms for iputting data to the processing unit
(for example, mouse), and one or more mechanisms for
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providing results associated with the processing unit (for
example, printer). The processor 16, memory 28, and mput/
output 1nterface 22 can be mterconnected, for example, via
bus 18 as part of a data processing unit 12. Suitable
interconnections, for example via bus 18, can also be
provided to a network interface 20, such as a network card,
which can be provided to interface with a computer network,
and to a media interface, such as a diskette or CD-ROM
drive, which can be provided to interface with suitable
media.

Accordingly, computer soitware including instructions or
code for performing the methodologies of the invention, as
described herein, may be stored in one or more of the
associated memory devices (for example, ROM, fixed or
removable memory) and, when ready to be utilized, loaded
in part or 1n whole (for example, into RAM) and imple-
mented by a CPU. Such software could include, but 1s not
limited to, firmware, resident software, microcode, and the
like.

A data processing system suitable for storing and/or
executing program code will include at least one processor
16 coupled directly or indirectly to memory clements 28
through a system bus 18. The memory elements can include
local memory employed during actual implementation of the
program code, bulk storage, and cache memories 32 which
provide temporary storage of at least some program code in
order to reduce the number of times code must be retrieved
from bulk storage during implementation.

Input/output or I/0 devices (including but not limited to
keyboards, displays, pointing devices, and the like) can be
coupled to the system either directly or through intervening
I/O controllers.

Network adapters 20 may also be coupled to the system
to enable the data processing system to become coupled to
other data processing systems or remote printers or storage
devices through intervening private or public networks.
Modems, cable modem and Ethernet cards are just a few of
the currently available types of network adapters.

As used herein, including the claims, a “server” includes
a physical data processing system (for example, system 12
as shown in FIG. 1) running a server program. It will be
understood that such a physical server may or may not
include a display and keyboard.

One or more embodiments are particularly significant in
the context of a cloud or virtual machine environment,
although this 1s exemplary and non-limiting. Reference 1s
made back to FIGS. 1-3 and accompanying text.

It should be noted that any of the methods described
herein can include an additional step of providing a system
comprising distinct software modules embodied on a com-
puter readable storage medium; the modules can include, for
example, any or all of the appropriate elements depicted 1n
the block diagrams and/or described herein; by way of
example and not limitation, any one, some or all of the
modules/blocks and or sub-modules/sub-blocks 1n the fig-
ures. The method steps can then be carried out using the
distinct software modules and/or sub-modules of the system,
as described above, executing on one or more hardware
processors such as 16. Further, a computer program product
can 1nclude a computer-readable storage medium with code
adapted to be implemented to carry out one or more method
steps described herein, including the provision of the system
with the distinct software modules.

One example of user interface to implement user interface
aspects of the on-line IT analytics managed system for
class-based management 400 1s reporting provided through
the portal and report generator 412, to a computing device
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of a user. Such a user interface can be implemented, for
example, via hypertext markup language (HI'ML) code

served out by a server or the like, to a browser of a
computing device of a user. The HI'ML 1s parsed by the
browser on the user’s computing device to create a graphical
user interface (GUI). Any number of techniques for gener-
ating web pages may be used.

Exemplary System and Article of Manufacture
Details

The present invention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present 1nvention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium 1ncludes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
istructions, instruction-set-architecture (ISA) instructions,
machine 1nstructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
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instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program 1instructions by utilizing state information
of the computer readable program instructions to personalize
the electronic circuitry, 1in order to perform aspects of the
present mvention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the tlowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1 the tlowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer imple-
mented process, such that the mstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The tflowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
tfunctions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
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grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are mtended to include the plural forms
as well, unless the context clearly indicates otherwise. It will
be further understood that the terms “comprises” and/or
“comprising,” when used 1n this specification, specily the
presence of stated features, integers, steps, operations, ele-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements 1n the
claims below are intended to include any structure, matenal,
or act for performing the function 1n combination with other
claimed elements as specifically claimed. The description of
the present mvention has been presented for purposes of
illustration and description, but 1s not intended to be exhaus-
tive or limited to the mnvention in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the mvention. The embodiment was chosen and
described 1n order to best explain the principles of the
invention and the practical application, and to enable others
of ordinary skill 1n the art to understand the invention for
various embodiments with various modifications as are
suited to the particular use contemplated.

What 1s claimed 1s:

1. A method for providing a Resource-as-a-Service
(RaaS) functionality 1 a cloud architecture, comprising:

implementing a software defined infrastructure compris-

ing distributed workload placement, location manage-
ment, and data management;

implementing a RaaS layer comprising resource discov-

ery and registration of capabilities; and

forming an ad hoc cloud with multi-dimensionality elas-

ticity using the RaaS layer, the ad hoc cloud comprising
one or more devices, each device having a device
cloudification plug-in and advertising its available
functionalities as virtual resources.

2. The method of claim 1, further comprising implement-
ing privacy and security governed by at least one policy.

3. The method of claim 2, wherein the at least one policy
specifies a profile based on at least one of a resource type,
a localization context, a cloud 1nitiator context, an applica-
tion context, and a service context.

4. The method of claim 1, wherein the cloud architecture
comprises at least one of a smart cloud of smart resources
(SCSR) and a smart cloud of smart things (SCST).

5. The method of claim 1, wherein the cloud architecture
comprises a plurality of resource types that are not tied to a
single data center or cloud provider.

6. The method of claim 1, wherein the RaaS functionality
allows formation of the ad hoc cloud with the multi-
dimensionality elasticity.

7. An apparatus for providing a Resource-as-a-Service
(RaaS) functionality 1 a cloud architecture, comprising:

a memory; and

at least one processor, coupled to said memory, and

operative to:

implement a software defined infrastructure comprising
distributed workload placement, location manage-
ment, and data management;
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implement a RaaS layer comprising resource discovery
and registration of capabilities; and

form an ad hoc cloud with multi-dimensionality elas-
ticity using the RaaS layer, the ad hoc cloud com-
prising one or more devices, each device having a
device cloudification plug-in and advertising 1its
available functionalities as virtual resources.

8. The apparatus of claim 7, wherein the at least one
processor 1s further operative to implement privacy and
security governed by at least one policy.

9. The apparatus of claim 8, wherein the at least one
policy specifies a profile based on at least one of a resource
type, a localization context, a cloud initiator context, an
application context, and a service context.

10. The apparatus of claim 7, wherein the cloud archi-

tecture comprises at least one of a smart cloud of smart
resources (SCSR) and a smart cloud of smart things (SCST).

11. The apparatus of claim 7, wherein the cloud architec-
ture comprises a plurality of resource types that are not tied
to a single data center or cloud provider.

12. The apparatus of claim 7, wherein the RaaS function-
ality allows formation of the ad hoc cloud with the multi-
dimensionality elasticity.

13. A non-transitory computer readable medium compris-
ing computer executable nstructions which when executed
by a computer cause the computer to perform a method for
providing a Resource-as-a-Service (RaaS) functionality 1n a
cloud architecture, the method comprising:
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implementing a software defined infrastructure compris-
ing distributed workload placement, location manage-
ment, and data management;

implementing a RaaS layer comprising resource discov-

ery and registration of capabilities; and

forming an ad hoc cloud with multi-dimensionality elas-

ticity using the RaaS layer, the ad hoc cloud comprising
one or more devices, each device having a device
cloudification plug-in and advertising 1its available
functionalities as virtual resources.

14. The non-transitory computer readable medium of
claim 13, wherein the method further comprises implement-
ing privacy and security governed by at least one policy.

15. The non-transitory computer readable medium of
claim 14, wherein the at least one policy specifies a profile
based on at least one of a resource type, a localization
context, a cloud mitiator context, an application context, and
a service context.

16. The non-transitory computer readable medium of
claim 13, wherein the cloud architecture comprises at least
one of a smart cloud of smart resources (SCSR) and a smart

cloud of smart things (SCST).

17. The non-transitory computer readable medium of
claim 13, wherein the cloud architecture comprises a plu-
rality of resource types that are not tied to a single data
center or cloud provider.

18. The non-transitory computer readable medium of
claim 13, wherein the RaaS functionality allows formation
of the ad hoc cloud with the multi-dimensionality elasticity.
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