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1
DATA TRUST SCORE

BACKGROUND

In the medical technology field, data generated for a
patient must be handled with care since the consequences of
acting on incorrect information can be fatal. There 1s a great
variance in the level of trust that can be had in data arnving,
from different sources. The cause of this variance includes
different factors, including: the type of device from which
the data originated; the path taken by the data to arrive at the
management provider; and the degree to which the patient/
device user has validated the data.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

Implementations of various techniques are described
herein with reference to the accompanying drawings. It
should be understood, however, that the accompanying
drawings 1illustrate only the wvarious mplementations
described herein and are not meant to limit the scope of
various techniques described herein.

FIG. 1 1llustrates an example of hardware-based security
in accordance with implementations of various techniques
described herein.

FIG. 2 illustrates an example system for implementing a
multi-factor trust score 1n accordance with implementations
of various techniques described herein.

FIG. 3 illustrates a dependency path for an attestation
cvaluation in accordance with implementations of various
techniques described herein.

FIG. 4 1llustrates a dependency path for an attestation
evaluation 1n accordance with implementations of various
techniques described herein.

FIG. § illustrates a block diagram of a method for
determining a trust score 1 accordance with implementa-
tions of various techniques described herein.

FIG. 6 1illustrates a diagram of a high data provenance
system 1n accordance with implementations of various tech-
niques described herein.

FIG. 7 illustrates an example table that includes the
plurality of metrics used to determine a trust score in
accordance with implementations of various techniques
described herein.

FIG. 8 1illustrates a diagram of a high data provenance
system 1n accordance with implementations of various tech-
niques described herein.

FIG. 9 illustrates a diagram of a mid data provenance
system 1n accordance with implementations of various tech-
niques described herein.

FIG. 10 1llustrates an example table that includes the
plurality of metrics used to determine a trust score in
accordance with implementations of various techniques
described herein.

FIG. 11 1llustrates a diagram of a mid data provenance
system 1n accordance with implementations of various tech-
niques described herein.

FIG. 12 1llustrates a diagram of a low data provenance
system 1n accordance with implementations of various tech-
niques described herein.

FIG. 13 illustrates an example table that includes the
plurality of metrics used to determine a trust score in
accordance with implementations of various techniques
described herein.

FIG. 14 illustrates a diagram of a low data provenance
system 1n accordance with implementations of various tech-
niques described herein.
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FIG. 15 illustrates a computer system for determining a
trust score 1n accordance with implementations of various
techniques described herein.

DETAILED DESCRIPTION

The present disclosure describes generating metrics, 1n
the form of a multi-factor score. This multi-factor score 1s
based on measures associated with a plurality of metrics,
¢.g., device type, data path, the degree of validation of the
data, etc. Using the generated metrics, it 1s possible for a
cloud management service to determine data provenance
and the degree to which the data can be trusted. Based on
these evaluations, e.g., the data provenance and the trust
level of the data, the system can take actions that are
appropriate to the level of trust 1n that data.

The multi-factor, e.g., trust, score may be determined
from a variety of metrics, including, but not limited to,
device attestation, gateway attestation, patient 1dentity, attri-
bution, patient consent/approval, device security level, and
gateway security level. A subject, e.g., device, data path,
soltware, soltware code section, protocol, of each metric 1s
designated points within the metric based on a level of
security provided by the subject. In one implementation,
welghts can be assigned to each metric to provide a weighted
trust score.

Device attestation 1s an atlirmation that the device, includ-
ing the hardware and software, has not been tampered with
and 1s genuine. A device attestation metric score 1s deter-
mined based on a result of the device attestation athirmation.
Gateway attestation 1s an aflirmation that the gateway,
including the hardware and software, has not been tampered
with and 1s genuine. A gateway attestation metric score 1s
determined based on a result of the gateway attestation
aflirmation.

The ability to attest that neither the device nor the gateway
has been tampered with provides a higher assurance of the
validity of the data, 1.e., increases the trustworthiness of the
data. The device from which the data has been generated and
the gateway through which the data has been transmitted
may employ a number of securnity features. In particular,
some security features may include hardware-based security,
¢.g., a hardware cryptography block, built into System on
Chips (SoCs) to provide secure endpoints and a device root
of trust (RoT). Secunity features may also include in-built
biometrics. Device hardware features permit the device to
attribute and secure the data from the time and point of
acquisition. Gateway features may be applied to further
permit the projection of the data and to provide additional
trust assurances.

Hardware-based security may also be referred to as hard-
ware-backed security. Devices and gateways employing
hardware-backed security can be combined with a trusted
boot and a trusted operating system. When combined, the
devices, gateways, trusted boot and trusted operating system
operate within a trusted execution environment (TEE).
Applications running within the TEE may be referred to as
trusted applications.

FIG. 1 1llustrates an example of hardware-based security.
FIG. 1 includes a system 100 employed by a device 105,
¢.g., an endpoint device or gateway device. The device 105
includes a secure, e.g., trusted, area 110 and a non-secure,
¢.g., non-trusted, area 115. The secure 110 and non-secure
115 areas include software 120, 125, data 130, 135, and
hardware 140, 145. The secure area 110 and non-secure area
115 1s hardware separated, with non-secure software
blocked from accessing secure resources directly. Within the

"y
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processor, software either resides 1n the secure area 110 or
the non-secure area 115. Switching between the secure area
110 and the non-secure 115 area may be accomplished by
security monitor software or core logic. The secure area 110
and non-secure area 115 may be extended to encompass
memory, soltware, bus transactions, mterrupts and periph-
erals within a SoC. Any part of the system 105 can be
designed to be part of the secure area 110, including debug,
peripherals, interrupts and memory. Using system 103,
assets can be protected from software attacks and hardware
attacks.

In one implementation, for a hardware root of trust
(HRoT), the RoT resides 1in hardware 145. In one imple-
mentation, for a software root of trust (SRoT), the RoT
resides 1n storage, e.g., data 135.

An 1dentity metric increases trustworthiness of the data by
performing an 1dentity attestation process to determine an
identity metric score based on an authentication status for
identities of the participatory entities. The participatory
entities may include a user, devices, a gateway, applications,
services, and/or any other primary components that partici-
pated 1n the acquisition and/or handling of the data.

An attribution metric increases trustworthiness of the data
by including an attribution score based on an analysis of
available metadata associated with the data and/or transmis-
sion paths for the data. ITf metadata 1s available, the metadata
1s analyzed to determine a description of the data and/or a
validity of the data. The attribution metric may also include
the verifiability and discoverability of transmission paths for
the data as a factor in the attribution metric score. The
attribution metric score provides a measure of the traceabil-
ity and auditability of the data.

A consent/approval metric increases the trustworthiness
of the data by including a consent/approval score. The
consent/approval score 1s based on a review and confirma-
tion by a user that the data has been acquired using pre-
scribed methodologies prior to providing consent for distri-
bution. The consent/approval metric provides an indication
of whether or not a user has attested that the data has been
obtained through certain prescribed procedures and that the
data belongs to the user.

A device security level metric increases the trustworthi-
ness of the data by including a device security level score.
The device security level score 1s based on the security
capabilities of the device. Hardware-backed security, e.g.,
TEE, 1s deemed more secure and, thus, provides a higher
device security level score than solftware-based security
solutions.

A gateway security level metric increases the trustwor-
thiness of the data by including a gateway security level
score. The gateway security level score 1s based on the
security capabilities of the gateway. Hardware-backed secu-
rity, e.g., TEE, 1s deemed more secure and, thus, provides a
higher gateway security level score than software-based
security solutions.

FIG. 2 illustrates an example system for implementing a
multi-factor trust score. System 200 includes an endpoint
device 205, a gateway device 210, an attestation server 215,
an analytics server 220, a drug delivery and/or therapeutic
device 225, and an alert device 230.

The endpoint device 205 may be a medical testing and/or
monitoring device. Endpoint device 205 may include any
type ol device that measures vital signs and/or performs
medical tests.

Gateway device 210 may be at least one of: a mobile
telephone; a wireless mobile device; a smart phone; a tablet;
a phablet; a smart watch; a wearable computer; a personal
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computer; a desktop computer; a laptop computer; a per-
sonal digital assistant (PDA); etc. This list 1s exemplary only
and should not be considered as limiting. Any suitable client
computing device for implementing the gateway device 210
may be used.

Endpoint devices employing a suflicient RoT are able to
sately store credentials and present these credentials to a
device that 1s performing the attestation. Different technolo-
gies provide varying degrees of security—hence leading to
different trust scores, and differences 1n how well the RoT 1s
sateguarded. Endpoint devices exhibiting higher trust scores
are able to prevent cloning, replay, and other types of
attacks.

Gateway devices handle endpoint medical device attes-
tation and data 1n transit from the sensor, e.g., endpoint, to
the cloud, e.g., a cloud-based attestation server and a cloud-
based analytics server. In terms of decrypting data from the
end sensor, certain security feature products can be used to
ensure 1solated decryption of data on the gateway/phone and
validation by the end user, therefore adding to the total
provenance of the data score.

Attestation server 213 uses metrics to determine a trust
score based on the capabilities of the endpoint device 205
and the gateway device 210. Based on the determined trust
score, which 1s based on a plurality of metrics, the attestation
server 215 determines what kind of trust can be accorded to
the system and what kind of messages can be sent down,
¢.g., to devices 210, 225, 230.

With respect to endpoint device 205, the attestation server
215 communicates with the endpoint device 205 and
includes a mechanism that prompts the endpoint device 205
to prove that 1t 1s a particular type of device and has certain
characteristics, e.g., RoT, hardware-backed security, sofit-
ware encryption, etc. The attestation mechanism provided
may be a software attestation, a hardware attestation or some
combination of software attestation and hardware attesta-
tion. The endpoint device 205 1s then assigned a score by the
attestation server 215.

With respect to gateway device 210, the attestation server
215 communicates with the gateway device 210 and
includes a mechanism that prompts the gateway device 210
to prove that 1t 1s a particular type of device and has certain
characteristics, e.g., RoT, hardware-backed security, sofit-
ware encryption, etc. The attestation mechanism provided
may be a software attestation, a hardware attestation or some
combination of soltware attestation and hardware attesta-
tion. The gateway device 210 1s then assigned a score by the
attestation server 215.

Attestation server 215 may determine an 1dentity attesta-
tion metric, an attribution metric, a consent/approval metric,
a device security level metric and/or a gateway security level
metric. A trust score 1s determined from the scores applied
to the plurality of metrics. In one implementation, the
attestation server 2135 may apply a diflerent weight to certain
metrics.

The score for each metric 1s combined to determine the
trust score. The trust score provides an indication that data
received from an endpoint device 205 has certain charac-
teristics, €.g., how the data was handled, how the i1dentity
was tagged, and/or how the endpoint device proved that 1t 1s
a certaimn type ol device. This trust score i1s sent to an
analytics server 220 and the analytics server 220 takes an
action based on this calculated trust score.

The analytics server 220 can be a health service that
determines medical decisions/actions for a patient. As
described above, the attestation server 215 communicates
with endpoint device 205 and gateway device 210 to deter-
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mine the trustworthiness of the data from the endpoint
device 2035. The attestation server 215 determines a trust
score and sends the trust score to the analytics server 220. A
higher trust score allows the analytics server 220 to deter-
mine an action for a patient with greater confidence.

With a higher trust score, 1.e., with high data provenance,
more comprehensive medical action, e.g., administering a
dosage, initiating a therapeutic action, etc., can be automati-
cally mitiated by a message sent from the analytics server
220 to drug delivery and/or therapeutic device 225. With a
medium trust score, 1.€., with mid data provenance, a medi-
cal action may include notifying a medical professional, e.g.,
by automatically sending an alert to monitoring device 230.
With a low trust score, 1.e., with low data provenance, a
medical action may 1nclude automatically sending a notifi-
cation for display to a user of gateway device 210.

In one implementation, the attestation server 2135 and the
analytics server 220 are cloud-based servers. In one 1mple-
mentation, communications between the endpoint device
205 and the attestation server 215 are passed through
gateway device 210.

In one implementation, endpoint device 205 may com-
municate directly with the attestation server. This commu-

nication may be accomplished via WikF1, Ethernet, cellular,
or other direct IP addressable networks.

The endpoint device 205 and gateway device 210 employ
a suilicient degree of trust such that these devices can sately
store credentials and be able to present the credentials to the
device that 1s performing the attestation, e.g., attestation
server 215.

In one implementation, trust 1s built up from a common
root that 1s typically embedded 1n the hardware at the point
of manufacture. This Root of Trust (RoT) 1s employed 1n the
boot sequences to load the operating system (OS) and all
subsequent operations. In general, RoT serves as a separate
computing engine that controls a trusted computing plat-
form. Attestation server 215 can leverage this trusted com-
puting platform to aflirm that the device, including hardware
and software, has not been tampered with and 1s genuine.

In the event that no attestation service 1s available on an
endpoint device or gateway, an attestation procedure may
return (NULL/O) on the endpoint device or gateway being
attested. For example, the lowest level of Bluetooth attes-
tation 1s a standard Bluetooth Low Energy (BLE) advertise-
ment. Many current BLE consumer medical devices do not
include RoT or any kind of formal attestation mechanism.
The lack of a formal attestation mechamsm for an endpoint
or gateway device results 1n a lower trust score for data sent
from or through these devices.

The attestation process can be leveraged to ensure that the
data processing pipeline remains unaltered or without inter-
terence. FIG. 3 and FIG. 4 illustrate dependency paths for an
attestation evaluation. As the attestation evaluation traverses
the dependency paths, the evaluation patterns will either
resemble a linear evaluation, as shown 1n FIG. 3, or a graph
evaluation, as shown 1n FIG. 4, where common nodes may
be present. Although FIG. 3 and FIG. 4 describe the depen-
dency paths as including components or applications, the
clements of each dependency path may include any item,
¢.g., soltware, hardware, or any combination of software and
hardware, capable of validation by attestation.

In one implementation, when a device, e.g., endpoint
device 205 or gateway device 210, 1s remotely attested, an
attestation request received from attestation server 215 1is
1ssued to a local attestation engine. In one implementation,
the local attestation engine employs RoT. When RoT 1s

10

15

20

25

30

35

40

45

50

55

60

65

6

employed, the local attestation engine validates the hard-
ware and evaluates the application(s).
FIG. 3 1llustrates a linear scenario of an evaluation of trust

by a local attestation engine 303 of a device 205, 210. Each
device 2035, 210 may include a hardware RoT 310. In FIG.
3, the application A depends on a component B which

depends on a component C. In this scenario, the chain
A—B—C 1s validated.

FIG. 4 1llustrates a common node scenario of an evalua-

tion of trust by a local attestation engine 405 of a device 205,
210. Each device 205, 210 may include a hardware RoT 410.

In FIG. 4, the application A depends on component B which
in turn depends on component C and component D. As a part
of the evaluation, dependencies of component C and com-
ponent D are also evaluated. In this scenario, component X
(which can be any hardware or software component of
device 205, 210 such as a driver or Bluetooth Low Energy
(BLE) module), i1s evaluated once and the attestation infor-
mation for this component 1s stored by the local attestation
engine 405. Since component X 1s a common node, when a
subsequent request for evaluation that has a dependency
chain that includes component X is recerved, the previously
stored attestation information for component X can be
retrieved by the local attestation engine 4035. Providing
attestation in this manner optimizes the attestation process
and allows the attestation of component dependencies to be
performed 1n a more eflicient manner. Once all paths are
evaluated, the attestation metric response 1s securely com-
municated outbound to the attestation server 215.

Another example includes a scenario where gateway 210
receives an attestation request from attestation server 2185.
Based on the attestation request, the device attests the
hardware and soiftware of the device. Gateway 210 deter-
mines different drivers that are to be attested. In addition,
gateway 210 1s recerving two different data types from two
different endpoint devices. For instance, gateway 210
receives oxygen readings of a patient from a first endpoint
device and blood pressure readings of the patient from a
second endpoint device. The first endpoint device depends
on a Bluetooth stack. An attestation 1s performed on the
Bluetooth stack of the gateway device 210. The second
endpoint device also depends on a Bluetooth stack. Since the
Bluetooth stack of the gateway device 210 has already been
cvaluated and attested, the Bluetooth stack of the gateway
device 210 does not need to be evaluated again. In the same
device there can be multiple paths for different endpoint
devices and/or channels of data.

FIG. 5 illustrates a block diagram of a method for
determining a trust score. At block 503, data 1s recerved from
one or more endpoint devices, e.g., endpoint device 205,
over a gateway, e.g., gateway device 210.

In one implementation, each of the one or more endpoint
devices may include a RoT engine. In another implementa-
tion the gateway may include a RoT engine.

In one implementation, the gateway and each of the one
or more endpoint devices may include a RoT engine. In one
implementation, the one or more endpoint devices and the
gateway are part of a TEE.

At block 510, a trust score 1s determined based on a
plurality of metrics. The plurality of metrics may include,
but are not limited to: device attestation, gateway attestation,
identity attestation, attribution, consent/approval, device
security level, and gateway security level. A subject, e.g.,
device, data path, software, software code section, protocol,
of each metric 1s designated points within the metric based
on a level of security provided by the subject. In one
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implementation, weights can be assigned to each metric to
provide a weighted trust score.

At block 515, the trust score 1s sent to an analytics server,
¢.g., analytics server 220. The trust score 1s configured to be
used by the analytics server to determine alerts and/or
commands based on the trust score. Determining an alert
and/or command may include initiating a medical action,
¢.g., delivering a dosage to a patient 1n a high data prov-
enance scenario. Determining an alert and/or command may
also include delivering a notification to a medical profes-
sional 1n a mid data provenance scenario. Determining an
alert and/or command may further include sending a noti-
fication to a user of a gateway device 1 a low data
provenance scenario.

FIGS. 6-8 1llustrate an example of a high data provenance
scenar1o. FIG. 6 illustrates a diagram of a high data prov-
enance system 600 that includes an endpoint device 605, a
gateway device 610, and an attestation server 615. In this
example, endpoint device 605 1s a glucose meter and gate-
way device 610 1s a smart watch. The security features
included 1n endpoint device 605 are: device attestation,
built-in 1dentity biometrics, device and application layer
specific encryption and a TEE that includes hardware cryp-
tography and a secure element key store. The security
teatures included 1n gateway device 610 are: gateway attes-
tation, fingerprint 1dentity, consent and data attribution tag-
ging, and a TEE that includes hardware cryptography and a
secure element key store. As a result, the glucose reading of
120 1s being sent over an endpoint device 605 and a gateway
610 having highly-secure hardware backed security.

FI1G. 7 1llustrates a table 700 that includes the plurality of
metrics used to determine a trust score for system 600. The
plurality of metrics includes device attestation, gateway
attestation, 1denftity attestation, attribution, consent/ap-
proval, device security level and gateway security level.
Each metric 1s assigned a weight. In this example, device
attestation, gateway attestation and consent/approval are
assigned a weight of ‘2’ and 1dentity attestation, attribution,
device security level and gateway security level are assigned
a weight of °1.” Based on the security features described 1n
FIG. 6, points are determined for each of the plurality of
metrics. In this example, a point level of 100 was determined
for each of the plurality of metrics. Multiplying the weight
formula by the number of points for each metric provides a
score for each metric. The scores for each metric are then
added to determine a total score, e.g., trust score. In this
example, the trust score 1s 1000.

Accordingly, since the trust score for the data received
from endpoint device 603 1s high, 1t may be considered
appropriate to respond to the received data with a high level
of invasiveness or risk to the patient. FIG. 8 includes a
diagram of a high data provenance system including end-
point device 605, gateway device 610, attestation server
615, analytics server 805 and drug delivery device 810. As
illustrated in the FIG. 8, the glucose reading of 120 from
endpoint device 603 1s sent to attestation server 615 through
gateway device 610. The attestation server 615 determines
the trust score and sends the glucose reading along with the
trust score to analytics server 805. Based on the trust score
exhibiting high data provenance and on the received glucose
information data, the analytics server 805 makes a determi-
nation to deliver isulin to the patient, e.g., using drug
delivery device 810. This action by the analytics server 803
could create a risk to the patent if the data was incorrect,
however, since the data 1s trusted, the insulin can be deliv-
ered at a lower risk to the patient.

5

10

15

20

25

30

35

40

45

50

55

60

65

8

FIGS. 9-11 illustrate an example of a mid-data prov-
enance scenario. FIG. 9 illustrates a diagram of a system 900
that includes an endpoint device 905, a gateway device 910,
and an attestation server 9135. In this example, endpoint
device 905 1s a glucose meter and gateway device 910 1s a
smart phone. The security features included in endpoint
device 905 are: device attestation, built-in 1dentity biomet-
rics, device and application layer specific encryption and
partial TEE security. The security features included 1n gate-
way device 910 are: partial gateway attestation, voice 1den-
tity, consent and data attribution tagging, and white box
cryptography. As a result, the glucose reading of 120 1s being
sent over an endpoint device 905 having highly-secure
hardware backed security and a gateway 910 having semi-
secure security features.

FIG. 10 1llustrates an example table 1000 that includes the
plurality of metrics used to determine a trust score for
system 900. The plurality of metrics includes device attes-
tation, gateway attestation, idenftity attestation, attribution,
consent/approval, device security level and gateway security
level. Each metric 1s assigned a weight. In this example,
device attestation, gateway attestation and consent/approval
are assigned a weight of °2° and identity attestation, attri-
bution, device security level and gateway security level are
assigned a weight of ‘1.” Based on the security features
described 1n FIG. 9, pomts are determined for each of the
plurality of metrics. In this example, a point level of 75 was
determined for the device attestation, gateway attestation,
identity attestation, consent/approval, device securty level,
and gateway security level metrics. A point level of 100 was
determined for the attribution metric. Multiplying the weight
formula by the number of points for each metric provides a
score for each metric. The scores for each metric are then
added to determine a total score, e.g., trust score. In this
example, the trust score 1s 773.

In this example, the trust score 1s at a level below the
highest value. There are a number of reasons that factor mnto
a lower trust score, such as: (1) the gateway through which
the data travels (e.g. user’s smartphone) 1s less trusted or
there 1s no end-to-end security (which might allow interme-
diate parties to modily the data), or (11) the device has less
hardware security capabilities. As such, a medium level of
trust 1s established 1n the same data as the high level of trust
example above 1in FIGS. 6-8. As described 1n FIG. 11, based
on the same data a cloud-based analytics server may elect to
trigger a different action based on the lower trust score. For
example, the service may elect to take a less risky/invasive
action such as notilying a care provider.

FIG. 11 includes a diagram of a mid data provenance
system 1100 including endpoint device 905, gateway device
910, attestation server 913, analytics server 1105 and moni-
toring device 1110. As illustrated 1n the FIG. 9, the glucose
reading of endpoint device 905 1s sent to attestation server
915 through gateway device 910. The attestation server 915
determines the trust score and sends the glucose reading
along with the trust score to analytics server 1105. Based on
the trust score exhibiting mid data provenance and on the
received glucose information data, the analytics server
makes a determination to notify a care provider, €.g., using
monitoring device 1110.

FIGS. 12-14 illustrate an example low data provenance
scenar1o. FIG. 12 illustrates a diagram of a system 1200 that
includes an endpoint device 12035, a gateway device 1210,
and an attestation server 12135. In this example, endpoint
device 1205 1s a glucose meter and gateway device 1210 1s
a smart phone. The endpoint device 12035 does not include
device attestation, device and application layer specific
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encryption or chip level security. The only security feature
for endpoint device 1205 1s Bluetooth Low Energy (BLE)
layer encryption. The gateway device 1210 does not include
gateway attestation. However, the gateway device 1210 does
include the following security features: personal identifica-
tion number (PIN) 1dentity, partial consent and data attribu-
tion tagging, and standard software security. As a result, the
glucose reading of 120 1s being sent over endpoint device
1205 having unknown security and a gateway 1210 having
limited security features.

FI1G. 13 illustrates an example table 1300 that includes the
plurality of metrics used to determine a trust score for
system 1200. The plurality of metrics includes device attes-
tation, gateway attestation, identity attestation, attribution,
consent/approval, device security level and gateway security
level. Each metric 1s assigned a weight. In this example,
device attestation, gateway attestation and consent/approval
are assigned a weight of ‘2” and identity attestation, attri-
bution, device security level and gateway security level are
assigned a weight of ‘1.” Based on the security features
described 1n FIG. 12, points are determined for each of the
plurality of metrics. In this example, a point level of 0 was
determined for the device attestation, gateway attestation
and device security level metrics. A point level of 50 was
determined for the identity attestation, attribution and con-
sent/approval metrics. A point level of 25 was determined
for the gateway security level metric. Multiplying the weight
formula by the number of points for each metric provides a
score for each metric. The scores for each metric are then
added to determine a total score, e.g., trust score. In this
example, the trust score 1s 273.

In this example, the trust score 1s at a low level. There are
a number of reasons that factor into the low trust score, such
as: (1) low encryption or security capabilities on the device,
(11) no or low-security user validation of the data, and (111)
limited security on the gateway route through which the data
was provided to the to an attestation server. As such, a low
level of trust 1s established in the same data as the high and
mid level of trust examples above 1 FIGS. 6-11. As
described 1in FIG. 14, based on the same data, a cloud-based
analytics server may elect to trigger a different action based
on the low trust score. For example, the service may elect to
take an even lower risk action such as sending a notification
to the user’s smartphone.

FIG. 14 includes a diagram of a low data provenance
system 1400 including endpoint device 1205, gateway
device 1210, attestation server 1215, and analytics server
1405. As 1llustrated in the FIG. 14, the glucose reading of
endpoint device 1205 1s sent to attestation server 1213
through gateway device 1210. The attestation server 1215
determines the trust score and sends the glucose reading
along with the trust score to analytics server 1405. Based on
the trust score exhibiting low data provenance and on the
received glucose information data, the analytics server
makes a determination to send a notification to a user’s smart
phone, e.g., gateway device 1210.

Determining a trust score using an attestation server
allows an analytics server to generate a response to received
data. Based on the trust score, the generated response to the
received data 1s determined 1n a manner that 1s approprate
tor the level of trust 1n the received data.

FIG. 15 illustrates a computing system 1500 1n accor-
dance with implementations of various techniques described
herein. The computing system 1500 may i1nclude a central
processing unit (CPU) 1530, a system memory 1526, a
graphics processing umt (GPU) 1531 and a system bus 1528
that couples various system components including the sys-
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tem memory 1526 to the CPU 1530. Although only one CPU
1530 1s 1llustrated 1n FIG. 15, 1t should be understood that 1in
some 1mplementations the computing system 1500 may
include more than one CPU 1530.

The CPU 1530 may include a microprocessor, a micro-
controller, a processor, a programmable 1integrated circuit, or
a combination thereol. The CPU 1530 can comprise an
ofl-the-shell processor such as a Reduced Instruction Set
Computer (RISC), or a Microprocessor without Interlocked
Pipeline Stages (MIPS) processor, or a combination thereof.
The CPU 1330 may also include a proprietary processor.

The GPU 1531 may be a microprocessor specifically
designed to manipulate and implement computer graphics.
The CPU 1530 may oflload work to the GPU 1531. The
GPU 1531 may have 1ts own graphics memory, and/or may
have access to a portion of the system memory 1526. As with
the CPU 1530, the GPU 1531 may include one or more
processing umts, and each processing umt may include one
Or more cores.

The CPU 1530 may provide output data to a GPU 13531.
The GPU 1531 may generate graphical user interfaces that
present the output data. The GPU 1531 may also provide
objects, such as menus, 1n the graphical user interface. A
user may provide inputs by interacting with the objects. The
GPU 1531 may receive the mputs from interaction with the
objects and provide the inputs to the CPU 1530. A video
adapter 1532 may be provided to convert graphical data into
signals for a monitor 1534. The monitor 1534 includes a
screen 1505. In certain implementations, the screen 1505
may be sensitive to touching by a finger. In other 1imple-
mentations, the screen 1505 may be sensitive to the body
heat from the finger, a stylus, or responsive to a mouse.
Additionally, 1n certain implementations, the screen may
have the capability of displaying more than one plan posi-
tion indicator (PPI).

The system bus 1528 may be any of several types of bus
structures, including a memory bus or memory controller, a
peripheral bus, and a local bus using any of a variety of bus
architectures. By way of example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (MCA) bus, Enhanced ISA
(EISA) bus, Video Electronics Standards Association
(VESA) local bus, and Peripheral Component Interconnect
(PCI) bus also known as Mezzanine bus. The system
memory 1526 may include a read only memory (ROM)
1512 and a random access memory (RAM) 1516. A basic
input/output system (BIOS) 1514, containing the basic rou-
tines that help transfer information between elements within
the computing system 1500, such as during start-up, may be
stored 1n the ROM 1512.

The computing system 1500 may further include a hard
disk drive iterface 1536 for reading from and writing to a
hard disk 15350, a memory card reader 1552 for reading from
and writing to a removable memory card 1556, and an
optical disk drive 1554 for reading from and writing to a
removable optical disk 1558, such as a CD ROM or other
optical media. The hard disk 1550, the memory card reader
1552, and the optical disk drive 1554 may be connected to
the system bus 1528 by a hard disk drive interface 1536, a
memory card reader interface 1538, and an optical drive
interface 1540, respectively. The drives and their associated
computer-readable media may provide nonvolatile storage
ol computer-readable 1nstructions, data structures, program
modules and other data for the computing system 13500.

Although the computing system 1500 1s described herein
as having a hard disk, a removable memory card 1556 and
a removable optical disk 1558, 1t should be appreciated by
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those skilled in the art that the computing system 1500 may
also include other types of computer-readable media that
may be accessed by a computer. For example, such com-
puter-readable media may include computer storage media
and communication media. Computer storage media may
include volatile and non-volatile, and removable and non-
removable media implemented 1n any method or technology
for storage of information, such as computer-readable
instructions, data structures, program modules or other data.
Computer storage media may further include RAM, ROM,
erasable programmable read-only memory (EPROM), elec-
trically erasable programmable read-only memory (EE-
PROM), tlash memory or other solid state memory technol-
ogy, CD-ROM, digital versatile disks (DVD), or other
optical storage, magnetic cassettes, magnetic tape, magnetic
disk storage or other magnetic storage devices, or any other
medium which can be used to store the desired information
and which can be accessed by the computing system 1500.
Communication media may embody computer readable
instructions, data structures, program modules or other data
in a modulated data signal, such as a carrier wave or other
transport mechanism and may include any information
delivery media. The term “modulated data signal” may mean
a signal that has one or more of 1its characteristics set or
changed in such a manner as to encode information 1n the
signal. By way of example, and not limitation, communi-
cation media may include wired media such as a wired
network or direct-wired connection, and wireless media
such as acoustic, RF, infrared and other wireless media. The
computing system 1500 may also include a host adapter
1533 that connects to a storage device 1535 via a small
computer system interface (SCSI) bus, a Fiber Channel bus,
an eSATA bus, or using any other applicable computer bus
interface.

The computing system 1500 can also be connected to a
router 1564 to establish a wide area network (WAN) 1566
with one or more remote computers 1599. The router 1564
may be connected to the system bus 1528 via a network
interface 1544. The remote computers 1599 can also include
hard disks 1572 that store application programs 1570.

In another implementation, the computing system 1500
may also connect to the remote computers 1599 via local
area network (LAN) 1576 or the WAN 1566. When using a
LAN networking environment, the computing system 1500
may be connected to the LAN 1576 through the network
interface or adapter 1544. The LAN 1576 may be imple-
mented via a wired connection or a wireless connection. The
LAN 1576 may be implemented using Wi-F1™ technology,
cellular technology, Bluetooth™ technology, satellite tech-
nology, or any other implementation known to those skilled
in the art. The network interface 1544 may also utilize
remote access technologies (e.g., Remote Access Service
(RAS), Virtual Private Networking (VPN), Secure Socket
Layer (SSL), Layer 6 Tunneling (L2T), or any other suitable
protocol). These remote access technologies may be 1imple-
mented 1n connection with the remote computers 1599. It
will be appreciated that the network connections shown are
exemplary and other means of establishing a communica-
tions link between the computer systems may be used.

A number of program modules may be stored on the hard
disk 1550, memory card 1556, optical disk 1558, ROM 1512
or RAM 1516, including an operating system 13518, one or
more application programs 1520, and program data 1524. In
certain 1mplementations, the hard disk 1550 may store a
database system. The database system could include, for
example, recorded points. The application programs 1520
may include various mobile applications (“apps”) and other
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applications configured to perform various methods and
techniques described herein. The operating system 1518
may be any suitable operating system that may control the
operation of a networked personal or server computer.

A user may enter commands and information into the
computing system 1500 through input devices such as
buttons 1562, which may be physical buttons, virtual but-
tons, or combinations thereof. Other mput devices may
include a microphone, a mouse, or the like (not shown).
These and other 1input devices may be connected to the CPU
1530 through a serial port interface 1542 coupled to system
bus 1528, but may be connected by other interfaces, such as
a parallel port, game port or a universal serial bus (USB).

In one implementation, the one or more application pro-
grams 1520 or 1570 stored 1n the computer-readable media
can include a plurality of instructions that when executed by
a processing unit, such as a CPU 1530, cause the computing
system to perform any of the techniques, or portions thereof,
that are described herein.

Described herein are implementations of various tech-
nologies for determining a multi-factor trust score. Data
from one or more endpoint devices 1s received over a
gateway. A trust score 1s determined based on a plurality of
metrics. The plurality of metrics including at least: a first
attestation process performed for the one or more endpoint
devices, and a second attestation process performed for the
gateway. The trust score 1s sent to an analytics server. The
trust score 1s configured to be used by the analytics server to
determine an alert and/or a command based on the trust
score.

Described herein 1s also a cloud-based attestation server
including a computer system having a processor and
memory having stored thereon a plurality of executable
instructions which, when executed by the processor, cause
the processor to: receive data from one or more endpoint
devices over a gateway; determine a trust score based on a
plurality of metrics, the plurality of metrics including at
least: a first attestation process performed for the one or
more endpoint devices, and a second attestation process
performed for the gateway; and send the trust score to an
analytics server, the trust score configured to be used by the
analytics server to determine an alert and/or a command
based on the trust score.

In one implementation, the plurality of metrics further
include a third attestation process based on an authentication
status of an 1dentity of an enfity participating 1n an acqui-
sition and/or handling of the data. The plurality of metrics
may further imnclude at least one of an attribution metric, a
consent and/or approval metric, a device security level
metric, and a gateway security level metric.

In one implementation, each of the one or more endpoint
devices may include a root of trust computing engine.

In one implementation, the gateway may include a root of
trust computing engine.

In one implementation, the gateway and each of the one
or more endpoint devices may include a root of trust
computing engine. The one or more endpoint devices and
the gateway may be part of a trusted execution environment.

In one implementation, a score can be determined for each
of the plurality of metrics. In one implementation, the score
for each of the plurality of metrics may be combined to
determine the trust score.

In one implementation, a weight may be applied to each
of the plurality of metrics. The weight for each of the
plurality of metrics may be applied to the score that 1s
determined for each of the plurality of metrics to determine
a weighted score for each of the plurality of metrics. The
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weighted score for each of the plurality of metrics may be
combined to determine the trust score.

In one implementation, determining the command may
include automatically initiating a medical action. The medi-
cal action may include automatically delivering a dosage.

In one implementation, determining the alert may include
automatically delivering a notification to a medical profes-
s1onal.

In one implementation, determining the alert may include
sending a notification to the gateway. The discussion of the
present disclosure 1s directed to certain specific implemen-
tations. It should be understood that the discussion of the
present disclosure 1s provided for the purpose of enabling a
person with ordinary skill 1in the art to make and use any
subject matter defined herein by the subject matter of the
claims.

It should be intended that the subject matter of the claims
not be lmmited to the implementations and illustrations
provided herein, but include modified forms of those imple-
mentations including portions of the implementations and
combinations of elements of different implementations
within the scope of the claims. It should be appreciated that
in the development of any such implementation, as 1n any
engineering or design project, numerous implementation-
specific decisions should be made to achieve a developers’
specific goals, such as compliance with system-related and
business related constraints, which may vary from one
implementation to another. Moreover, 1t should be appreci-
ated that such a development effort maybe complex and time
consuming, but would nevertheless be a routine undertaking
of design, fabrication, and manufacture for those of ordinary
skill having benefit of this disclosure. Nothing in this
application should be considered critical or essential to the
claimed subject matter unless explicitly indicated as being
“critical” or “essential.”

Reference has been made 1n detail to various implemen-
tations, examples of which are 1illustrated 1n the accompa-
nying drawings and figures. In the following detailed
description, numerous specific details are set forth to pro-
vide a thorough understanding of the present disclosure.
However, the present disclosure may be practiced without
these specific details. In other 1nstances, well-known meth-
ods, procedures, components, circuits and networks have not
been described 1n detail so as not to unnecessarily obscure
aspects of the embodiments.

It should also be understood that, although the terms first,
second, etc. may be used herein to describe various ele-
ments, these elements should not be limited by these terms.
These terms are only used to distinguish one element from
another. For example, a first object or step could be termed
a second object or step, and, similarly, a second object or
step could be termed a first object or step, without departing
from the scope of the invention. The first object or step, and
the second object or step, are both objects or steps, respec-
tively, but they are not to be considered the same object or
step.

The terminology used in the description of the present
disclosure herein 1s for the purpose of describing particular
implementations and 1s not mntended to limit the present
disclosure. As used in the description of the present disclo-
sure and appended claims, the singular forms “a,” “an,” and
“the” are intended to include the plural forms as well, unless
the context clearly indicates otherwise. The term “and/or” as
used herein refers to and encompasses any and all possible
combinations of one or more of the associated listed 1tems.
The terms “‘includes,” “including,” “comprises,” and/or
“comprising,” when used in this specification, specily a
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presence ol stated features, integers, steps, operations, ele-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, itegers, steps,
operations, elements, components and/or groups thereof.

As used herein, the term “1”” may be construed to mean
“when” or “upon” or “in response to determining” or “in
response to detecting,” depending on the context. Similarly,
the phrase “if 1t 1s determined” or “if [a stated condition or
event] 1s detected” may be construed to mean “upon deter-
mining” or “in response to determining’ or “upon detecting
[the stated condition or event]” or “in response to detecting
[the stated condition or event],” depending on the context.
As used herein, the terms “up” and “down”; “upper” and
“lower”; “upwardly” and “downwardly”; “below” and
“above”; and other similar terms indicating relative posi-
tions above or below a given point or element may be used
in connection with some 1mplementations of various tech-
nologies described herein.

While the foregoing is directed to implementations of
vartous techniques described herein, other and further
implementations may be devised without departing from the
basic scope thereof, which may be determined by the claims
that follow.

Although the subject matter has been described 1n lan-
guage specific to structural features and/or methodological
acts, 1t 1s to be understood that the subject matter defined 1n
the appended claims 1s not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.

What 1s claimed 1s:

1. A method, comprising:

recerving, by an attestation server, data from one or more

endpoint devices over a gateway;

communicating, by the attestation server, to the one or

more endpoint devices to receive characteristics of the
one or more endpoint devices;

communicating, by the attestation server, to the gateway

to receive characteristics of the gateway;

determiming, by the attestation server, a trust score based

on a plurality of metrics, the plurality of metrics

including at least:

a first attestation process performed based on the char-
acteristics of the one or more endpoint devices, and

a second attestation process performed based on the
characteristics of the gateway; and

sending the trust score, by the attestation server, to an

analytics server, the trust score being configured to be
used by the analytics server to evaluate trustworthiness
of the data and to determine an alert and/or a command.

2. The method of claim 1, wherein the plurality of metrics
further include a third attestation process based on an
authentication status of an 1dentity of an entity participating
in an acquisition and/or handling of the data.

3. The method of claim 2, wherein the plurality of metrics
further includes at least one of an attribution metric, a device
security level metric, a gateway security level metric, and a
consent and/or approval metric.

4. The method of claim 1, wherein the attestation server
directly communicates to the one or more endpoint devices
to receirve characteristics of the one or more endpoint
devices.

5. The method of claim 1, wherein the trust score is
compared to a plurality of threshold levels prior to autho-
rizing different automated responses.

6. The method of claim 1, wherein the attestation server
and analytics server are cloud-based servers.
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7. The method of claim 1, wherein each of the one or more
endpoint devices includes a root of trust computing engine.

8. The method of claim 1, wherein the gateway includes
a root of trust computing engine.

9. The method of claim 1, wherein the gateway and each
of the one or more endpoint devices include a root of trust
computing engine.

10. The method of claim 9, wherein the one or more
endpoint devices and the gateway are part of a trusted
execution environment.

11. The method of claim 1, wherein a score 1s determined
for each of the plurality of metrics.

12. The method of claim 11, wherein the score for each of
the plurality of metrics 1s combined to determine the trust
score.

13. The method of claim 11, further comprising applying
a weight to each of the plurality of metrics.

14. The method of claim 13, wherein the weight for each
of the plurality of metrics 1s applied to the score that is
determined for each of the plurality of metrics to determine
a weighted score for each of the plurality of metrics.

15. The method of claim 14, wherein the weighted score
tor each of the plurality of metrics 1s combined to determine
the trust score.

16. The method of claim 5, wherein the plurality of
threshold levels includes a first threshold and a second
threshold, and at the trust score above the first threshold, the
different automated responses comprise automatically 1niti-
ating a medical action.

17. The method of claim 16, wherein the medical action
comprises automatically delivering a dosage.

18. The method of claim 16, wherein at the trust score

below the first threshold and above the second threshold, the
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different automated responses comprise automatically deliv-
ering a notification to a medical professional.

19. The method of claim 18, wherein at the trust score
below the second threshold the diflerent automated
responses comprise sending a notification to the gateway.

20. A cloud-based attestation server, comprising:

a computer system having a processor and memory hav-
ing stored thereon a plurality of executable mstructions
which, when executed by the processor, cause the
processor to:

receive, by an attestation server, data from one or more
endpoint devices over a gateway;

communicate, by the attestation server, to the one or
more endpoint devices to receive characteristics of
the one or more endpoint devices;

communicate, by the attestation server, to the gateway
to recerve characteristics of the gateway;

determine, by the attestation server, a trust score based
on a plurality of metrics, the plurality of metrics
including at least:

a first attestation process performed based on the
characteristics of the one or more endpoint
devices, and

a second attestation process performed based on the
characteristics of the gateway;

send the trust score, by the attestation server, to an
analytics server, the trust score configured to be used
by the analytics server to evaluate trustworthiness of
the data and to determine an alert and/or a command
based on the trust score.
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