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(57) ABSTRACT

A neural network processing system includes at least one
synapse and a neuron circuit. The synapse receives an input
signal and has an external weighted value and an internal
weighted value, and the internal weighted value has a
variation caused by an external stimulus. When the variation
of the mternal weighted value accumulates to a threshold
value, the external weighted value varies and the input signal
1s multiplied by the external weighted value of the synapse
to generate a weighted signal. A neuron circuit 1s connected
with the synapse to receive the weighted signal transmitted
by the synapse, and calculates and outputs the weighted
signal. The present invention can simultaneously accelerate
the prediction and learning functions of the deep learming
and realize a hardware neural network with high precision
and real-time learning.
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Fig. 5b
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Fig. 5¢
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1
NEURAL NETWORK PROCESSING SYSTEM

This application claims priority for Taiwan patent appli-
cation no. 106113591 filed on May 11, 2017/, the content of
which 1s incorporated by reference 1n 1ts entirely.

BACKGROUND OF THE INVENTION

Field of the Invention

The present invention relates to an artificial neural net-
work system, particularly to a modified neural network

processing system.

Description of the Related Art

With the development of software technology, the deep
learning of neural network defined by software uses the
general learning rule, so as to greatly improve the ability of
artificial intelligence, such as i1mage recognition, speech
recognition, natural language understanding and decision.
Hardware neural networks (HNN) further reduce the hard-
ware size, cost and power consumption of the deep learning,
system.

HNN consists of neuron networks connected to each other
through synapses and has thousands of synapses, wherein
weights of the synapses are optimized during training. Refer
to FIG. 1. A neuron 10 receives several mput signals 12.
During training of synapses 14, a weight 142 1s usually
initialized by a random value and varied by a slight incre-
ment. In general, the weights 142 of the synapses 14 are
stored 1n a multi-bit memory. Analog multi-level properties
of a resistive random access memory (RRAM) are used for
storing the weights of the synapses. More particularly, a
synapse array of a high-density crossbar resistive random
access memory stores distributed weights to simultaneously
perform multiplication of matrix vectors and update the
weights, whereby the learning efliciency 1s apparently
improved.

However, the RRAM has some problems. Firstly, the
technology of an analog multi-level RRAM 1s much less
mature than that of a binary RRAM. Secondly, the analog
multi-level RRAM needs complicated writing steps. That 1s
to say, the analog multi-level RRAM needs to precisely
control amplitudes of pulses and sustained time, which 1s not
an 1deal behavior. For example, the finite precision and
non-linear update for weights both cause damage to the
performance of the HNN. Thirdly, the analog RRAM usu-
ally has the worse data-keeping time and reliability.

The simple binary RRAM 1is used to overcome the draw-
backs of the RRAM by two ways. One way 1s to use several
binary RRAM units to represent a single weight. However,
the precision ol weights increases as network density
increases. Thus, the scale of network 1s limited. Another way
1s to use a single RRAM to represent a binary weight. In
such a case, although the inference capability with high
precision 1s developed after time-consuming oflline training,
the precision of weights 1s too low to accelerate online
training.

To overcome the abovementioned problems, the present
invention provides a neural network processing system for
improving binary weight calculations, so as to improve
weilght calculations of the conventional synapses.

SUMMARY OF THE INVENTION

A primary objective of the present invention 1s to provide
a neural network processing system, which uses an external
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signal such as an electrical stimulus and the adaptive learn-
ing rule to update an external weighted value and an internal
weilghted value of a synapse, wherein the external weighted
value can be measured and the internal weighted value
cannot be directly measured. Under continuous external
stimuli, the 1internal weighted value has accumulation prop-
ertiecs. When a vanation of the internal weighted value
accumulates to a threshold value, the external weighted
value varies to generate a precise weighted signal.

Another objective of the present invention 1s to provide a
neural network processing system, which uses a synapse
having an external weighted value and an 1nternal weighted
value to overcome the drawbacks of a conventional single
analog weight with low precision. Thus, the demand for
updating the precise weight required by on-line learning 1s
satisfied, and the prediction and learning functions of the
deep learning are accelerated to realize a hardware neural
network for real-time on-line learning.

To achieve the abovementioned objectives, the present
invention provides a neural network processing system,
which comprises at least one synapse and a neuron circuit.
The synapse receives at least one mput signal and has an
external weighted value and an internal weighted value, and
the internal weighted value has a variation caused by an
external stimulus. When the varniation of the internal
weighted value accumulates to a threshold value, the exter-
nal weighted value varies and the input signal 1s multiplied
by the external weighted value of the synapse to generate at
least one weighted signal. The neuron circuit 1s connected
with the synapse to receive the weighted signal transmitted
by the synapse, and calculates and outputs the weighted
signal.

In an embodiment of the present invention, the external
weilghted value 1s obtained by electrical measurement. The
electrical measurement 1s measurement of resistance,
capacitance, inductance or impedance.

In an embodiment of the present invention, the internal
weilghted value 1s a difference of a physical structure of the
synapse, and the difference comprises amounts of defects,
compositions ol elements, atom arrangement, molecular
configurations, ferroelectric domain arrangement or ferro-
magnetic domain arrangement. The diflerence of the physi-
cal structure uniformly or non-uniformly exists 1n the syn-
apse.

In an embodiment of the present invention, the variation
of the internal weighted value accumulates by the gradient-
descent backward propagation rule, the spike-timing-depen-
dent plasticity (STDP), the Hebb rule, the Oja rule or the
Bienenstock-Cooper-Munro (BCM) rule.

In an embodiment of the present invention, the external
stimulus 1s a voltage or a current.

In an embodiment of the present invention, the external
weilghted value has a random variation of binary states, and
a cumulative distribution function (CDF) of the internal
weighted value 1s used to determine a probability of the
random variation. The CDF of the internal weighted value 1s
adjusted by a pulse amplitude, a pulse duration and a pulse
relaxation period for a pulse voltage or a current stimulus.

In an embodiment of the present invention, the synapse
comprises a binary resistive random-access memory
(RRAM), an oxide RAM, a conductive-bridging RAM
(CBRAM), a phase-change memory (PCM), a magnetore-
sistive RAM (MRAM), a ferroelectric RAM (FERAM), a
spin torque transier MRAM (STT-MRAM) or a parallel and
series combination of these. The synapse consists of a
plurality of memories, and the external weighted value of the
synapse consists of a plurality of bats.
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Below, the embodiments are described 1n detail 1n coop-
eration with the drawings to make easily understood the
technical contents, characteristics and accomplishments of
the present invention.

BRIEF DESCRIPTION OF THE

DRAWINGS

FIG. 1 1s a diagram schematically showing a hardware
neural network 1n a conventional technology;

FIG. 2 1s a diagram schematically showing a neural
network processing system according to an embodiment of
the present invention;

FIG. 3 1s a diagram schematically showing a neural
network processing system according to another embodi-
ment of the present invention;

FIG. 4 1s a diagram showing a curve for varying an
internal weighted value and an external weighted value
according to the first embodiment of the present invention;

FIGS. 5a-5¢ are diagrams showing the steps for varying
an internal weighted value due to amounts of the defects
according to the second embodiment of the present inven-
tion;

FIG. 6 1s a diagram showing a curve for varying an
internal weighted value and an external weighted value
according to the second embodiment of the present inven-
tion; and

FIG. 7 1s a diagram showing a curve for varying an
internal weighted value and an external weighted value
according to the third embodiment of the present invention.

DETAILED DESCRIPTION OF TH.
INVENTION

L1

The present mnvention provides a new type ol a hardware
neural network to accelerate the prediction and learning
tfunctions of the deep learning. For example, a synapse of a
binary memory 1s used to generate an external weighted
value and an internal weighted value, and the external
weilghted value and the mternal weighted value are updated
according to the adaptive learming rule to realize a hardware
neural network with high precision and real-time on-line
learning.

Refer to FIG. 2. A neural network processing system 20
comprises at least one synapse 22 and a neuron circuit 24.
The neuron circuit 24 1s connected with the synapse 22. The
synapse 22 comprises a binary resistive random-access
memory (RRAM), an oxide RAM, a conductive-bridging,

RAM (CBRAM), a phase-change memory (PCM), a mag-
netoresistive RAM (MRAM), a ferroelectric RAM (FE-
RAM), a spin torque transier MRAM (STI-MRAM) or a
parallel and series combination of these. In the embodiment,
the synapse 22 1s a binary resistive random-access memory.
The present invention exemplifies a plurality of synapses 22,
but the present invention 1s not so limited thereto. Each
synapse 22 receives an mput signal x.. The input signals x,
may be 1dentical or different. Each synapse 22 has an
external weighted value 222 and an internal weighted value
224. Each synapse 22 generates a weighted signal and
transmits 1t to the neuron circuit 24, so that the neuron circuit
24 generates and outputs an output signal y. In the embodi-
ment, the internal weighted value 224 1s a diflerence of a
physn:al structure of the synapse, and the diflerence com-
prises amounts ol defects, compositions of elements, atom
arrangement, molecular configurations, ferroelectric domain
arrangement or ferromagnetic domain arrangement. The
difference of the physical structure uniformly or non-uni-
tormly exists in the synapse 22. The external weighted value
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4

222 1s obtained by electrical measurement, namely measure-
ment of resistance, capacitance, inductance or impedance.
That 1s to say, the measured value of resistance, capacitance,
inductance or impedance can be the external weighted value
222. However, the present invention does not limit the
external weighted value 222 and the internal weighted value
224. The external weighted value 222 and the internal
weighted value 224 are adjusted according to the require-
ment for a circuit of a user.

After describing the architecture of the present invention,
the operation of the present invention 1s described. Refer to
FIG. 2. Each synapse 22 receives an mput signal x.. The
internal weighted value 224 of the synapse 22 has the
variation caused by an external stimulus. In the embodiment,
the external stimulus 1s a voltage or a current inputted from
an exterior of the synapse 22. The external stimulus can
change the synapse 22, whereby the internal weighted value
224 of the synapse 22 1s varied. The variation of the internal
weilghted value 224 1s accumulative. When the variation of
the internal weighted value 224 accumulates to a threshold
value, the external weighted value 222 varies. The external
weilghted value 222 has a random variation of binary states,
and a cumulative distribution function (CDF) of the internal
welghted value 1s used to determine a probability of the
random variation. Then, the synapse 22 multiplies the input
signal X, by the external weighted value 222 of the synapse
22 to generate a weighted signal. Each synapse 22 transmits
its weighted signal to the neuron circuit 24, whereby the
neuron circuit 24 outputs the output signal v.

Continuing from the abovementioned description, the
variation of the iternal weighted value 224 accumulates by
the gradient-descent backward propagation rule, the spike-
timing-dependent plasticity (STDP), the Hebb rule, the Oja
rule or the Bienenstock-Cooper-Munro (BCM) rule.

After describing the architecture and the operation of the
present mvention, an embodiment of the neural network
processing system of the present invention 1s introduced.
Refer to FIG. 3 and FIG. 4. In the embodiment, the amounts
of the synapses are three. The input signal x; of each synapse
22 1s mdependent. The user can input a voltage to the
synapse 22 as a binary resistive random-access memory, so
that the resistance of the synapse 22 reacts to the voltage.
Since different external input voltages generate different
response results, the internal weighted values 224 of the
synapses 22 are varied. For example, an external input
voltage 1 can gradually increase the internal weighted value
224, and an external iput voltage 2 can gradually decrease
the internal weighted value 224. Nevertheless, refer to FIGS.
5a-5e. The variation of the internal weighted value 224
represents the variation of the amounts of defects 226 of the
synapse 22. The defect 226 1s an atom of a metal group or
a vacancy of oxygen. The defects 226 connected to each
other form a local current conduction path. In the embodi-
ment, the defect 226 1s exemplified by a vacancy of oxygen.
As shown 1in FIG. 5q, mitial amounts of the defects 226
reach a threshold value A at two nonconducting positions
228 of the synapse 22. Thus, the positions 228 of the synapse
22 are not conducted. As shown in FIG. 556, when higher
voltage 1 1s mputted, more defects 226 of the synapse 22 are
generated. As shown 1n FIG. 5S¢, when the amounts of the
defects 226 are increased to reach a threshold value B such
that the defects 226 connect with the positions 228 originally
not connected, the positions 228 of the synapse 22 originally
not conducted are conducted. Thus, a binary state of the
external weighted value 222 1s varied from O to 1. As shown
in FI1G. 5d, when the relative higher voltage 2 1s inputted, the
amounts of the defects 226 are decreased. However, the
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decrease of the detfects 226 cannot change the conduction
state of the positions 228 of the synapse 22. As shown 1n
FIG. 5S¢, when the amounts of the defects 226 are decreased
to disconnect the defects 226 from the positions 228 origi-
nally connected such that the amounts of the defects 226
reach to below the threshold value A, the binary state of the
external weighted value 222 1s varied from 1 to 0. Then, each
synapse 22 multiplies 1ts external weighted value 222 by the
recerved input signal X, to generate the weighted signal. Each
synapse 22 transmits the weighted signal to the neuron
circuit 24 to calculate and output it.

Refer to FIG. 6. In another embodiment, the internal
weighted value of the synapse varies when the external
weighted value varies. For example, when the external
weighted value 1s 0, only the external input voltage 1 can
gradually 1ncrease the internal weighted value. The external
iput voltage 2 cannot aflect the internal weighted value.
When the external weighted value 1s 1, only the external
input voltage 2 can gradually decrease the internal weighted
value. The external input voltage 1 cannot aflect the internal
weilghted value.

Refer to FIG. 7. In another embodiment, the variation of
the internal weighted value of the synapse 1s limited between
the threshold values A and B. For example, when the
external weighted value 1s 1, the external input voltage 1
cannot continue increasing the internal weighted value.
When the external weighted value 1s 0, the external input
voltage 2 cannot continue decreasing the internal weighted
value 224.

In the abovementioned embodiments, When the internal
weighted value reaches the threshold values A or B, the
external weighted value does not necessarily have a varia-
tion of binary states. The variation of binary states 1s
random. A cumulative distribution function (CDF) of the
internal weighted value 1s used to determine a probability of
the random vanation. The CDF of the internal weighted
value 1s adjusted by a pulse amplitude, a pulse duration and
a pulse relaxation period for a pulse voltage or a current
stimulus.

The present invention uses the gradient-descent backward
propagation rule of conventional hardware neural networks
(HNN) to update the internal weighted value and update the
external weighted value in cooperation with the CDEF,
thereby establishing new calculation formulas (1)-(7):

H = (S X3 W s VD)

(1)
0=/, = 1JH JX Wexr;ﬁ) =~fold) (2)

0, =(1;~ O )xf, ' (I1) (3)

62;:—1 (‘Skx ext.j, Xfa (I ) (4)
wm“;w—wm”ﬁ —nxXI-xﬁj (5)
winrzj?knw_wmrg k —“"I Xﬁ{;‘x‘?’k (6)
P o™= [CDF( . ON_CDE (W, %) )/[1-CDF

( mrﬂ )] (7)

H 1s an output value ot a neuron of a i hidden layer, and
O, 1 15 an output value of a neuron of a k™ output layer and
X is an output value of a i input layerj and w,_,. . 1s the
external weigh‘[ed value between the i” input layer and the
neuron of the j” hidden layer, and a W oz, 18 the external
weighted value between the i hidden layer and a k™ output
neuron, and f, 1s a activation function, and I, 1s a sum of
welgh‘[ed products of neurons of the j”* thden layer, and I,
is a sum of weighted products of neurons of the k” output
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layer, and T, is a target output value of the k” output layer,
and 1 '1s a differentiation item of the activation function, and
0, 1S an error amount of the k™ output layer, and 0; 1S an error
amount of the i hidden layer and w,,,, 18 the internal
weilghted value between the 1° 111put layer and the neuron of
the i hidden layer, and W;,.0;.% 18 the internal weighted value
between the i hidden layer and the k” output neuron,

and m is a learning speed, and w°’? is a weighted value before
update, and w"" 1s a weighted value after update, and P, .,
1s a probability of switching the external weighted value, and
CDF 1s the cumulative distribution function determined by
the 1nternal weighted value.

The present invention provides several combinations of a
neural network processing system to form a new type of a
hardware neural network to accelerate the prediction and
learning functions of the deep learning. A binary memory 1s
used to represent a single synapse of the neural network
processing system. The synapse has an external weighted
value and an internal weighted value, such as analog
weights, wherein the external weighted value can be mea-
sured and the internal weighted value cannot be directly
measured. The present invention uses an external signal such
as an electrical stimulus and the adaptive learning rule or
formula to update the analog weights. Under continuous
external stimuli, the update of the analog weights has
accumulation properties, whereby the update of the weight
values 1s determined by the internal weighted values such as
analog weights.

The present invention does not limit an amount and a form
of the synapse. In addition to a binary resistive random-
access memory, the synapse can be the other memory or
consist of a plurality of memories. When the synapse
consists of a plurality of binary memories, the external
weight value of the single synapse has multiple bits. The
embodiments described above are only to exemplily the
present invention but not to limit the scope of the present
invention. The present invention uses a synapse having an
external weighted value and an internal weighted value to
overcome the drawbacks of a conventional single analog
weight with low precision, thereby satisiying the demand for
updating the precise weight.

The embodiments described above are only to exemplify
the present invention but not to limit the scope of the present
invention. Therefore, any equivalent modification or varia-
tion according to the shapes, structures, features, or spirit
disclosed by the present invention 1s to be also included
within the scope of the present invention.

What 1s claimed 1s:

1. A neural network processing system comprising:

at least one synapse receiving at least one input signal and

having an external weighted value and an internal
welghted value, and said internal weighted value has a
variation based on said external weighted value and an
external stimulus, and when said variation of said
internal weighted value accumulates to a threshold
value, said external weighted value varies and said at
least one mput signal 1s multiplied by said external
weilghted value of said at least one synapse to generate
at least one weighted signal; and

a neuron circuit connected with said at least one synapse

to receive said weighted signal transmitted by said at
least one synapse, and processing said at least one
welghted signal to output a result signal

wherein said external weighted value has a random varia-

tion of binary states, and a cumulative distribution
function (CDF) of said internal weighted value 1s used
to determine a probability of said random variation;
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wherein a formula of calculating said internal weighted

value to obtain a probability of switching said external
weighted value 1s expressed by f,=f,(2,_ SXxW

ext 1,_;)_

Jallp), - O fa(2y- CH )W ) o) 07T O
([,3'-:) azk—l (6,3{)( ext.j, I-:)Xf ([) Wine zzjﬂew_wmr IZ;G

XX, Wi i =W, “M—anx‘Sk, and P, ,,=[CDF
/[1 CDF( o]

IF2f
(W, 7oy CDE(, ) )] “wherein H,

Ir2t

1s an output value of a neuron of a fh hldden layer, and
O, is an output value of a neuron of a k” output layer,
and X, is an output value of a i’ input layer, and wexz‘,z' ;
1s said external weighted Value between said i” input
layer and said neuron of said i hidden layer, w__, g 18
said external weighted value between saaid i hidden
layer and a k™ output neuron, f_ is a activation function,

I, 1s a sum of weighted products of neurons ot said i
hidden layer, I, 1s a sum of weighted products of
neurons of said k” output layer, T, is a target output
value of said k™ output layer, f ' is a differentiation item
of said activation function, 9, 1s an error amount of said
k™ output layer, 3, is an error amount of said j” hidden
layer, Winti, 1s said internal weighted value between
said i” input layer and said neuron of said i hidden
layer, w,,, . 1s said internal weighted value between
said i hldden layer and said k” output neuron, 1 is a
learning speed, w®“ is said internal weighted value
betore update, w”¢™ 1s said internal weighted value after
update, w,,,, , J"zd 1S sald internal weighted value before
update between said 1° " input layer and said neuron of
said i hidden layer, Wineii 18 said internal weighted
value after update between said i’ ” input layer and said
neuron of said j” hidden layer, w,, . i 2" is said internal
weighted value before update between said i hidden
layer and said kt” output neuron, Woia 18 Sald
internal weighted value after update between said 7

hidden layer and said kt” output neuron, P, s 18 @
probability of switching said external weighted value to
1 or 0, and CDF 1s said cumulative distribution function

determined by said internal weighted value.
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2. The neural network processing system according to
claim 1, wherein said external weighted value 1s obtained by
clectrical measurement.

3. The neural network processing system according to
claim 2, wherein said electrical measurement 1s measure-
ment of resistance, capacitance, inductance or impedance.

4. The neural network processing system according to
claim 1, wherein said internal weighted value 1s a difference
of a physical structure of said at least one synapse, and said
difference comprises amounts of defects, compositions of
clements, atom arrangement, molecular configurations, fer-
roelectric domain arrangement or ferromagnetic domain

arrangement.
5. The neural network processing system according to

claiam 1, wherein said variation of said internal weighted
value accumulates by a gradient-descent backward propa-
gation rule, a spike-timing-dependent plasticity (STDP), a
Hebb rule, an Oja rule or a Bienenstock-Cooper-Munro
(BCM) rule.

6. The neural network processing system according to
claam 1, wherein said external stimulus 1s a voltage or a
current.

7. The neural network processing system according to
claim 1, wherein said CDF of said internal weighted value
1s adjusted by a pulse amplitude and a pulse duration for a
pulse voltage or a current stimulus.

8. The neural network processing system according to
claam 1, wherein said at least one synapse comprises a
binary resistive random-access memory (RRAM), an oxide
RAM, a conductive-bridging RAM (CBRAM), a phase-
change memory (PCM), a magnetoresistive RAM (MRAM),
a ferroelectric RAM (FERAM), a spin torque transier
MRAM (STT-MRAM) or a parallel and series combination
ol these.

9. The neural network processing system according to
claiam 8, wherein said at least one synapse consists of a
plurality of memories, and said external weighted value of
said at least one synapse consists of a plurality of bits.
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