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STORAGE SYSTEM, FILE REPLICATION
SYSTEM, FILE REPLICATION METHOD
AND NON-TRANSITORY
COMPUTER-READABLE MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority from Japanese Patent
Application No. 2017-024383, filed on Feb. 14, 2017, the
entire subject matter of which 1s 1corporated herein by
reference.

TECHNICAL FIELD

The disclosure relates to a storage system, a file replica-
tion system, a file replication method, and a non-transitory
computer-readable medium.

BACKGROUND

In a network attached storage (NAS), synchronization by
file replication with another storage device (hereiafter,
referred to as “‘replication”) has been performed. As a
synchronization method, for example, as disclosed 1n Japa-
nese Patent No. 5,776,499B, a method of switching whether
a file list, in which files to be synchronized are designated,
1s partially updated or regenerated, in accordance with a
rat1o of the number of updated files to a total number of files
to be synchronized, and thus executing processing at high
speed has been known.

For example, 1n case the file operation has been performed
in hundreds of thousands units, when the synchronization 1s
performed file by file, it may take time to complete the
replication. Also, 1n this case, since the processing load of
the NAS 1ncreases, the replication may fail. This problem 1s
not limited to the replication, and 1s common to a technology
of replicating the same file to other storage device or storage
area, such as backup, mirroring and the like. For this reason,
it 1s needed a technology by which 1t 1s possible to securely
replicate files at hugh speed.

SUMMARY

According to one 1llustrative aspect of the disclosure there
may be provided a storage system, comprising: a first
storage configured to store a folder and files belonging to the
folder; and processing circuitry configured to detect a file
operation 1n the folder; sequentially register, in a database,
information of a plurality of files having undergone a
change, as a file replication processing target; execute file
replication processing to sequentially replicate each indi-
vidual file of the plurality of files registered as the file
replication processing target to a second storage; and
execute folder replication processing to replicate the folder
to the second storage, wherein in executing the folder
replication processing, the processing circuitry excludes a
file belonging to the folder for the folder replication pro-
cessing and registered as the file replication processing
target from the file replication processing target before
replicating the folder to the second storage, and the process-
ing circuitry executes the file replication processing 1n
parallel with the folder replication processing in case the
information of the file having undergone a change has been
registered as the file replication processing target in the
database during the folder replication processing.
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According to the storage system of this illustrative aspect,
since the file replication 1s executed folder by folder by the
folder replication processing, it 1s possible to replicate the
files at high speed and with low load. Also, even during the
folder replication processing, since the file replication pro-
cessing 15 executed in parallel with the folder replication
processing, 1t 1s possible to securely replicate the files.
Therefore, according to the storage system of this aspect, 1t
1s possible to securely replicate the files at high speed.

In the storage system of the above aspect, the processing
circuitry may be configured to periodically execute the
folder replication processing. According to the storage sys-
tem of this aspect, since the folder replication processing 1s
executed periodically, 1t 1s possible to more securely repli-
cate the files.

In the meantime, the disclosure can be implemented in a
variety of forms. For example, the disclosure can be imple-
mented 1n forms of a file replication system, a file replication
method, a computer program, and the like. The computer
program may be recorded in a non-transitory computer-
readable medium.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a view depicting an outline of a file replication
system;

FIG. 2 1s a view depicting a storage device;

FIG. 3 depicts an example of a database;

FIG. 4 1s a flowchart depicting registration processing for
the database;

FIG. 5 1s a flowchart depicting file replication processing;

FIG. 6 1s a flowchart depicting folder replication process-
12,

FIG. 7 depicts an example of a database 1n accordance
with a second 1illustrative embodiment:

FIG. 8 1s a flowchart depicting file replication processing,
in accordance with the second illustrative embodiment;

FIG. 9 depicts an example of a database in accordance
with a third illustrative embodiment; and

FIG. 10 1s a flowchart depicting file replication processing
in accordance with the third illustrative embodiment.

DETAILED DESCRIPTION

A. First Illustrative Embodiment

FIG. 1 1s a view depicting an outline of a file replication
system 500 in accordance with an illustrative embodiment of
the disclosure. In a first illustrative embodiment, the file
replication system 300 includes a first storage device 100,
the second storage device 200 and a terminal device 300. In
the first illustrative embodiment, the terminal device 300 1s
a PC. The terminal device 300 1s not limited to the PC, and
may be a variety of consumer devices such as a gaming
device, a television, a recorder and the like. In the first
illustrative embodiment, the file replication system 500
includes one terminal device 300 but may include a plurality
ol terminal devices.

The terminal device 300, the first storage device 100 and
the second storage device 200 are connected each other via
a network 400. The network 400 may be a wired network,
and all or some of the network may be configured by a
wireless network. Also, the network 400 may be a LAN, a
WAN, the Internet or a combination thereof. The file repli-
cation system 500 1s a system for replicating a file, which has
been recorded 1n a first storage 11 of the first storage device
100 from the terminal device 300 via the network 400, to a
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second storage 12 of the second storage device 200 through
the network 400. The “replication” that 1s to be executed in
the file replication system 3500 includes file replication 1n (1)
processing (file synchronization, mirroring, replication and
the like) to separately make the same file for a newly made
file, an updated file and a deleted file and (2) processing
(backup) to separately copy only a newly made file and an
updated file, excluding a deleted file.

FIG. 2 1s a view depicting the first storage device 100 in
accordance with an 1illustrative embodiment of the disclo-
sure. In the first illustrative embodiment, the first storage
device 100 1s a NAS. The first storage device 100 includes
a storage 10, a network interface unit 20, a CPU 30, a RAM
40, and a ROM 50. The first storage device 100 1s simply
referred to as “‘storage device”, too.

As the storage 10, a hard disk drive of a magnetic disk
drive type, a flash memory drive of a semiconductor
memory element type, and the like are used. In the first
illustrative embodiment, the storage 10 includes a first
storage 11 and a database 13. The first storage 11 1s con-
figured to store a folder and a file belonging to the folder. In
the database 13, an event content of a file operation per-
formed from the terminal device 300 for the first storage 11
in the first storage device 100 1s recorded for each event.

The network interface unmit 20 1s an interface for perform-
ing communication with other devices, for example, the

second storage device 200 and the terminal device 300.

The CPU 30 1s connected with the storage 10, the network
interface unit 20, the RAM 40, and the ROM 50. In the ROM
50, a computer program (firmware) for operating the {first
storage device 100 1s recorded. The firmware may be stored
in the ROM 50. Also, the firmware may be recorded 1n a
computer such as a memory card, an optical disk and the
like, and a non-transient recording medium.

The CPU 30 1s configured to function as a registration
processing unit 31 and a replication processing unit 32 by
loading the firmware recorded in the ROM 50 into the RAM
40 and executing the same. The registration processing unit
31 is configured to implement a function (registration func-
tion) of detecting a file operation 1n a folder in the first
storage 11 and sequentially registering, 1in the database 13,
information of files having undergone a change as a file
replication processing target. The replication processing unit
32 1s configured to implement a function (replication func-
tion) capable ol executing file replication processing to
sequentially replicate the files registered as the file replica-
tion processing target i the database 13 to the second
storage 12 file by file, and folder replication processing to
replicate filed belonging to the folder to the second storage
12 folder by folder.

FIG. 3 depicts an example of the database 13. In the first
illustrative embodiment, in the database 13, each field of
“ID”, “DATE”, “ACTION” and “PATH” 1s recorded for
cach file operation event. The “ID” field indicates a number
inherent to each event, and the “DATFE” field indicates date
and time of registration for the database 13. The “ACTION”
field indicates a file operation content, and any one of
“update” and “delete” 1s recorded therein. The “update”
indicates new making and update of a file, and “delete”
indicates deletion of a file. The “PATH” field indicates a path
of a file, for which a file operation is to be performed, 1n the
first storage 11.

FI1G. 4 1s a flowchart depicting registration processing for
the database 13. This processing 1s processing that is to be
repetitively executed by the registration processing unit 31
during an operation of the first storage device 100, and 1s

processing for implementing the registration function. First,
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the registration processing unit 31 detects a file operation in
a predetermined folder recorded 1n the first storage 11 (step
S100). In the first i1llustrative embodiment, the “predeter-
mined folder” 1s an uppermost folder (hereinafter, referred to
as “root folder”) of a folder hierarchy of the first storage 11.
The target of the registration processing may be any folder,
other than the root folder, and may be a plurality of folders.

Then, the registration processing unit 31 registers, in the
database 13, information of files having undergone a change
as the file replication processing target (step S110). Specifi-
cally, the registration processing unit 31 records “update’™ 1in
the “ACTION” field of the database 13 (FIG. 3) for a newly
made or updated file of the files having undergone a change,
as the file replication processing target, and records “delete”
in the “ACTION” field of the database 13 for a deleted file.
In the meantime, steps S100 to S110 are also referred to as
“registration process”.

The above registration processing 1s executed simultane-
ously in parallel with file replication processing and folder
replication processing, which will be described later, even
when the file replication processing and folder replication
processing are executed. By the registration processing, the
first storage device 100 can detect the file operation 1n the
folder, and sequentially register, in the database 13, the
information of the files having undergone a change as the file
replication processing target. That 1s, by the registration
processing, the first storage device 100 can monitor the file
operation from the terminal device 300 and register a
hysteresis thereol 1n the database 13.

FIG. 5 1s a flowchart depicting file replication processing.
This processing 1s processing that 1s to be repetitively
executed by the replication processing umt 32 during the
operation of the first storage device 100, and 1s processing
for implementing the file replication processing of the
replication function. In the first illustrative embodiment, the
file replication processing i1s executed once for one minute.
First, the replication processing unit 32 determines whether
the file replication processing target has been registered in
the database 13 (step S200). Specifically, 1n the database 13,
a file for which “update” 1s recorded 1n the “ACTION” ﬁeld
1s the file replication processing target. When 1t 1s deter-
mined that file replication processing target has not been
registered (step S200: NO), the file replication processing 1s
over. When 1t 1s determined that file replication processing
target has been registered (step S200: YES), the replication
processing unit 32 replicates the files registered as the file
replication processing target to the second storage 12 file by
file (step S210).

For the file replication, a rsync command 1s used, for
example. When using the rsync command,” the file 1is
replicated to the second storage 12 by designating “rsync-a
replication source file path (for example, ““A\a.txt”) repli-
cation destination file path” and an argument. The replica-
tion source file path 1s a file path recorded in the “PATH”
field of the database 13, and the replication destination file
path 1s a file path in the second storage 12.

In the meantime, steps S200 to S210 are also referred to
as “file replication process”. By the above file replication
processing, the first storage device 100 can sequentially
replicate the files registered as the file replication processing
target 1n the database 13 to the second storage 12 file by file.
In the first illustrative embodiment, the replication process-
ing unit 32 deletes the registration (records) of the files
replicated 1n step S210 from the database 13 {for.

FIG. 6 1s a flowchart depicting folder replication process-
ing. This processing 1s processing that 1s to be executed
periodically by the replication processing unit 32 during the
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operation of the first storage device 100, and 1s processing
for implementing the folder replication processing of the
replication function. In the first illustrative embodiment, the
folder replication processing 1s executed once for one hour.
First, 1n executing the folder replication processing, the
replication processing unit 32 excludes a file belonging to
the root folder, which 1s a replication processing target
tolder, and registered as the file replication processing target
from the file replication processing target of the database 13
(step S300). Specifically, all the records are deleted from the
database 13.

Then, the replication processing unit 32 collectively rep-
licates the files belonging to the root folder to the second
storage 12 folder by folder (step S310). For the folder
replication, a rsync command 1s used, for example. When
using the rsync command,” the files are replicated to the
second storage 12 folder by folder by designating “rsync-a
replication source folder path replication destination folder
path” and an argument. The replication source folder path 1s
a folder path (a root, 1n the first 1llustrative embodiment) 1n
the first storage 11, and the replication destination folder
path 1s a folder path 1n the second storage 12. The target of
the folder replication processing may be any folder, other
than the root folder, and may be a plurality of folders.

In the meantime, steps S300 to S310 are also referred to
as “folder replication process”. By the folder replication
processing, it 1s possible to collectively replicate the files
belonging to the folder to the second storage 12 folder by
folder. In the folder replication 1n step S310, only the added
or updated files (1.¢., differential files) are preferably repli-
cated.

As described above, 1n the first illustrative embodiment,
the replication processing unit 32 executes the folder repli-
cation processing once for one hour, and executes the file
replication processing once for one minute. The replication
processing unit 32 executes the file replication processing,
simultaneously in parallel with the folder replication pro-
cessing 1n case the information of the files having undergone
a change has been registered as the file replication process-
ing target in the database 13, even when the folder replica-
tion processing 1s being executed.

According to the first storage device 100 of the first
illustrative embodiment, since the replication processing
unit 32 replicates the files folder by folder by the folder
replication processing, it 1s possible to replicate the files at
high speed and with low load. Also, since the replication
processing unit 32 executes the file replication processing in
parallel with the folder replication processing, even during
the file replication processing, 1t 1s possible to replicate the
updated file immediately and securely. In other words,
according to the first illustrative embodiment, during the file
synchronization file by file by the file replication processing,
the folder synchronization by the folder replication process-
ing 1s periodically executed 1n parallel with the file synchro-
nization. Therefore, 1t 1s possible to lighten the load by
reducing tasks corresponding the number of files piled up as
the file replication processing target, and to securely imple-
ment the synchronization. Thus, according to the first stor-
age device 100 of the first illustrative embodiment, 1t 1s
possible to securely replicate the files at high speed. As a
result, according to the first illustrative embodiment, 1t 1s
possible to implement a secure fail-over with no omission.
The fail-over 1s a technology of automatically taking over
processing by using a preliminary system (for example, the
second storage device 200) when a failure occurs in a system
(for example, the first storage device 100) being currently
used.
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B. Second Illustrative Embodiment

FIG. 7 depicts an example of a database 13A 1n accor-
dance with a second illustrative embodiment. The second
illustrative embodiment 1s different from the first 1llustrative
embodiment, regarding a content of the database 13A and a
processing content of the file replication processing. In the
second 1illustrative embodiment, in the database 13A, each
field of “ID”, “DATE”, “STATE”, “ACTION”, and “PATH”
1s recorded. The “STATE” field indicates a state of the file
replication processing, and any one of “unfinished” and
“finished” 1s recorded therein by the replication processing
umt 32. “Unfinished” indicates that the file replication
processing has not been executed, and “finished” indicates
that the file replication processing has completed. In the
second 1llustrative embodiment, ‘“unfinished” 1s once
recorded 1n the “STATE” field 1 step S110 of the registra-
tion processing shown in FIG. 4.

FIG. 8 1s a flowchart depicting file replication processing,
in accordance with the second 1llustrative embodiment. This
processing 1s processing that 1s to be repetitively executed
by the replication processing unit 32 during the operation of
the first storage device 100, like the first 1llustrative embodi-
ment. First, the replication processing unit 32 determines
whether the file replication processing target has been reg-
istered 1n the database 13A (step S201). When it 1s deter-
mined that the file replication processing target has not been
registered (step S201: NO), the file replication processing 1s
over. When 1t 1s determined that the file replication process-
ing target has been registered (step S201: YES), the repli-
cation processing unit 32 determines whether the files reg-
istered as the file replication processing target have not been
replicated yet (step S211). Specifically, a file for which
“unfinished” has been recorded 1n the “STATE” field of the
file replication processing target of the database 13A 1s
determined as a file that has not been replicated vet.

When 1t 1s determined that the file replication processing
target has been already replicated (step S211: NO), 1.e.,
when “finished” has been recorded in the “STATE” field of
the file replication processing target, the replication process-
ing unit 32 ends the file replication processing. When 1t 1s
determined that the file replication processing target has not
been replicated yet (step S211: YES), 1.¢., when “unfinished”
has been recorded 1n the “STATE” field of the file replication
processing target, the replication processing unit 32 repli-
cates the files registered as the file replication processing
target to the second storage 12 file by file (step S212).
Finally, the replication processing unit 32 excludes the files
registered as the file replication processing target from the
file replication processing target of the database 13A (step
S213). Specifically, the replication processing unit 32
records “finished” 1n the “STATE” field of the file replication
processing target of the database 13A.

According to the first storage device 100 of the second
illustrative embodiment, the replication processing unit 32
determines whether the file registered as the file replication
processing target has not been replicated yet, and then
replicates the file. For this reason, 1t 1s possible to more
securely replicate the files, based on the information of the
file operations accumulated 1n the database 13A.

C. Third Illustrative Embodiment

FIG. 9 depicts an example of a database 13B 1n accor-
dance with a third illustrative embodiment. The third 1llus-
trative embodiment 1s different from the first illustrative
embodiment, regarding a content of the database 13B and a
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processing content of the file replication processing. In the
third 1llustrative embodiment, in the database 13B, each field
of “ID”, “DATE”, “STATE”, “ACTION”, “PATH” and
“ERROR” 1s recorded. The “ERROR” field indicates
whether the file replication has failed or not. When the file
replication has failed, an error type code is recorded by the
replication processing umt 32.

FIG. 10 1s a flowchart depicting file replication processing,
in accordance with the third illustrative embodiment. This
processing 1s processing that 1s to be repetitively executed
by the replication processing unit 32 during the operation of
the first storage device 100, like the first 1llustrative embodi-
ment. First, the replication processing unit 32 determines
whether the file replication processing target has been reg-

istered in the database 13B (step S205). When 1t 1s deter-

mined that the file replication processing target has not been
registered (step S205: NO), the file replication processing 1s
over. When 1t 1s determined that the file replication process-
ing target has been registered (step S205: YES), the repli-
cation processing unit 32 replicates the files registered as the

file replication processing target to the second storage 12 file
by file (step S215).

When the file replication has failed i step S2135, the
replication processing unit 32 records an error type code
corresponding to a cause of the error 1n the “ERROR”™ field
of the database 13B. In the third illustrative embodiment,
when a recording error occurs because it has been intended
to replicate the same file as the file replication 1n the folder
replication processing of FIG. 6, “E01” 1s recorded as the
error type code.

Finally, the replication processing unit 32 determines
whether the file replication 1n step S215 has not failed (step
S225). Specifically, the replication processing unit 32 deter-
mines whether the error type code (EO1), which indicates
that the file replication has failed, has been recorded in the
“ERROR” field of the file replication processing target of the
database 13B. When the file replication has not failed (step
S5225: NO), the file replication processing 1s over. When the
file replication has failed (step S225: YES), the replication
processing unit 32 returns the processing to step S213, and
repeats the processing of steps S215 and S225 until 1t 1s
determined that an error has not occurred. That 1s, the file
replication processing 1s executed until the file of the file
replication processing target 1s replicated.

According to the first storage device 100 of the third
illustrative embodiment, when the file replication has failed
in the file replication processing, the replication processing
unit 32 repeats the file replication until the file replication
succeeds. For this reason, 1t 1s possible to more securely
replicate the files.

In the meantime, in the file replication processing of step
S215, like the second illustrative embodiment, after it 1s
determined whether the file registered as the file replication

processing target has not been replicated yet, based on the
“STATE” field of the database 13B, the {ile replication may

be executed (FIG. 8, steps S211 to S213).

In the third illustrative embodiment, when a physical error
has occurred due to damage of the file, the replication
processing unit 32 may record an error type code (for
example, “E02”) indicative of the error 1in the database 13B.
When the error type code, which indicates the physical error
due to damage of the file, 1s recorded, the replication
processing umt 32 may repeat the processing of steps S215
and S225 by a predetermined number of times until the file
1s replicated, and when the file replication has failed by the
predetermined number of times, the replication processing,
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unit 32 may display the error or notity the error by a mail or
the like, and then stop the file replication.

D. Modified Embodiments

First Modified Embodiment

In the illustrative embodiments, the first storage device
100 15 configured to replicate the file to the second storage
device 200. Regarding this, the first storage device 100 may
be configured not only to replicate the file but also to delete
the folder or file. That 1s, the first storage device 100 may be
configured to execute synchronization of the folder or file
with the second storage device 200. Specifically, the repli-
cation processing unit 32 deletes the file replication pro-
cessing target for which “delete” has been recorded in the
“ACTION” field (FIG. 3) of the database 13, 1n at least one
of the file replication processing and the folder replication
processing.

Second Modified Embodiment

In the 1llustrative embodiments, the second storage 12 1s
a storage area of the second storage device 200 connected to
the first storage device 100 via the network. Regarding this,
the second storage 12 may be a storage area of a storage
(DAS: Direct Attached Storage), other than the network
connection. In this case, the first storage device 100 includes
a USB, IEEE1394 or eSATA as a connection interface to the
DAS. Also, the second storage 12 may be embedded 1n the
first storage device 100.

Third Modified Embodiment

In the illustrative embodiments, the first storage device
100 1s the NAS connected to the terminal device 300 via the
network 400. Regarding this, the first storage device 100
may be a DAS directly connected to the terminal device 300.

Fourth Modified Embodiment

In the illustrative embodiments, the file replication pro-
cessing 1s executed once for one minute. Also, the folder
replication processing 1s executed once for one hour.
Regarding this, the execution frequencies of the file repli-
cation processing and the folder replication processing may
be arbitrarily set. In the meantime, 1t 1s preferable that the
file replication processing 1s executed more frequently than
the folder replication processing.

Fifth Modified E

Embodiment

In the illustrative embodiments, the folder replication
processing 1s executed periodically. However, the folder
replication processing may also be executed irregularly. The
term “irregularly” means timing associated with on or off of
a power supply of the terminal device 300, timing associated
with on or off of a power supply of the first storage device
100, or the like, for example.

The disclosure 1s not limited to the illustrative embodi-
ments and the modified embodiments, and can be 1mple-
mented 1n a variety of configurations without departing from
the gist of the disclosure. For example, the technical features
of the 1llustrative embodiments and modified embodiments
corresponding to the techmical features of the respective
aspects described 1n SUMMARY can be appropnately
replaced or combined so as to solve the above problems or
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to accomplish some or all of the above eflects. Also, when
the technical features are not described as essentials 1n the

specification, they can be appropnately omitted.

10 . . . storage
11 . . . first storage
12 . . . second storage

13, 13A, 13B . . . database

20 . . . network 1nterface unit

30 .. . CPU

31 . . . registration processing unit
32 . . . replication processing unit
40 . . . RAM

50 ... ROM

100 . . . first storage device

200 . . . second storage device
300 . . . termunal device

400 . . . network

500 . . . file replication system

What 1s claimed 1s:
1. A storage system, comprising:
a first storage configured to store a folder and f{iles
belonging to the folder; and
processing circuitry configured to
detect a file operation in the folder;
sequentially register, 1n a database, information of a
plurality of files having undergone a change, as a file
replication processing target;
execute file replication processing to sequentially rep-
licate each individual file of the plurality of files
registered as the file replication processing target to
a second storage;

execute folder replication processing to replicate the

folder to the second storage, wherein

in executing the folder replication processing, the pro-

cessing circuitry excludes from the file replication
processing target a file that belongs to the folder for
the folder replication processing and 1s registered as
the file replication processing target before replicat-
ing the folder to the second storage, and
the processing circuitry executes the file replication
processing in parallel with the folder replication
processing 1n case the information of the file having
undergone a change has been registered as the file
replication processing target in the database during
the folder replication processing; and
register, 1n the database, information indicating
whether the file replication processing has completed
or not for each file operation.

2. The storage system according to claim 1, wherein the
processing circuitry 1s configured to execute the folder
replication processing periodically.

3. The storage system according to claim 1, wherein the
files, which are collectively replicated to the second storage
during the folder replication processing, include the files
registered as the file replication processing target in the
database.

4. The storage system according to claim 1, wherein the
second storage 1s a Network Attached Storage connected to
a storage device of the storage system via network.

5. The storage system according to claim 1, wherein the
second storage 1s a Direct Attached Storage.

6. The storage system according to claim 1, wherein the
change 1s either new making of a file, or deletion of a file.

7. The storage system according to claim 1, wherein the
processing circuitry 1s configured to detect the file operation
in a root folder.
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8. The storage system according to claim 1, wherein the
processing circuitry 1s configured to determine whether the
file replication processing has completed or not regarding a
file registered as the file replication processing target based
on the information indicating whether the file replication
processing has completed or not.

9. The storage system according to claim 8, wherein

in case the processing circuitry determines the file repli-

cation processing has not completed regarding the file
registered as the file replication processing target, the
processing circuitry replicates the file to the second
storage and excludes the file from the file replication
processing target after the replication.

10. The storage system according to claim 1, wherein the
processing circuitry 1s configured to register, 1n the database,
information indicating whether the file replication process-
ing has failed or not for each file operation.

11. The storage system according to claim 10, wherein the
processing circuitry 1s configured to determine whether the
file replication processing has failed or not after executing
the file replication processing based on the information
indicating whether the file replication processing has failed
or not, and repeat the file replication processing 1n case the
processing circuitry determines the file replication process-
ing has failed.

12. The storage system according to claim 1, wherein the
processing circuitry 1s configured to execute the file repli-
cation processing more frequently than the folder replication
processing.

13. The storage system according to claim 1, wherein the
processing circuitry 1s configured to execute the folder
replication processing when power of the storage system 1s
turned on.

14. The storage system according to claim 1, further
comprising the second storage.

15. The storage system according to claim 1, further
comprising the database.

16. A file replication method, comprising:

storing, 1n a first storage, a folder and files belonging to

the folder;

detecting a file operation in the folder;

sequentially registering, in a database, information of a

plurality of files having undergone a change, as a file
replication processing target;

executing {ile replication processing to sequentially rep-

licate each individual file of the plurality of files
registered as the file replication processing target to a
second storage;

executing folder replication processing to replicate the

folder to the second storage, wherein
the folder replication processing includes excluding from
the file replication processing target a file that belongs
to the folder for the folder replication processing and 1s
registered as the file replication processing target
betore replicating the folder to the second storage, and

the method further comprising executing the file replica-
tion processing in parallel with the folder replication
processing in case the information of the file having
undergone a change has been registered as the file
replication processing target in the database during the
folder replication processing; and

registering, 1n the database, information indicating

whether the file replication processing has completed or
not for each file operation.

17. The file replication method according to claim 16,
wherein the folder replication processing 1s executed peri-
odically.
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18. A non-transitory computer readable medium including
executable mstructions, which when executed by a computer
cause the computer to execute a file replication method, the
method comprising:

storing, 1n a {irst storage, a folder and files belonging to

the folder;

detecting a file operation 1n the folder;

sequentially registering, in a database, information of a

plurality of files having undergone a change, as a file
replication processing target;

executing file replication processing to sequentially rep-

licate each individual file of the plurality of files
registered as the file replication processing target to a
second storage; and

executing folder replication processing to replicate the

folder to the second storage, wherein

the folder replication processing includes excluding from

the file replication processing target a file that belongs

10
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to the folder for the folder replication processing and 1s
registered as the file replication processing target
betfore replicating the folder to the second storage, and

the method further comprising executing the file replica-
tion processing 1n parallel with the folder replication
processing 1n case the information of the file having
undergone a change has been registered as the file
replication processing target in the database during the
folder replication processing; and

registering, 1n the database, information 1indicating
whether the file replication processing has completed or
not for each file operation.

19. The non-transitory computer readable medium

15 according to claim 18, wherein the folder replication pro-

cessing 1s executed periodically.
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