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MANAGING VIRTUAL CLUSTERING
ENVIRONMENTS ACCORDING TO
REQUIREMENTS

BACKGROUND

Server virtualization, referred to as simply as “virtualiza-
tion,” 1s a technique 1n which a physical computing resource
such as a server 1s represented as a programmatic stmulation
or model called a “virtual machine.” The virtual machine 1s
hosted by, e.g., 1s operated or executed on, a physical device.
Virtualization allows a single physical device to host two or
more different virtual machines concurrently, thereby sig-
nificantly reducing the number of physical devices needed to
implement a given IT infrastructure. The ease with which
virtual machines can be created coupled with the reality that
a dedicated physical server 1s not required for each new
virtual machine has reduced physical server sprawl while
increasing virtual machine sprawl. As such, managing vir-
tual machines and virtual computing environments has
become problematic.

BRIEF SUMMARY

A method includes determining an operating parameter of
a device during operation of the device as part of a cluster
ol devices while the device hosts a virtual machine (VM),
comparing, using a processor, a requirement for the VM
with the operating parameter, and displaying a view of the
VM operating within the device of the cluster. The method
further includes indicating a result of the comparison
through application of a visualization technique to an iden-
tifier representing the VM within the view.

A system includes a display including a view of a cluster.
The view includes a plurality of device visualizations. Fach
device visualization represents a device of the cluster. For
each device, the device visualization includes at least one
identifier representing a VM hosted by the device. An
appearance of at least one identifier representing a VM 1s
updated over time according to a comparison ol a capability
of the device to a requirement of the VM represented by the
at least one 1dentifier.

A system includes a processor programmed to initiate
executable operations. The executable operations include
determining an operating parameter of a device during
operation of the device as part of a cluster of devices while
the device hosts a VM, comparing a requirement for the VM
with the operating parameter, and displaying a view of the
VM operating within the device of the cluster. The execut-
able operations further include indicating a result of the
comparison through application of a visualization technique
to an identifier representing the VM within the view.

A computer program product includes a computer read-
able storage medium having program code stored thereon.
The program code 1s executable by a processor to perform
a method. The method includes determining, using the
processor, an operating parameter of a device during opera-
tion of the device as part of a cluster of devices while the
device hosts a VM, comparing, using the processor, a
requirement for the VM with the operating parameter, and
displaying a view of the VM operating within the device of
the cluster. The method turther includes indicating a result of
the comparison through application of a visualization tech-
nique to an identifier representing the VM within the view.
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BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 depicts an example of a cloud computing node.

FIG. 2 depicts an example of a clouds computing envi-
ronment.

FIG. 3 depicts exemplary abstraction model layers for a
cloud computing environment.

FIG. 4 1s a view displayed as part of a user interface (UI)
generated by a wvirtual machine management system
described with reference to FIG. 3.

FIG. 5 1s a view displayed as part of the Ul of the virtual
machine management system.

FIG. 6 1s a flow chart 1llustrating an exemplary method of
device management.

FIG. 7 1s a flow chart i1llustrating an exemplary method of
VM management.

FIG. 8 1s a flow chart 1llustrating an exemplary method of
providing a dashboard view for managing VMs.

FIG. 9 15 a table 1llustrating an exemplary technique for
scoring a device.

FIG. 10 1s a table illustrating an exemplary technique for
determining a score for a VM.

FIG. 11 1s a table illustrating an exemplary technique for
determining whether a VM should be transferred to a
different hosting device.

FIG. 12 1s a flow chart illustrating an exemplary method
of VM management.

DETAILED DESCRIPTION

As will be appreciated by one skilled 1n the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an enftirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in
one or more computer-readable medium(s) having com-
puter-readable program code embodied, e.g., stored,
thereon.

Any combination of one or more computer-readable
medium(s) may be utilized. The computer-readable medium
may be a computer-readable signal medium or a computer-
readable storage medium. The phrase “computer-readable
storage medium” means a non-transitory storage medium. A
computer-readable storage medium may be, for example,
but not limited to, an electronic, magnetic, optical, electro-
magnetic, infrared, or semiconductor system, apparatus, or
device, or any suitable combination of the foregoing. More
specific examples (a non-exhaustive list) of the computer-
readable storage medium would include the following: an
clectrical connection having one or more wires, a portable
computer diskette, a hard disk drive (HDD), a solid state
drive (SSD), a random access memory (RAM), a read-only
memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), an optical fiber, a
portable compact disc read-only memory (CD-ROM), a
digital versatile disc (DVD), an optical storage device, a
magnetic storage device, or any suitable combination of the
foregoing. In the context of this document, a computer-
readable storage medium may be any tangible medium that
can contain, or store a program for use by or 1n connection
with an instruction execution system, apparatus, or device.

A computer-readable signal medium may include a propa-
gated data signal with computer-readable program code
embodied therein, for example, 1n baseband or as part of a
carrier wave. Such a propagated signal may take any of a
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variety of forms, including, but not limited to, electro-
magnetic, optical, or any suitable combination thereof. A
computer-readable signal medium may be any computer-
readable medium that 1s not a computer-readable storage
medium and that can communicate, propagate, or transport
a program for use by or in connection with an instruction
execution system, apparatus, or device.

Program code embodied on a computer-readable medium
may be transmitted using any appropriate medium, includ-
ing but not limited to wireless, wireline, optical fiber, cable,
RF, etc., or any suitable combination of the foregoing.
Computer program code for carrying out operations for
aspects of the present mmvention may be written 1n any
combination of one or more programming languages,
including an object oriented programming language such as
Java™, Smalltalk, C++ or the like and conventional proce-
dural programming languages, such as the “C” program-
ming language or similar programming languages. The
program code may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer, or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
arca network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider).

Aspects of the present invention are described below with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer program instructions. These computer
program 1nstructions may be provided to a processor of a
general purpose computer, special purpose computer, or
other programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer, other programmable data pro-
cessing apparatus, or other devices create means for imple-
menting the functions/acts specified in the flowchart and/or
block diagram block or blocks.

These computer program instructions may also be stored
in a computer-readable medium that can direct a computer,
other programmable data processing apparatus, or other
devices to function 1n a particular manner, such that the
instructions stored in the computer-readable medium pro-
duce an article of manufacture including istructions which
implement the function/act specified 1n the tflowchart and/or
block diagram block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series ol operational steps
to be performed on the computer, other programmable
apparatus or other devices to produce a computer 1imple-
mented process such that the instructions which execute on
the computer or other programmable apparatus provide
processes for implementing the functions/acts specified in
the flowchart and/or block diagram block or blocks.

This specification includes a detailed description of cloud
computing. Implementation of the teachings recited herein,
however, 1s not limited to a cloud and/or virtual computing,
environment. Rather, one or more embodiments of the
present invention can be implemented in conjunction with
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4

any other type of computing environment and/or data pro-
cessing system now known or later developed.

Cloud computing 1s a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g. networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
ellort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.

The characteristics are as follows:

On-demand self-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and personal digital assis-
tants).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynamai-
cally assigned and reassigned according to demand. There 1s
a sense of location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specity
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, 1n some cases automatically, to quickly scale
out and rapidly released to quickly scale 1n. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts). Resource usage can be monitored, controlled, and
reported providing transparency for both the provider and
consumer of the utilized service.

The Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer to use the provider’s applications running on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based email). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even 1mdividual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer to deploy onto the cloud infrastructure con-
sumer-created or acquired applications created using pro-
gramming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud infrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
coniigurations.

Infrastructure as a Service (laaS): the capability provided
to the consumer to provision processing, storage, networks,
and other fundamental computing resources where the con-
sumer 1s able to deploy and run arbitrary software, which
can include operating systems and applications. The con-
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sumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

The Deployment Models are as follows:

Private cloud: the cloud inifrastructure 1s operated solely
for an organization. The cloud infrastructure may be man-
aged by the orgamization or a third party and may exist
on-premises or oil-premises.

Community cloud: the cloud infrastructure i1s shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). The cloud infra-
structure may be managed by the organizations or a third
party and may exist on-premises or oil-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrid cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modularnty, and
semantic iteroperability. Cloud computing 1s an inirastruc-
ture mcluding a network of interconnected nodes. In this
regard, the term “cloud,” as used herein, means a computing
inirastructure including a plurality of nodes that are inter-
connected via a suitable communication network. From the
perspective of a client, a cloud appears as a single resource.
Although the cloud appears to the client as a single resource,
via the various nodes of the cloud, the cloud can provide to
the client a myrniad of different functions, such as data
processing, data storage, services, applications, etc. By way
of example, a cloud can appear to the client as a single
server, though 1n actuality the cloud may be formed of a
plurality of servers, storage systems, networking compo-
nents, services, applications, etc., as will be described
herein.

For purposes of simplicity and clanty of illustration,
clements shown i1n the figures have not necessarily been
drawn to scale. For example, the dimensions of some of the
clements may be exaggerated relative to other elements for
clanity. Further, where considered appropriate, reference
numbers are repeated among the figures to indicate corre-
sponding, analogous, or like features.

FIG. 1 1s a block diagram illustrating an example of a
computing node 100. Computing node 100 can be used
within a cloud computing environment, e.g., as a cloud
computing node. Computing node 100 1s only one example
of a suitable cloud computing node and 1s not mtended to
suggest any limitation as to the scope of use or functionality
of the one or more embodiments described herein. Regard-
less, computing node 100 1s capable of being implemented
and/or performing any of the functions and/or operations set
forth within this specification.

Computing node 100 can include a data processing sys-
tem/server 110, which 1s operational with numerous other
general purpose or special purpose computing system envi-
ronments or configurations. Examples of well-known com-
puting systems, environments, and/or configurations that
may be suitable for use with data processing system/server
110 1include, but are not limited to, personal computer
systems, server computer systems, control nodes, storage
area network (SAN) controllers, thin clients, thick clients,

10

15

20

25

30

35

40

45

50

55

60

65

6

handheld or laptop devices, multiprocessor systems, micro-
processor-based systems, set top boxes, programmable con-
sumer e¢lectronics, network PCs, minicomputer systems,
mainframe computer systems, and distributed cloud com-
puting environments that include any of the above systems
or devices, and the like.

Data processing system/server 110 may be described 1n
the general context of computer system executable mnstruc-
tions, such as program modules, being executed by a com-
puter system or other processing system. Generally, program
modules may include routines, programs, objects, compo-
nents, logic, data structures, and so on that perform particu-
lar tasks or implement particular abstract data types. Data
processing system/server 110 may be practiced in distributed
cloud computing environments where tasks are performed
by remote processing devices that are linked through a
communications network. In a distributed cloud computing
environment, program modules may be located 1n both local
and remote computer system storage media including
memory storage devices.

As shown 1n FIG. 1, data processing system/server 110 1n
computing node 100 i1s shown in the form of a general-
purpose computing device. The components of data pro-
cessing system/server 110 may include, but are not limited
to, one or more processors (e.g., central processing units or
CPUs) or processing units 116, a system memory 128, and
a bus 118 or other suitable circuitry that couples various
system components including system memory 128 to pro-
cessor 116.

Bus 118 represents one or more of any of several types of
bus structures, including a memory bus or memory control-
ler, a peripheral bus, an accelerated graphics port, and a
processor or local bus using any of a variety of bus archi-
tectures. By way ol example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (IMCA) bus, Enhanced ISA
(EISA) bus, Video Flectronics Standards Association
(VESA) local bus, and Peripheral Component Interconnect
(PCI) bus.

Data processing system/server 110 typically includes a
variety ol computer-readable storage media. Such media
may be any available media that 1s accessible by data
processing system/server 110, and can include volatile and
non-volatile media and/or removable and non-removable
media. System memory 128 can include computer-readable
storage media 1n the form of volatile memory, such as RAM
130 and/or cache memory 132. Data processing system/
server 110 may further include other removable/non-remov-
able, volatile/non-volatile computer-readable storage media.

By way of example only, a storage system 134 can be
provided for reading from and writing to at least one
non-volatile computer-readable storage media. Examples of
computer-readable storage media can include, but are not
limited to, a data storage device that comprises non-volatile
magnetic media (e.g., a “hard disk drive” or “HDD™), a data
storage device that comprises non-volatile solid state media
(e.g., a “solid state drive” or “SSD”), a data storage device
that comprises non-volatile magneto-optical media, and the
like. Although not shown, a magnetic disk drive for reading
from and writing to a removable, non-volatile magnetic disk
(e.g., a “floppy disk™), an optical disk drive for reading from
or writing to a removable, non-volatile optical disk such as
a CD-ROM, DVD-ROM or other optical media, a solid state
drive for reading from or writing to a removable, non-
volatile, solid state drive can be provided. In such instances,
cach can be connected to the bus 118 by one or more data
media interfaces, such as a fiber channel interface, a serial
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advanced technology attachment (SATA) interface, fiber
channel iterface, a small computer system interface (SCSI)
interface, a serial attached SCSI (SAS) mterface, or the like.

Memory 128 may include at least one computer program
product that includes a computer-readable storage medium
having computer-readable program code embodied there-
with. The “computer-readable storage medium™ 1s non-
transitory in nature. The computer-readable program code
can include a set (e.g., at least one) of program modules 142
that are configured to carry out the functions and/or opera-
tions of embodiments of the invention when executed.
Program/utility 140, having a set (at least one) of program
modules 142, may be stored 1n the memory 128 by way of
example, and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Each of the operating system, one or more
application programs, other program modules, and program
data or some combination thereof, may include an 1mple-
mentation of a networking environment. Program modules
142 generally carry out the functions and/or methodologies
of embodiments of the invention as described herein. In this
regard, program modules 142 and data operated upon by
program modules 142 are functional data structures in that
impart functionality when employed as part of computing
node 100 and/or data processing system/server 110.

Data processing system/server 110 may also communi-
cate with one or more external devices 114 such as a
keyboard, a pointing device, a display 124, etc.; one or more
devices that enable a user to interact with processing system/
server 110; and/or any devices (e.g., network card, modem,
transceiver, etc.) that enable processing system/server 110 to
communicate with one or more other computing devices.
Such communication can occur via Input/Output (I/0) inter-
faces 122.

Data processing system/server 110 further can communi-
cate with one or more networks such as a LAN, a general
WAN, and/or a public network (e.g., the Internet) via
network adapter 120. As depicted, network adapter 120 can
communicate with the other components of data processing
system/server 110 via bus 118. It should be understood that
although not shown, other hardware and/or software com-
ponents could be used i conjunction with data processing
system/server 110. Examples, include, but are not limited to:
microcode, device dnivers, redundant processing units,
external disk drnive arrays, RAID systems, tape drives, and
data archival storage systems, etc.

FIG. 2 shows an example of a cloud computing environ-
ment 200. As shown, cloud computing environment 200
comprises one or more cloud computing nodes 100 with
which local computing devices used by cloud consumers,
such as, for example, a personal digital assistant (PDA) or
cellular telephone 202, a desktop computer (or workstation)
204, a laptop computer 206, and/or an automobile computer
system 208 may communicate. Computing nodes 100 may
communicate with one another and be grouped (not shown)
physically or virtually, in one or more networks, such as
Private, Community, Public, or Hybrid clouds as described
hereinabove, or a combination thereof. As such, cloud
computing environment 200 provides infrastructure, plat-
forms, and/or software as services for which a cloud con-
sumer does not need to maintain resources on a local
computing device. It 1s understood that the types of com-
puting devices 202-208 shown 1n FIG. 2 are intended to be
illustrative only and that computing nodes 100 and cloud
computing environment 200 can communicate with any type
of computerized device over any type of network and/or
network addressable connection (e.g., using a web browser).
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FIG. 3 1llustrates a set 300 of functional abstraction layers
provided by cloud computing environment 200 of FIG. 2. It
should be understood in advance that the components,
layers, and functions shown in FIG. 3 are intended to be
illustrative only. As such, the one or more embodiments
disclosed within this specification are not intended to be
limited by the examples shown. As depicted, the following
layers and corresponding functions are provided:

A hardware and software layer 302 can include hardware
and software components. Examples of hardware compo-
nents, €.g., devices, include, but are not limited to, main-
frames, 1n one example IBM® zSeries® systems; RISC
(Reduced Instruction Set Computer) architecture based serv-
ers, 1n one example IBM pSeries® systems; IBM xSeries®
systems; IBM BladeCenter® systems; storage systems (e.g.,
storage arrays, network attached storages (NASs), and the
like); and networking components. Networking components
can include any of a variety of routers, switches, network
adapters, and the like.

Examples of software components include network appli-
cation server software, in one example IBM Web Sphere®
application server software; and RAID array control sofit-
ware, 1 one example IBM SAN volume controller, which
can execute on an IBM SVC Storage Engine. (IBM, zSeries,
pSeries, xSeries, BladeCenter, WebSphere, and DB2 are
trademarks of International Business Machines Corporation
registered 1n many jurisdictions worldwide). The software
components also may include database software which
contains data related to the configuration of the cloud
computing environment.

A virtualization layer 304 can provide an abstraction layer
from which the following examples of virtual entities may
be provided: virtual servers; virtual storage; virtual net-
works, including virtual private networks; virtual applica-
tions and operating systems; and virtual clients.

In one example, a management layer 306 may provide the
functions described below. Resource provisioning provides
dynamic procurement of computing resources and other
resources that are utilized to perform tasks within the cloud
computing environment. Storage management manages the
virtual storage within the cloud computing environment.
The user portal provides access to the cloud computing
environment for consumers and system administrators. Ser-
vice level management provides cloud computing resource
allocation and management such that required service levels
are met. Service Level Agreement (SLA) planning and
tulfillment provide pre-arrangement for, and procurement
of, cloud computing resources for which a future require-
ment 1s anticipated 1n accordance with an SLA.

A workloads layer 308 can provide workloads for which
the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer may include, but are not limited to,
mapping and navigation, soltware development and life-
cycle management, data analytics processing, transaction
processing, and data clients. Still, the workloads layer 308
can mclude any other applications and/or workloads suitable
to be deployed 1n a cloud computing environment, and the
embodiments disclosed herein are not limited 1n this regard.

In one aspect, workloads layer 308 includes a virtual
machine (VM) management module that facilitates manage-
ment of virtual resources within the cloud computing envi-
ronment. For purposes of description, the particular data
processing system or node executing the VM management
module 1s referred to as the VM management system. The
VM management system 1s configured to evaluate the
requirements for VMs with respect to the particular devices
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that host the VMs. Exemplary requirements for a VM
include 1tems such as CPU resources, memory, 1/0, as well
as other items such as access control, encryption, licensing,
geographic location, service level agreements, user athinity,
and the like. The VM management system performs the
evaluation over time as requirements for a VM and operating
conditions experienced by the devices hosting the VM
change.

In another aspect the VM management system provides a
user interface (UI) 1llustrating the state of clustering within
the virtual and/or cloud computing environment. Through
the UI, an end user 1s able to determine whether a cluster of
devices and/or a specific device of the cluster 1s meeting the
requirements of one or more or all of the VMs hosted by the
cluster and/or device as the case may be. The term “host,”
as used within this specification, refers to a physical device
(e.g., a data processing system or server) or a collection of
resources of physical devices upon which a VM operates or
executes. The term “hosting™ refers to the act of being a host
or performing functions of a host.

FI1G. 4 1s a view 400 displayed as part of the Ul generated
by the VM management system described with reference to
FIG. 3. View 400 1s a dashboard view that graphically
illustrates two clusters of a cloud computing environment
denoted as “Cluster 1 and “Cluster 2.” A cluster 1s a logical
grouping ol one or more devices that are communicatively
linked with one another and managed as a unit. A cluster
further shares one or more or all of the resources (e.g.,
physical assets) that are bound to the individual VMs
included therein. Examples of devices of a cluster include
physical data processing systems such as processing system/
server 110 of FIG. 1 and/or other physical data processing
and/or computing systems. A device further can be a
“resource pool.” A resource pool 1s a logical pool or group-
ing of resources, e.g., CPU, memory, or the like, of one or
more physical devices in the cluster. For example, a resource
pool 1s a logical pooling of CPUs and memory {from one or
more physical devices (e.g., computers) in the cluster.

As pictured, each cluster includes three devices denoted
as “Device 1,” “Device 2,” and “Device 3.” In one aspect,
cach device representation (1.e., Device 1, Device 2, and
Device 3) pictured 1n FIG. 4 represents a physical device. In
another aspect, each device representation pictured 1n FIG.
4 represents a resource pool.

A cluster 1s typically organized to include selected devices
based upon licenses and/or operating systems as opposed to
service levels, though this need not be the case. It should be
appreciated that the particular number of devices within a
cluster and the number of clusters shown is for purposes of
illustration. A cluster can include fewer than three devices or
more than three devices. Further, a virtual computing envi-
ronment can include fewer than two clusters or more than
two clusters. As such, the one or more embodiments dis-
closed within this specification are not intended to be limited
to a particular number of devices within a cluster or a
particular number of clusters. Appreciably, view 400 can be
scaled according to the particular implementation of the
virtual computing environment.

Each device of a cluster includes one or more VMs. AVM
1s a programmatic simulation of a physical machine that 1s
hosted by a device. A VM, for example, 1s created based on
specifications of a hypothetical computer or emulates a
computer architecture and/or functions of a real world
computer including the operational software. As noted, each
cluster 1s managed. In one aspect, a VM can be moved as
part of the management function from one device of a cluster
to another device of the same cluster, for example, under
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control of the VM management system. Further, a VM can
be moved from one cluster to another cluster and to any
device located within other cluster under the control of the
VM management system.

Each of the VMs hosted by a device 1n a cluster can be
associated with one or more requirements. In one aspect, the
requirements ol a VM can be implemented as tags that are
associated with the VM. Requirements for a VM, regardless
of the data structure used, form a data model of the VM. The
requirements can be stored as part of the VM 1tself or within
another data repository and associated with the VM. As
noted, exemplary requirements include, but are not limited
to, CPU resources, memory, I/0, access control, encryption,
licensing, geographic location, e.g., number of hops to a
given location, service level agreements, user aflinity, and
the like. View 400 1illustrated in FIG. 4 1s, at least 1n part,
generated from the data model of the VMs shown.

Each device of a cluster 1s associated with a set of
capabilities. These capabilities are at a maximum while the
device 1s unused. As the device enters a production envi-
ronment 11 a cluster and begins hosting VMs, the capabili-
ties are diminished and continue to vary with the load placed
on the device over time. The capabilities of the device can
be measured by the state, e.g., values, of one or more
operating parameters of the device at any given time and
stored to maintain historical and trend data for the device
over time. Appreciably, the capabilities of a given cluster are
an aggregation ol the capabilities of each device i the
cluster. As such, a cluster may be capable of meeting a
particular requirement, while a particular device within the
cluster 1s not.

Referring to view 400, ecach VM 1s represented by an
identifier labelled as “VMN,” where N 1s an integer number.
The appearance of each identifier representing a VM within
a cluster 1s changed through application of a visualization
technique to indicate whether the requirements of the VM
are met by the device hosting the VM. For purposes of
illustration, reference to a VM 1n FIG. 4 may also refer to the
identifier representing the VM. Accordingly, a VM without
shading, e.g., VM1 of Device 1 i Cluster 1, indicates that
the requirements of the VM are being met by the device
hosting the VM. Thus, Device 1 of Cluster 1 1s meeting the
requirements of VM1. Shading such as that of VM4 of
Device 1 of Cluster 1 indicates that one or more require-
ments of VM4 are not being met by Device 1 of Cluster 1.
The shading of VMBS of Device 1 of Cluster 1 indicates that
even fewer requirements of VMBS are being met by Device
1 of Cluster 1.

Because the information relating to VM requirements
being met and device capabilities 1s stored or persisted over
time, the amount of time any of the VMs illustrated in FIG.
4 remain 1n a given state, e.g., the states 1llustrated by VM1,
VM4, and VMS8 of Device 1 of Cluster 1, also can be
determined.

An indication that one or more requirements of a VM are
not being met by the device hosting the VM ellectively
notifies a user or administrator that the VM should likely be
moved to another device and/or another cluster 1n order to
better meet the requirements of the VM. In one aspect, the
VM management system can provide a recommendation as
to which device (and thus, which cluster) a given VM should
be moved to achieve a better match of requirements for the
VM with the capabilities of the hosting device.

FIG. 5 1s a view 500 displayed as part of the Ul generated
by the VM management system. In one aspect, view 500 1s
displayed responsive to a user input selecting a particular
identifier representing a VM within view 400 of FIG. 4. For
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example, responsive to a user selection of VMS of Cluster 1
and Device 1, view 500 1s presented, which provides specific
information as to which requirements of VMRS are being met
and which are not.

View 500 presents operating parameter values of Device
1 of Cluster 1. As noted, the value of an operating parameter
indicates the state or status of a capability of the device at a
given point 1 time. The values further are compared with
the requirements of VMS. A visualization technique, e.g.,
shading and/or color coding, 1s applied to each operational
parameter to indicate a result of the comparison. For
example, for each of the illustrated operational parameters
shown, e.g., CPU usage, 10 usage, security level, SLA,
average number ol hops to a client of VMS8, Content
Verfication Process (CVP), and High Availability/Disaster
Recovery (HA/DR), a visualization technique can be applied
that indicates whether the value of the operational parameter
of the device 1s meeting, exceeding, or not meeting a
corresponding requirement of VMS.

A content verification process 1s a procedure used to
determine whether one or more services oflered by a VM are
performing as expected, e.g., 1 accordance with any
requirements of the VM. In the example of FIG. 5, one or
more real transactions, e.g., a ping, can be checked. For
example, a ping can be performed as part of a CVP. The
response time to the ping, which 1s 540 milliseconds 1n this
example, can be measured against an expected or a required
response time as part of the CVP. The type of response
generated by the VM also can be evaluated as part of the
CVP. A 404 error received 1n response from the VM would
likely exhibit fast timing, but 1s indicative of an error and
that the VM 1s not meeting some requirement or expectation.
HA/DR refers to a data replication feature used to guard
against data (e.g., VM) loss that can be turned on or off for
any given VM.

It should be appreciated that any of a variety of diflerent
visualization techniques can be applied such as color coding,
patterning, shading, or values showing a percentage or other
amount by which a particular operational parameter is
missing the requirement of VMS. The example presented in
view 500 1illustrates that the requirements for client hop
average of VMRS are not being met by a large margin; the
requirements for CPU, security (SEC), and SLA are shown
to be missing the requirements of VMS by a smaller margin;
the requirements for memory and IO are not met occasion-
ally; while the requirements for CVP and HA/DR are being
met.

In another example, view 500 can display the requirement
of the wvirtual machine and the value of the operating
parameter of the device that 1s compared with the require-
ment of the virtual machine.

In the last row of view 300, a recommended target
destination 1s provided. In this example, the VM manage-
ment system recommends that VM8 be moved to Device 3
of Cluster 2. Relocating VMS as recommended 1s expected
to result 1n a greater number, if not all, of the requirements
of VMRS being met.

FIG. 5 1s presented for purposes of illustration only. As
such, the particular operational parameters that are shown
are not intended to be an exhaustive list or mtended to limat
the one or more embodiments disclosed within this speci-
fication. In illustration, further operational parameters can be
displayed or included such as “network bandwidth poten-
tial,” “cache,” “outstanding connections,” “operating sys-
tems supported,” or the like.

FIG. 6 1s a tlow chart illustrating an exemplary method
600 of device management. Method 600 can be performed
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by the VM management system described with reference to
FIG. 3. In block 605, a device 1s acquired. For example, the
device can be added to a larger computing system such as a
cloud and/or virtual computing environment. In block 610,
the VM management system 1dentifies and stores the capa-
bilities of the device. In block 615, the VM management
system places the device into production. For example, the
device can be placed 1n operation as part of a cluster or as
a standalone computing system available 1n the larger com-
puting environment. In block 620, the VM management
system monitors the device and stores values of operational
parameters of the device to indicate capability of the device
over time during operation under changing loads.

FIG. 7 1s a flow chart illustrating an exemplary method
700 of VM management. Method 700 can be performed by
the VM management system described with reference to
FIG. 3. In block 705, a VM 1s created. In block 710, the VM
management system identifies and stores the requirements
for the VM. In block 715, the VM management system
places the VM 1nto production. For example, the VM 1s
loaded and executed on, e.g., hosted by, a selected device
within a cloud and/or virtual computing environment. In
block 720, the VM management system monitors the VM
requirements compared to the operational parameters of the
hosting device. More particularly, the management system
compares the operational parameters of the hosting device
with the requirements of the VM as the VM and the hosting
device continue to operate over time. The results of the
comparison are stored.

FIG. 8 1s a flow chart illustrating an exemplary method
800 of providing a dashboard view for managing VMs.
Method 800 can be performed by the VM management
system described with reference to FIG. 3. In block 8035, the
VM management system starts, e.g., displays a dashboard
view ol a cloud and/or virtual computing environment. In
block 810, the VM management system gathers comparison
data described 1n block 720 of FIG. 7 for the VMs 1n the
clusters that are monitored and 1illustrated in the dashboard
VIEW.

In block 815, the VM management system applies one or
more visualization techniques to the identifiers representing,
VMs 1n the dashboard view. As noted, the particular visu-
alization technmique that 1s applied indicates whether the
requirements of the VM are being met by the device hosting
the VM. As such, the result of the comparison effectively
determines the particular visualization techmique that is
applied to the identifiers representing the VMs.

In block 820, the VM management system optionally
provides a recommendation for one or more VMs. For
example, 1n the case where the hosting device of a VM 1s not
meeting the requirements of the VM, the VM management
system can provide an alternative device as a recommenda-
tion to host the VM. The recommendation can be provided
automatically responsive to a determination that the hosting
device 1s not meeting the requirements of a VM, responsive
to a user request for a recommendation, or the like.

FIG. 9 15 a table 900 1illustrating an exemplary technique
for scoring a device. Table 900 1illustrates scoring for a
plurality of devices denoted as devices 1, 2, 3, and 4 across
three diflerent capabilities denoted as capability 1, 2, and 3.
The score shown for each device 1s capability specific, e.g.,
a capability score, and 1s defined by three numbers. For
example, referring to device 1 for capability 1, the capability
score 1s 100/12/-1.

The first number of the capability score 1s a percentage
indicating an amount of the capability of the device that 1s
being provided by the device at a given point in time while
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under load. In this example, device 1 1s providing 100% of
capability 1. The second number 1s the number of data points
used to calculate the percentage. Thus, in this example, the
number 100 indicating that 100% of capability 1 1s being
provided was determined from 12 data points. In one aspect,
the number of data points can be used as a confidence score.

As such, the higher the number of data points, the higher the
confldence score. Percentages with higher confidence scores
are considered more reliable than percentages with lower
confidence scores.

In one exemplary implementation, when making a rec-
ommendation to move a particular VM, the device that 1s
recommended 1s selected according to the capability scores.
For example, the individual capability scores of the devices
can be correlated with the requirements of the VM that 1s to
be moved. For each device considered as a candidate host
for the VM to be moved, the percentage portion of each
capability score that 1s correlated with a requirement of the
VM to be moved can be summed to calculate a device score.
The device having the highest device score can be selected
to host the VM. In one example, the percentage portion of
the capability scores can be scaled using the confidence
score.

The last, or third, number of the score 1s a trend value. A
trend value can be zero (0) indicating a steady state condi-
tion, a positive value indicating a rising trend (or percent-
age), or a negative value indicating a falling trend (or
percentage). When the trend 1s positive or negative, the
value of trend indicates the magmtude of the trend. For
example, a trend of +2 rises faster than a trend of +1.
Similarly, a trend of -2 {falls faster than a trend of -1.

The trend values can be used 1 any of a variety of
different ways. Consider the case i which a VM 1s to be
moved from a device that 1s not meeting the requirements of
the VM to a different device. Two candidate devices are
selected with equivalent percentages of a same capability
score, but with different trend values. If the first candidate
device has a steady state trend value and the second candi-
date device has a negative trend value, the first candidate
device 1s selected to host the VM to be moved. In another
example, 1f the first candidate device has a positive trend
value while the second candidate device has a steady state
trend value, the first candidate device can be selected to host
the VM that 1s to be moved. In still another example, 11 the
first candidate device has a positive trend value while the
second candidate device has a negative trend value, the first
candidate device can be selected to host the VM that 1s to be
moved. Thus, the device with the highest (e.g., largest) trend
value can be selected 1n the event of two or more candidate
devices have equal scores. When percentage of capability
scores are summed as previously described, the trend values
can be used to scale the percentage portion of the capability
score. Positive trends can result in an increase of the
percentage, steady state can result in no change to the
percentage, while negative trends can reduce the percentage.

In still another example, when scores of two candidate
devices are within a defined range of one another, trend
values again can be considered. Thus, a first device with a
lower percentage of a capability score than a second device,
but still within a defined range of the percentage of the
second device can be recommended over the second device
to host a VM. Such is the case, for example, 11 the first device
with the lower percentage has a rising trend while the second
device with the higher percentage has a negative or steady
state trend. Trend magnitude also can be factored into the
recommendation.
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FIG. 10 1s a table 1000 1llustrating an exemplary tech-
nique for determining a score for a VM. The score for a VM,
as 1llustrated in the example shown 1 FIG. 10, can be used
to determine whether a given VM should be moved to a
different device. In FIG. 10, the requirements denoted as 1,
2,3, and 4 are 1llustrated for a selected VM. In this example,
the scoring for the VM 1s performed over an interval so as
to prevent thrashing of the VM management system where
VMs are rapidly moved from one device to another.

Referring to table 1000, requirement 1 for the selected
VM 1s bemng met at 100% as indicated by the “Current
Interval Score.” The “Miss Score” indicates the difference
between 100 and the “Current Interval Score,” which 1s zero
in this case. The Miss Score for requirement 2 1s 2. The Miss
Score for requirement 3 1s 3. The “Multiple” 1s used to add

a weighting, 11 any, to each of the Miss Scores, which are
then summed to obtain the Total Miss Score as reflected 1n

the bottom row. In this example, the Total Miss Score of 9
1s calculated as (2x3)+(1x3)=9.

FIG. 11 1s a table 1100 1llustrating an exemplary technique
for determiming whether the VM should be transferred to a
different hosting device. FIG. 11 illustrates an example of
how the interval described with reference to FIG. 10 1s
determined. FIG. 11 illustrates the scoring for a particular
VM. In general, the interval defines the particular data points
that are used to calculate the current score for the VM. Data
points outside of the interval as defined by a “Start” marker
and an “End” marker are not utilized to calculate the current
score. Hach data point includes a time reference and the
Total Miss Score as described with reference to FIG. 10.

At time T+1, the Current Score for a selected VM 15 0. The
Current Score of 0 at time T+1 1s the summation of all Total
Miss Scores for the VM within the defined nterval across a
given row. The end marker for the interval defines the data
points used to calculate the “Current Score” of the last
column of table 1100. The end marker 1s set at time T+1 to
comncide with the entry of the first data 1tem, regardless of
the value of the Total Miss Score entered. The start marker
1S not set until a non-zero value of the Total Miss Score 1s
recorded.

At time T+2, a Total Miss Score of 5 1s recorded for the
selected VM. Accordingly, the start marker 1s added at time
T+2 and the end marker 1s advanced to time T+2. The
Current Score 1s S5, which 1s derived from the interval
including the Total Miss Scores of 0 and 5 from times T+1
and T+2 respectively.

At time T43, a Total Miss Score of 9 1s recorded for the
selected VM. The end marker 1s advanced to time T+3, while
the start marker remains at time T+2. The Current Score for
the VM i1s now the sum of the Total Miss Scores recorded at
times T+2 and T+3, which 1s 14.

The start marker 1s not advanced to a next time slot until
a zero value for the Total Miss Score 1s recorded, which
occurs at time T+6. At time T+6, the start marker 1s
advanced by one time slot to time T+3.

The technique continues as illustrated using a changing
interval to determine which Total Miss Scores are used 1n the
calculation of the Current Score for a VM. In one example,
a move threshold can be set which, 1f crossed by the Current
Score for a VM, causes the VM management system to
recommend moving the VM to a different device. For
example, 1f the current score exceeds 400, the VM 1s to be
moved. In another example, the Current Score must cross
the move threshold for at least a minimum amount of time,
e.g., for a mimimum number of data items, to cause the VM
management system to recommend moving the VM to a
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different device. For example, if the current score exceeds
400 for at least some number N time slots, where N 1s a
integer value.

Once the Current Score exceeds the move threshold, or
exceeds the move threshold for more than a minimum
amount of time, the VM management system determines
which device of the virtual computing system, 11 any, 1s most
approprate for hosting the VM. The selection of a device to
which the VM should be moved can be made by comparing,
the device scores of devices and/or capability scores of the
devices with the requirements of the VM.

In one aspect, the VM management system can identify
any, or all, pending requests for movement of a VM that
have priority over the recommendation being considered.
The management system further can take trend values nto
account, e.g., disqualify a device that while currently suit-
able, has a negative trend or a negative trend of at least a
particular magnitude.

It should be appreciated that any VMs being considered
for movement to a different device for hosting can be
re-evaluated from time to time as the need to move the VM
may subside as operating conditions within the wvirtual
computing system change over time. Thus, 1f a particular
VM has not been relocated and the need to relocate the VM
subsides, this can be indicated as a change in appearance of
the 1dentifier representing the VM 1n the dashboard view.

In another example, an abort threshold can be added that
1s lower than the move threshold. The abort threshold, for
example, can be 200. When the Current Score of the VM 1s
less than or equal to the abort threshold, the VM manage-
ment system can abort or terminate the decision or recom-
mendation to move the VM. In another example, 1f the
Current Score 1s less than or equal to the abort threshold for
at least a minimum amount of time (e.g., more than a
mimmum number of time slots), the VM management
system can abort the decision or recommendation to move
the VM.

FIG. 12 1s a flow chart 1llustrating an exemplary method
1200 of virtual machine management. Method 1200 can be
performed by the VM management system as described
within this specification. In block 1205, the VM manage-
ment system determines an operating parameter of a device
during operation of the device as part of a cluster of devices
while the device hosts a VM. In block 1210, the VM
management system compares a requirement for the VM
with the operating parameter. The particular requirement
used for comparison i1s one that i1s correlated with the
measured operating parameter. For example, an operating,
parameter indicating CPU usage of the device would be
compared with a CPU requirement of the VM. In block
1215, the VM management system displays a view, e.g., the
dashboard view, of the VM operating within the device of
the cluster. In block 1220, the VM management system
indicates a result of the comparison through application of a
visualization technique to an i1dentifier representing the VM
within the view.

While FIG. 12 1s described with reference to comparing,
a singular operating parameter of a device with a corre-
sponding requirement of a VM, 1t should be appreciated that
any ol the scores previously described can be used for
purposes of comparing and determining whether a device 1s
meeting the requirements of a VM.

Within this specification, various techmques and mecha-
nisms are described for managing VMs within a cloud
and/or virtual computing environment. A VM can be scored
based upon whether the hosting device for the VM 1s
meeting the requirements defined for the VM. A dashboard
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view 1s presented indicating the status of VMs 1n the virtual
computing environment to indicate whether requirements of
any given VM are being met over time.

The flowchart and block diagrams 1n the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for 1mplementing the specified logical
function(s). It should also be noted that, in some alternative
implementations, the functions noted in the block may occur
out of the order noted 1n the figures. For example, two blocks
shown 1n succession may, 1n fact, be executed substantially
concurrently, or the blocks may sometimes be executed 1n
the reverse order, depending upon the functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart i1llustration, and combinations of
blocks 1n the block diagrams and/or flowchart illustration,
can be mmplemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the invention. As used herein, the singular forms
“a,” “an,” and “the” are intended to include the plural forms
as well, unless the context clearly indicates otherwise. It will
be further understood that the terms “includes,” “including,”
“comprises,” and/or “comprising,” when used 1n this speci-
fication, specily the presence of stated features, integers,
steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other
features, 1ntegers, steps, operations, elements, components,
and/or groups thereof.

Reference throughout this specification to “one embodi-
ment,” “an embodiment,” or similar language means that a
particular feature, structure, or characteristic described in
connection with the embodiment 1s 1ncluded 1n at least one
embodiment disclosed within this specification. Thus,
appearances ol the phrases “in one embodiment,” “in an
embodiment,” and similar language throughout this speci-
fication may, but do not necessarily, all refer to the same
embodiment.

The term “plurality,” as used herein, 1s defined as two or
more than two. The term “another,” as used herein, 1s
defined as at least a second or more. The term “coupled,” as
used herein, 1s defined as connected, whether directly with-
out any 1ntervening elements or indirectly with one or more
intervening elements, unless otherwise indicated. Two ele-
ments also can be coupled mechanically, electrically, or
communicatively linked through a communication channel,
pathway, network, or system. The term “and/or” as used
herein refers to and encompasses any and all possible
combinations of one or more of the associated listed 1tems.
It will also be understood that, although the terms first,
second, etc. may be used herein to describe various ele-
ments, these elements should not be limited by these terms,
as these terms are only used to distinguish one element from
another unless stated otherwise or the context indicates
otherwise.

The term “i” may be construed to mean “when” or
“upon” or “in response to determining”’ or “in response to
detecting,” depending on the context. Similarly, the phrase
“if 1t 1s determined” or *““if [a stated condition or event] 1s
detected” may be construed to mean “upon determining™ or
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“1n response to determining” or “upon detecting
condition or event]” or “in response to detecting
condition or event],” depending on the context.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements 1n the
claims below are intended to include any structure, material,
or act for performing the function in combination with other
claimed elements as specifically claimed. The description of
the embodiments disclosed within this specification have
been presented for purposes of illustration and description,
but are not intended to be exhaustive or limited to the form
disclosed. Many modifications and variations will be appar-
ent to those of ordinary skill in the art without departing
from the scope and spirit of the embodiments of the inven-
tion. The embodiments were chosen and described 1n order
to best explain the principles of the invention and the
practical application, and to enable others of ordinary skaill
in the art to understand the inventive arrangements for
various embodiments with various modifications as are
suited to the particular use contemplated.

What 1s claimed 1s:

1. A computer-implemented method of managing a cluster
of a plurality of devices that are used to host a virtual
machine, comprising:

identifying an operating parameter of a device within the

cluster that 1s associated with a requirement for the
virtual machine;

performing a comparison of the requirement for the

virtual machine within a current value of the operating
parameter while the virtual machine 1s being hosted by
the device;

displaying a view of the virtual machine operating within

the device;

providing, within the view, a visualization of a result of

the comparison;

generating a capability score for each of the plurality of

devices within the cluster:

generating a device score for each of the plurality of

devices within the cluster; and

providing a recommendation of an alternative device to

host the virtual machine based upon the capability
score and the comparison, wherein

the wvisualization indicates the capability score and

whether the requirement for the virtual machine 1is
being met by the device hosting the VM,

the capability score includes:

a capability value that indicates an amount of capability
that 1s being provided by a capability device, and

a trend value that represents a direction 1 which the
capability value 1s changing, and

the recommendation 1s based upon a comparison of a

trend value of the device that 1s currently hosting the
virtual machine and a trend value of the alternative
device.

2. The method of claim 1, wherein

the alternative device 1s within the cluster.

3. The method of claim 1, wherein

the alternative device 1s within a different cluster.

4. The method of claim 1, wherein

the current value of the operating parameter and an

indication whether the current value meets the require-
ment of the virtual machine 1s displayed in response to
an identifier representing the virtual machine being
selected within the view.

5. The method of claim 1, wherein

the requirement of the virtual machine and the current

value of the operating parameter 1s displayed in

the stated
the stated
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response to an 1identifier representing the virtual
machine being selected within the view.

6. The method of claim 1, wherein

the capability score includes a value indicating a contfi-

dence of the capability value.

7. A computer hardware system configured to manage a
cluster of a plurality of devices that are used to host a virtual
machine, comprising:

a hardware processor configured to imitiate the following

executable operations:

identifying an operating parameter of a device within
the cluster that 1s associated with a requirement for
the virtual machine;

performing a comparison of the requirement for the

virtual machine within a current value of the oper-
ating parameter while the virtual machine 1s being
hosted by the device;

displaying a view of the virtual machine operating

within the device;

providing, within the view, a visualization of a result of

the comparison;

generating a capability score for each of the plurality of

devices within the cluster;

generating a device score for each of the plurality of

devices within the cluster; and

providing a recommendation of an alternative device to

host the virtual machine based upon the capability
score and the comparison, wherein

the wvisualization indicates the capability score and
whether the requirement for the virtual machine 1is
being met by the device hosting the VM,

the capability score includes:

a capability value that indicates an amount of capability

that 1s being provided by a capability device, and

a trend value that represents a direction 1n which the

capability value 1s changing, and

the recommendation 1s based upon a comparison of a
trend value of the device that 1s currently hosting the
virtual machine and a trend value of the alternative
device.

8. The system of claim 7, wherein

the alternative device 1s within the cluster.

9. The system of claim 7, wherein

the alternative device 1s within a different cluster.

10. The system of claim 7, wherein

the current value of the operating parameter and an
indication whether the current value meets the require-
ment of the virtual machine 1s displayed in response to
an 1dentifier representing the virtual machine being
selected within the view.

11. The system of claim 7, wherein

the requirement of the virtual machine and the current
value of the operating parameter 1s displayed 1n
response to an 1idenftifier representing the wvirtual
machine being selected within the view.

12. The system of claim 7, wherein

the capability score includes a value indicating a confi-
dence of the capability value.

13. A computer program product, comprising:

a computer-readable storage medium having program
code stored thereon for managing a cluster of a plural-
ity of devices that are used to host a virtual machine,

the program code, which when executed by a computer
hardware system, causes the computer hardware sys-
tem to perform:
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identifying an operating parameter of a device within

per:

t

the virtual machine;

e cluster that 1s associated with a requirement for

orming a comparison of the requirement for the

virtual machine within a current value of the oper-
ating parameter while the virtual machine 1s being
hosted by the device;

displaying a view of the virtual machine operating
within the device;

providing, within the view, a visualization of a result of

the comparison;

generating a capability score for each of the plurality of

devices within the cluster;

generating a device score for each of the plurality of |

devices within the cluster; and

providing a recommendation of an alternative device to
host the virtual machine based upon the capability
score and the comparison, wherein

the wvisualization indicates the capability score and 3¢

whether the requirement for the virtual machine 1s
being met by the device hosting the VM,
the capability score includes:
a capability value that indicates an amount of capability
that 1s being provided by a capability device, and

20

a trend value that represents a direction in which the
capability value 1s changing, and

the recommendation 1s based upon a comparison of a
trend value of the device that 1s currently hosting the
virtual machine and a trend value of the alternative
device.

14. The computer program product of claim 13, wherein

the alternative device 1s within the cluster.

15. The computer program product of claim 13, wherein
the alternative device i1s within a different cluster.

16. The computer program product of claim 13, wherein

the current value of the operating parameter and an
indication whether the current value meets the require-
ment of the virtual machine 1s displayed 1n response to
an 1dentifier representing the virtual machine being
selected withuin the view.

17. The computer program product of claim 13, wherein

the requirement of the virtual machine and the current
value of the operating parameter 1s displayed 1n
response to an 1dentifier representing the wvirtual
machine being selected within the view.

18. The computer program product of claim 13, wherein

the capability score includes a value indicating a confidence
of the capability value.
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