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1
DATA NETWORK MANAGEMENT

PRIORITY CLAIM

The present application 1s a National Phase entry of PCT
Application No. PCT/GB2014/000390, filed Sep. 30, 2014,
which claims priority from EP Application No. 13250104 0,
filed Sep. 30, 2013, each of which 1s hereby fully incorpo-

rated herein by reference.

TECHNICAL FIELD

Embodiments relate to broadband connectivity and in
particular to a method of managing network nodes in a data
network.

BACKGROUND

In recent times, Internet Service Providers (ISPs) have
been established to provide broadband services and network

infrastructure to allow customers to connect to Wide Area
Networks (WANSs) such as the Internet.

Typically, the ISP network can be divided into the core
network services, customer facing interface and a gateway to
the external WAN. The ISP’s network 1s arranged so that the
gateway link can be shared between all the customers rather
than each customer having a dedicated link.

Since the customers need to be physically connected to
the ISP’s core network for data connectivity, the customer
facing interface section mcludes any routing device in the
customer’s premises, any electrical/optical line connection
to the core network (typically based on a variant of the
Digital Subscriber Line (xDSL) technologies or cable tech-
nologies such as DOCSIS), and any termination equipment.
Within the core network, the ISP will include network
management services, user authentication functions, eftc.

Whilst the ISP’s customer facing equipment is concerned
with transferring data to/from customer premises equipment
to the ISP core network over large distances, the customer
equipment within a customer’s premises (home or business)
1s responsible for sharing the ISP broadband link into the
house/customer premises, between any computing devices
such as computers, smartphones, tablets, etc., and are
referred to a routers. Access points typically contain Ether-
net interfaces to allow data enabled devices to share the
WAN connection using a wired connection. Increasingly,
routers also include interfaces based on the IEEE 802.11
tamily of Wi-F1 wireless protocols such as 802.11n to allow
wireless communication between wireless devices and the
router. Hereinafter these wireless routers will be referred to
as access points (AP).

Due to the diverse control and cost requirements and
internal structures of the ISPs, a number of different archi-
tectures for access points (APs) have been developed.

1. Standalone AP

In the standalone AP, all the functions required to provide

control logic such as Wi-Fi access are provided 1n a
single unit.

2. Controller Based AP

In a controller based AP, a lightweight (in the sense of cost

and functionality) AP provides the physical wireless
interface and implements time critical functions. Mean-
while an AP controller 1n the network core provides the
remaining functions of the access point centrally for a
number of APs. There are a number of variations on this
approach, which apportion {functions differently
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2

between the controller and the AP. (e.g. Local MAC
puts more functions in the AP than Split MAC vari-
ants).

The standalone AP architecture provides the customer
with the most control to tailor the AP for their own premises
requirements and reduce the management requirements
required 1n the ISP’ s network core. In contrast, the controller
based AP architecture requires additional resources within
the ISP core, but allows the ISP to have greater control of the
services oflered to customers.

An example of a service 1s a concept known as Commu-
nity Wi-Fi.

Some APs can provide two co-located wireless networks
in a surrounding area of the AP so that there are both private
and public wireless networks for the same AP. The access
points provide private access (including access to both the
local LAN and the internet) through a “private side” SSID,
whilst providing public access to only the internet for the
public users through a “public side” SSID. Such a configu-
ration can 1mprove the security of that customer’s network
by separating “home” and “visiting” users. However, not all
users will wish to, or know how to, setup such a configu-
ration.

Community Wi-F1 extends this concept by allowing the
ISP to configure the APs of their customers to create the
private and public wireless networks and restricting the
public wireless networks access to other customers of the
same ISP. Since the ISPs customers are spread over a large
geographical area, this configuration allows the customers to
access the community Wi-F1 and therefore have internet
connectivity without charge even when they are not at home.
The ISP maintains a list of the AP devices 1n the community
and user authentication services within the network core.
These communities have become very large. For example
the BT Wi-F1 community network has over 5 million access
points.

Whilst controller based architecture would appear to be
most suitable for community Wi-Fi1, 1n practice, scaling
problems limit its deployment. Therefore community Wi-Fi
using standalone APs devices 1s currently more common. A
central authentication server 1s provided in the core to verily
any users attempting to connect the community Wi-Fi archi-
tecture. However with such a large base of “Community
Wi-F1” access points, there are inevitably many generations
and variants 1n the deployed access point devices. Diflerent
devices will have diflerent capabilities and therefore to
maintain consistency across the community Wi-F1 network,
there are either inconsistencies 1n the service offered by the
individual APs forming the community Wi-F1 network or the
system policy 1s to operate the APs at the lowest common
level of functionality which can result 1n unused resources
within the hardware.

SUMMARY

Embodiments substantially address the above issues.

In one aspect, an embodiment provides a data network
comprising: at least one routing device and a routing con-
figuration controller, wherein the routing configuration con-
troller 1s operable to determine the processing capabilities of
the at least one routing device and to configure the at least
one routing device 1n accordance with the determined capa-
bilities to change the configuration of the at least one routing
device.

In an embodiment, and advantageously, the configuration
of the at least one routing device results in the new capa-
bilities for the at least one routing device.
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In an embodiment, and advantageously, the data network
includes a control data processor, wherein the routing con-
figuration controller configures the at least routing device to
forward a subset of control data to the control data processor,
and the control data processor functions as a proxy to
process the subset of control data on behalf of the at least one
routing device.

Whilst new capabilities can be added by changing the
configuration of the routing device, for certain capabilities
which are more computational, the control data processor
performs the processing on behalf of the routing device and
therefore provides additional virtual capabilities for the at
least one routing device.

In an embodiment, and advantageously, the configuration
of the at least one routing device 1s dynamically changed
whenever the routing configuration control determines new
functions are available.

In an embodiment, and advantageously, the at least one
routing device includes a wireless interface for wireless
communication with wireless client devices.

In an embodiment, and advantageously, there are at least
two routing devices having different processing capabilities,
the routing configuration controller determining the respec-
tive capabilities and configuring each device to have a
respective set of new capabilities.

In an embodiment, and advantageously, the routing con-
figuration controller detects the presence of new routing
devices and determines the respective configurations of the
new routing devices.

In another aspect, embodiments provide a routing device
having a set of internal functions, and a receiver for receiv-
ing updated packet filtering commands and routing functions
sO as to gain new lfunctions.

In another aspect, an embodiment provides a network
controller suitable for configuring devices 1n the network set
out above.

Other advantageous aspects are set out 1n the dependent
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments will now be described with reference to the
accompanying figures in which:

FIG. 1 shows an overview of a system according to a first
embodiment.

FIG. 2 schematically shows the components of an access
point shown 1n FIG. 1.

FI1G. 3 schematically shows the functional components of
the dynamic frame processor illustrated in FIG. 2.

FIG. 4 schematically shows the function components of
the frame processing manager 1illustrate 1 FIG. 1.

FIG. 5 schematically shows an example configuration
where a controller dynamic frame processor performs dif-
ferent functions for diflerent access points 1n the network.

DETAILED DESCRIPTION

FIG. 1 shows an overview of a network architecture of a
system 1 according to the first embodiment. Access points 3
located at a customer premises provide connectivity for local
devices. In this embodiment, the access points have wireless
interfaces compliant with protocols such as 802.11n and
802.11ac and wired Ethernet interfaces.

In particular, the wireless interface 1s arranged to create a
private side wireless network 5 having a private side SSID
name for private side authorized devices 7. This would
typically be a customer’s home devices. The wireless inter-
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4

face also creates a public side wireless network 9 (shown 1n
dashed lines). This public side wireless network 9 1s for
other devices 11 which belong to other customers of the
community Wi-F1 network. For example, a device Ila con-
nected to the public side wireless network 9 of access point
3a belongs to the owner of access point 3b.

Furthermore, wired devices such as desktop computers 13
can connect to the access points 3 using Ethernet 15.

The access points 3 function as data termination points for
wireless and wired data packets and furthermore contain
routing functions for sending the data towards their desti-
nation such as over the broadband connection 17 based on
xDSL or cable and subsequently via an ISP’s core network
19 to communicate with services located on a wide area
network such as the Internet 21.

Network Core

The components of the network core 19 include an AP
gateway 23, packet routing function 25, a WAN gateway 27,

an authentication server 29 and a dynamic Wi-F1 controller
31.

The AP gateway 23 serves to send and receive data
between the network core 19 and each of the APs3.

The packet routing function 235 directs data packets
received from the AP gateway towards their destination. In
particular, in this embodiment, data plane packets from the
APs 3 are forwarded to the WAN gateway 27 and vice versa
for packets from the Internet 21.

Control plane packets such as authentication exchanges
are either handled locally in the AP 3, or forwarded to the
authentication server 29. As described below, other types of
control plane packets related to routing and configuration are
handled locally or are forwarded to the dynamic Wi-Fi
Controller 31.

The dynamic Wi-Fi1 controller 31 1s responsible for man-
aging the APs 3 and 1n particular to determine the capabili-
ties of each AP 3 and then supplement each AP 3 with the
missing functions offered in the network. Any functions
which can be performed by the AP 3 are carried out locally.
Typically older APs 3 will require more functions to be
performed by the Dynamic controller 31 than newer APs 3.

As will be explained below, a Frame processing manager
33 within the Dynamic Wi-F1 controller 31 1s responsible for
dynamically managing the functions of the APs 3. The frame
processing manager 33 maintains valid status information
about each connected AP 3 and its capabilities and config-
ures the APs 3 so that functionality 1s dynamically split/
between the AP 3 and the Controller Dynamic Frame
Processor 35 which carries out any controller side functions
on behalf of the AP 3 and then forwards the result to the AP
3 where appropriate. In this way, new capabilities are added
to the AP 3 1n a virtual manner without requiring a hardware
upgrade.

Access Point

FIG. 2 shows the functional components of an AP 3 1n
more detail.

The access pomnt 3 contains a wireless termination 41
component for establishing private and public wireless net-
works, an Ethernet interface 43 for communication with
devices on the local wired LAN, and an xDSL. interface 45
for external communication with the network core.

An Access point dynamic frame processor 47 controls the
flow of data packets between the various interfaces and 1n
particular determines whether control functions are per-
formed locally based on a set of 1n built services 49 or are
carried out by the dynamic controller 31 on the network
core.




US 10,892,965 B2

S

As mentioned earlier, there are various access points 3 1n
the ISP network and therefore their capabilities will vary
based on hardware differences. Generally older devices will
support less functions or be unable to perform certain

functions sufliciently quickly enough to meet Quality of 5

Service requirements, etc., and therefore are more reliant on
the dynamic Wi-F1 control offload capability.
Access Point

FIG. 3 shows the functional components of the AP
dynamic frame processor 47 in more detaill. A Frame
matcher 51 1s responsible for mnspecting each packet that 1s
received from any of the interfaces and forwarding the
packet to the appropriate destination. Control plane packets
related to a particular service or device setup are directed
either to the local in-built services 49 11 the AP 3 supports the
required function, or to the controller dynamic {frame pro-
cessor 35 via the AP gateway 23 for remote processing 1f the
AP 3 cannot process the request. Data packets between
devices located on the private Wi-Fi network and on the
Ethernet are routed locally while data packets for external
networks are sent to the AP gateway 23 for subsequent
routing.

The routing function of the frame matcher 51 1s deter-
mined by a set of rules stored in the frame filter store 33. In
accordance with the first embodiment, the rules governing
the function of the frame matcher 31 are decided and
received from the Frame processing manager 33.

The frame processing manager 33 determines which rules
are delivered to the frame filter store 53 based on the
capabilities of the AP. Furthermore the information 1n the
frame filter store 1s not static and can be updated during the
operation ol the AP 3 rather than simply being set once at
device start up.

In this embodiment, the AP 3 and frame processing
manager 33 communicate regularly to provide functionality
to the AP 3 durning use, for example by supplying new
control software 1n the form of firmware, adding new routing
tfunctions for the AP 3 to perform locally, or providing rules
to forward packets to the controller dynamic frame proces-
sor for remote processing.

Network Core

As mentioned above, the dynamic WLAN controller 31
maintains a list of the capabilities of each connected AP’s
in-built routing functions and a list of virtualized functions
that the APs can oflload to the controller dynamic frame
processor 35 1n order to gain that functionality without a
hardware update. In order to maintain the validity of the
network status, the dynamic Wi-Fi controller 31 must peri-
odically check the stored values are valid and update the
behavior of the AP dynamic frame processor 47 to process
locally or offload as necessary.

Further functions of the frame processing manager 33 are
to groups the sets of APs 3 into common functionality
groups, send updates when a new software/firmware which
may change the processing of the APs 3 i1s available and to
update the behavior of the APs 3 when new network
functions are available.

FIG. 4 shows the functional components of the frame
processing manager 33. As shown, the frame processing
manager 33 contains a number of data stores and a manager
function 61 for combining the stored data to arrive at a
decision on how to configure each access point 3. The data
stores are:

AP version->filter set mapping store 63;

AP frame filter set store 65;:

AP frame filter store 67:

Controller Frame filter set store 69:
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6

Controller frame filter store 71; and
AP 1info store 73.

Table 1 below shows example contents of the AP Version-
>Filter Set Mapping Store 63. This store allows the frame
processing manager 33 to know which AP Frame Filters 1t
should download to any given AP, and which Controller
Frame Filter Set to use with that AP Version.

TABLE 1

AP Version -> Filter Set Mapping Store

AP AP AP AP
Version  Hardware Firmware Frame Filter Controller Frame Filter
Unique ID  Version Version Set 1D Set 1D
APV1 1.0 1.1.0 APFFS1 CFFS1
AAV?2 1.0 1.2.0 APFFS2 CFFS2
APV3 2.0 2.1.0 APFFS?2 CFFS3
APV4 3.0 3.1.0 APFFS3 CEFFS4

Table 2 shows an example of the AP Info Store 73 which

maintains the mapping between individual APs, which ver-
sion of AP they are, and what filter set 1s currently loaded 1n
them.

TABLE 2

AP Info Store

Last Updated AP Frame

AP ID (MAC Address) AP Version ID Filter Set ID
00:00:DB:11:22:33 APV1 APFFS1
00:00:DB:1F:DD:07 APV1 APFFS1
00:00:DB:20:01:F4 APV?2 APFFS2

Table 3 shows and example AP Frame Filter Set Store 65

which defines which AP Frame Filters are in which AP
Frame Filter Set.

TABLE 3

AP Frame Filter Set Store

AP Frame Filter Set ID AP Frame Filter Set

APFES1 APFF1, APFF2, APFEF3, APFF4
APFEFS2 APFF2, APFF3, APFF4
APFES3 APFFS5, APFEG6

Table 4 shows an example of the AP Frame Filter Store
67, which stores the definition of each of the AP Frame

Filters. Examples of the Filter Criteria and Actions are given
later 1n the worked examples.

TABLE 4

AP Frame Filter Store

AP Frame Filter ID Filter Criterion Action

APFF1 See examples below See examples below
APFF?2 See examples below See examples below
APFF3 See examples below See examples below
APFF4 See examples below See examples below
APFFS See examples below See examples below
APFF6 See examples below See examples below
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Table 5 shows an example of the Controller Frame Filter
Set Store 69 which defines which Controller Frame Filters
are 1n which Controller Frame Filter Set.

TABLE 5

Controller Frame Filter Set Store

Comment: AP Version this

applies to (defined in AP

Controller Frame Controller Version -> Filter Set Mapping

Filter Set ID Frame Filter Set Store)
CFFS1 CFF1, CFF2, CFF3 APV1
CEFFS2 CFF2, CFF3, CFr4 APV?2
CFFS3 CFFS5, CFF6 APV3
CEFEFS4 CEFF6 APV4

Table 6 shows an example of the Controller Frame Filter
Store 71 which defines the frame filters used on the con-
troller.

TABLE 6

Controller Frame Filter Store

Comment:

Controller Frame New Controller

Filter ID Filter Criterion Action  Functions Used
CFF1 Similar to AP functions Function 1
CFE2 Similar to AP functions —

CFE3 Similar to AP functions —
CFF4 Similar to AP functions Function 2
CFEF5 Similar to AP functions Function 3
CFEF6 Similar to AP functions —

FIG. 5 shows another view of the network components to
an example configuration 1n relation to three generations of
AP 3 and three network functions 81.

As shown 1n FIG. 5, the frame processing manager 33 has
determined that for the three new services, the first genera-
tion AP 3a will off-load processing for all three functions to
the controller dynamic frame processor 35, the second
generation AP 35 can locally process function 1 and there-
fore 1t only needs to offload functions 2 and 3, finally the
third generation AP 3 has in-build processing for functions
1 and 2 and so only needs to offload function 3.

EXAMPLES

Example operations of the access pomts 3 and the
dynamic controller 31 will now be described relating to AP
3 registrations, firmware updates, adding new functions to
the AP 3 and updating the AP 3 to handle new functions that
are available via remote processing by the controller
dynamic frame processor 35.

Example Operation 1: Access Point Registration

Initial Configuration of AP:
When a new access point 3 1s added to the network 1, the
frame processing manager 33 must become aware of it, and

coniigure it appropriately based on the capabilities of the AP
3

1. The AP 3 is configured 1n the factory with the domain
name of the frame processing manager 33.

2. As explained above, the frame processing manager 33
1s configured with a database which lists the hardware
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and firmware versions of all the APs with which 1t can
configure. Associated with each combination of hard-
ware/firmware versions 1s a list of filter specifications
relevant for that version.

3. When the AP 3 1s connected to the network 19, it
performs a DNS lookup of the frame processing man-
ager’s 33 domain name and finds the IP address of the
frame processing manager 33.

4. The AP 3 then contacts the frame processing manager
33 and registers, 1dentifying 1ts hardware and firmware
versions and the (currently empty) list of existing frame
filter 1dentifiers currently loaded.

5. The Frame Processing Manager 33 performs a database
lookup on the AP hardware/firmware version combi-
nation and 1dentifies a set of filter specifications suit-
able for that AP.

6. The Frame Processing Manager 33 sends the selected
set of filter specifications down to the AP 3.

7. The AP Frame Filter Updater 55 receives the list of
filter specifications and loads them into the frame filter
store 53.

8. The AP 3 then confirms to the frame processing
manager 33 that the filters have been loaded success-
fully. This completes the registration phase.

9. The frame processing manager 33 then performs the
usual AP configuration steps known 1n the prior art (e.g.
SSID configuration).

In this registration operation, the frame processing man-
ager 33 and access point 3 interact 1 order to register and
exchange configuration information so that the approprate
set of functions for the AP 3 hardware are delivered to the

AP 3.

Example la: Firmware Version Change (Upgrade
or Downgrade)

It at a later date, a new version of firmware becomes
available for the AP 3, the frame processing manager 33 on
the controller allows the new firmware to be distributed to
(potentially a selection of) those compatible APs 3.

1. A new soltware version becomes available.

2. The data stores on the frame processing manager 33 are

updated. (AP Version->AP Filter Set Mapping Store;
AP Frame Filter Set Store; AP Frame Filter Store:
Controller Frame Filter Set Store; Controller Frame
Filter Store)

3. The operator of the frame processing manager 33
selects which of the compatible APs to upgrade.

4. The frame processing manager 33 sends the new

firmware to each of the selected APs 3.

5. Each AP 3 mstalls the new firmware and re-initiates the
registration process above.

6. The registration process proceeds as above, except that
the AP 3 now lists its existing set of filters in the
registration request, and the frame processing manager
33 responds with a set of additional filters and a list of
filters to remove depending on the new functionality of
the firmware update.

If the owner of an AP 3 replaces the existing AP 3 with a
different model, the process “Imitial AP Configuration” will
be followed.

The above processing shows how the status tables relating

to the APs 3 are updated and used to maintain information
on the different APs 3.
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The following examples below show the operation of the
invention as new services are added to the APs.

Example Operation 2: New Service 1s SSID
Prioritization

In this example, when a new service 1s 1dentified which
the current access points 3 do not support, the existence of
the new function and updated behavior must be sent to the
access points 3 by the frame processing manager 33. In this
way the configuration of the APs 3 can be dynamically
changed in response to the presence of a new service or
function.
The processing for the addition of a new service to
support SSID prioritization will be described. This function
allows an access point, which supports both public and
private wireless networks, to prevent devices which have
valid credentials for the private side from connecting to the
public side. This 1s to be achieved by not responding to
probe requests on the public side from devices which have
connected to the private side.
Two possible ways of implementing this new functional-
ity according to the first embodiment are shown below:
Implementation 1a: (Controller Actively Involved)
1. In this implementation, a new function “Private-Side-
Tracker” 1s written for the frame processing manager
33 by a system administration, which can generate new
filter criteria for the AP 3 on the basis of received
frames from the AP 3.

2. The “Private-Side-Tracker” function 1s added to the
frame processing manager 33.

3. An 1mnitial set of new filter criteria are also provided for
the AP 3.

Initial filter criteria for the AP 3:

TABLE 7
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5. Sometime later, the client device 7 attempts to connect
to the private network side of AP 3. The AP 3 does not
find a match to either filter criterion and will respond

normally with a probe response.
6. Assuming the client 7 subsequently presented the

correct credentials and 1s therefore allowed onto the
private side network 5, the AP 3 would generate an
Access-Accept frame for that client 7. At this point,
filter F1_PRIVATE_AUTH would match (as the cli-
ent’s 7 MAC address 1s not yet in the Destination MAC
exclusion list). The AP 3 duplicates the frame up to the

frame processing manager 33 and processes the frame
as normal. The client 7 will 1n due course be allowed
onto the private side network 5.

7. When the authentication frame 1s received at the frame
processing manager 33, 1t 1s intercepted by the new
“Private-Side-Tracker” function. (This interception
could be implemented by a similar filter matching
process as described above for the AP, where the frame
processing manager 33 applies a specific of controller
frame filter set, dependent on the AP version.) The
“Private-Side-Tracker” function identifies the AP 3
associated with the frame and the Destination MAC
address “x” in the frame. It creates then sends three
filter update commands down to the AP 3:
Update (F1_PRIVATE_AUTH, Destination MAC, not 1n
set, add, x)

Update (F2_PUBLIC_IGNORE, Add, Source MAC, 1n
set, add, x)

Update (F3_PRIVATE_AUTH_REJECT, Destination
MAC, not 1n set, add, x)

Filter Id

F1_PRIVATE_ AUTH
(Unique filter 1dentifier)

F2  PUBLIC_ IGNORE

F3__PRIVATE_AUTH_REJECT

4. Once the new filters associated with the private side

Filter Criterion

Packet direction: outbound to
air

Wireless network: Private
Frame type: Management -
Access-Accept

Destination MAC: not 1n set
{7}

Packet direction: imbound from
air

Wireless network: Public
Frame type: Management -
Probe Request

Source MAC: in set { }
Packet direction: outbound to
air

Wireless network: Private
Frame type: Management -
Access-Reject

Destination MAC: in set { }

Action

Match: Duplicate packet
to controller and process
as normal

No Match: Process as
normal

Match: Ignore packet -
do not process as normal
No Match: Process as
normal

Match: Duplicate packet
to controller and process
as normal

No Match: Process as
normal

In an alternative, the frame processing manager 33 could

tracker function have been loaded, the AP 3 1s ready to 4 create new replacement filters 1tself, rather than filter update

apply the functionality. A Wi-F1 chient 7 mitially
attempts to connect to the public network side of AP 3.
It mitially sends out a probe request to the public.
network SSID 9. The frame matcher 51 determines that
neither filter criterion matches and therefore the AP 3
responds with a probe response, and the client 7 then
connects successtully to the public network 9.

65

commands. However, the preferred method has the advan-
tage that the frame processing manager 33 does not have to
maintain state for all the APs.

The frame filter updater 35 of the AP 3 receives the two
filter update commands 1nto the frame filter store 33 and the
frame matcher 51 processes them, after which 1ts filter table
53 looks as tollows:



Filter Id

F1_PRIVATE_ AUTH
(Unique filter 1dentifier)

F2_ PUBLIC_ IGNORE

F3__PRIVATE_AUTH_REJECT

US 10,892,965 B2
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TABLE 8

Filter Criterion Action

Packet direction: outbound to Match: Duplicate packet
alr to controller and process

Wireless network: Private as normal
Frame type: Management - No Match: Process as
Access-Accept normal

Destination MAC: not in set

X}
Packet direction: mnbound from  Match: Ignore packet -
alr do not process as normal

No Match: Process as
normal

Wireless network: Public
Frame type: Management -
Probe Request

Source MAC: in set {x}
Packet direction: outbound to Match: Duplicate packet
alr to controller and process

Wireless network: Private as normal
Frame type: Management - No Match: Process as
Access-Reject normal
Destination MAC: in set {x}
8. When the same client 7 again attempts to connect to the WEP key changed on private SSID and client not
private  network  side. This  time  the updated), and then attempts to connect to the private

F1 PRIVATE AUTH does not match as the filter cri-
terion “Destination MAC: not in set {x}” is now false. 3

The AP 3 therefore does not duplicate the frame to the
frame processing manager 33, but just processes 1t as
normal. (This avoids the frame processing manager 33
having to repeatedly performing task step 6 above.)

9. If the client 7 attempts to connect to the public network

side 9 of the AP 3. It initially 1ssues a Probe Request to

the AP 3.

10. This Probe Request now matches F2_PUBLIC_
IGNORE, and the AP 3 performs the match action,
which 1s to 1gnore the frame. 15
11. The client 7 therefore receives no Probe Response, as
none was sent by the AP, and eventually gives up trying to

connect to the public side 9 of the AP 3.
12. If the client 7 1s ever removed from the authorization

list on the private side of AP 3 (e.g. for EAP-TLS) (or

side 5, the filter F3_PRIVATE_AUTH_REIJECT will
be matched, the frame will be sent up to the frame
processing manager 33 which will send new filter
updates to AP 3 removing “x” from the MAC address
sets 1n the three rules, allowing the client 7 to connect
once again to the public side 9.

Implementation 1b: (Controller not Actively mvolved)

An alternative implementation 1s very similar to imple-
mentation la, except that more advanced filter manipulation
functions are used. In particular, the possible filter actions
include the ability to modify filter criteria/actions (essen-
tially self-modifving code). This allows all the functionality

of this particular example service to be implemented directly
on the AP with no mvolvement by the frame processing
manager 33 (or possibly only involvement in deploying the

Filter Id

F1__PRIVATE__AUTH

# filter 1d consists of a unique
access point i1dentifier and a

filter identifier unique within
that AP

# This filter detects successtul
authentications on the private

side of the AP, and adds the
device’s MAC address to a list

of MACs not to be allowed on
the public side

F2_ PUBLIC_IGNORE

# This filter ensures that
specified device MAC addresses
do not receive Probe Responses
on the public side

F3_ PRIVATE_ AUTH_REJECT
# This filter ensures that devices
which are no longer authorized
authorised on the private side

are allowed onto the public side.

initial filters).

TABL.

L1l
O

Filter Criterion

# WPA2-PSK

Authentication success on
private side of AP

Packet direction: outbound
to air

Wireless network: Private
Frame type: 802.11 Data
Type: 801.1X
Authentication (0x888e)
Key Descriptor Type:
EAPOL RSN Key (2)
Key Information:

Secure: Set

Destination MAC: not in
set { }

Packet direction: inbound
from air

Wireless network: Public
Frame type: 802.11 Probe
Request (0x04)

Source MAC: in set { }
Packet direction: outbound
to air

Wireless network: Private
Frame type: 802.11
Deauthentication (0x0Oc);
Reason Code: Previous

Match Action

Process as normal and perform
edits:

(F1__PRIVATE__AUTH,
Destination MAC, not in set, add,
<Destination MAC>)

(F2_ PUBLIC__IGNORE, Add,
Source MAC, 1n set, add,
<Destination MAC>))

(F3_ PRIVATE _AUTH_ REJECT,

Destination MAC, not in set, add,
<Destination MAC>))

where <Destination MAC> 1s
extracted from the matched

frame.

Ignore packet - do not process as
normal

Process as normal and perform
edits:

(F1__PRIVATE_AUTH,
Destination MAC, not 1n set,
remove, <Destination MAC>)
(F2_ PUBLIC__IGNORE, Add,
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TABLE 9-continued

Filter Id Filter Criterion

authentication no longer
valid (0x0002)

Destination MAC: in set { }

14

Match Action

Source MAC, 1n set, remove,
<Destination MAC>))
(F3_ PRIVATE_ _AUTH_ REJECT,

Destination MAC, not 1n set,
remove, <Destination MAC>))
where <Destination MAC> i1s
extracted from the matched

frame.

The above processing allows the AP 3 to be upgraded with
new behavior and functions based on the filtering and
behavior rules provided by the Frame Processing Manager

33

Example Operation 3: New Service 1s Wi-Fi
Alliance “Passpoint” (a.k.a. Hotspot 2.0)

In this example, a new service 1s 1dentified which the

access points 3 do not currently support. For this example,
the new service 1s to make the AP 3 Wi-F1 Alliance (WFA)

Passpoint compliant. Passpoint 1s a certification program of
the Wi-F1 Alliance designed to make Wi-F1 Roaming sim-
pler.

As with the previous example, the detection of a new
function causes the frame processing manager 33 to attempt
to update the APs so that their capabilities can be dynami-
cally changed in response to the new function. However,
unlike the previous example, this new function cannot be
simply eflected by altering the AP 3. Therefore in this
example, AP 3 1s configured to send a subset of control data
packets, relating to Passpoint 1n this example, to the con-
troller dynamic frame processor 35 instead of trying to
process the control packets itself. The controller dynamic
frame processor 35 then functions as a proxy and processes
the received control data on behall of the AP 3. This
processing 1s transparent to any Wi-F1 client devices and
therefore the new function 1s implemented virtually for the
AP 3 by the controller dynamic frame processor 35.

To support the Passpoint virtual function, the following
changes need to be made to supplement existing AP func-
tionality:

1. Beacon/Probe Response Frame Modifications:

Add 802.11u and specific WFA extensions to the beacons
and probe responses
2. Action Frame processing

Add handling of 802.11u Action Frames, inbound and
outbound

A simplified sequence for connection to a Passpoint
enabled AP 1s as follows:

Filter Id

F4__ANQP__RECEIVE
# This filter ensures that all
inbound 802.11u GAS frames

are forwarded to the controller
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1. A new “ANQP” function 1s written for the frame
processing manager 33;

2. AP 3 1s configured with Beacon Frame (and Probe
Response Frame) information, and a set of frame
filters;

3. AP 3 sends out Beacon Frame indicating 1t 1s Passpoint
capable

4. Device 11 sends Probe Request to AP to check that
two-way connectivity 1s possible.

5. AP 3 sends back a Probe Response indicating 1t 1s

Passpoint capable
6. Device 11 sends ANQP query 1 an 802.11u Action

Frame.

7. AP 3 responds with ANQP Response in 802.11u Action
Frame indicating which Passpoint services are sup-
ported.

8. Device 11 decides whether to connect, and 1t so,
connects using normal 802.1X/WPA2 Enterprise
mechanisms.

The following text describes how this sequence of events
1s handled by the AP 3 and frame processing manager 33 of
the dynamic Wi-F1 controller 31.

1. A new “ANQP” function 1s written for the frame pro-

cessing manager 33

A new lunction 1s written for the frame processing man-
ager 33 to receive mcoming ANQP queries from the client
device 11 and produce responses to them.

2. AP 1s configured with Beacon Frame (and Probe Response

Frame) imnformation, and a set of frame filters

By default, the AP 3 1s not aware of Passpoint and does
not know how to create a Passpoint compliant beacon frame.

At the mitialization phase for the AP 3, the frame pro-
cessing manager 33 sends down a beacon (& probe
response) configuration for the Passpoint enabled SSID.
This includes a range of parameters (see standard CAPWAP)
plus the definmitions of two new elements, the 802.11u
“Interworking” element and the Wi-F1 Alliance Hotspot 2.0
Vendor Specific information element.

The frame processing manager 33 also sends down a set
of frame filters to the AP 3 to cater for the 802.11u ANQP
action frame processing.

TABLE 10

Filter Criterion Match Action

Packet direction: inbound Match: Encapsulate

WLAN frame and

forward to controller over
Ethernet

from air

Wireless network: Public
Frame type = 802.11 Action

(0x0d);

Public Action in set {GAS
Initial Request (0x0a), GAS
Comeback Request (0x0d)}
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TABLE 10-continued

Filter Id Filter Criterion

Packet direction: inbound
from controller

Wireless network: Public
Frame type = Encapsulated
Wireless LAN Management
Frame;

Category Code = Public
Action (4);

Public Action in set {GAS
Initial Response (0x0a), GAS
Comeback Response (0x0d)}

F5_ ANQP__RESPOND
# This filter ensures that all
outbound R02.11u GAS frames

are put on the air

3. AP sends out Beacon Frame indicating it 1s Passpoint
capable
The AP 3 configures the beacon based on this information
and adds the SSID to 1ts normal beacon broadcast cycle.
It also configures i1ts probe response frames using the
same 1nformation.
4. Device sends Probe Request to AP to check that two-way
connectivity 1s possible.

A Passpoint enabled device detects the beacon, and deter-
mines from the beacon (specifically from the presence of the
802.11u Interworking Element and the Wi-F1 Alliance Hot-
spot 2.0 Vendor Specific information element) that the AP 3
1s a Passpoint enabled AP. It decides to gather more infor-
mation from the AP 3 to determine whether 1t should attempt
to connect or not. It 1ssues a probe request to the AP3.

5. AP sends back a Probe Response indicating 1t 1s Passpoint
capable
The AP 3 sends back a probe response which includes the

802.11u “Interworking” element and the Wi-F1 Alliance

Hotspot 2.0 Vendor Specific information element.

6. Device sends ANQP query in an 802.11u Action Frame
The device 11 then sends an 802.11u ANQP query to the

access point 3 (contained 1n an Action Frame). This frame 1s

matched by filter F4 ANQP_RECEIVE and 1s then encap-
sulated 1n an Ethernet frame and sent to the controller

dynamic frame processor 35.

7. AP responds with ANQP Response 1n 802.11u Action
Frame indicating which Passpoint services are supported.
The controller dynamic frame processor 35 knows how to

handle this frame, using 1ts new “ANQP” function. It

processes 1t and produces an appropriate 802.11 response
frame, which 1t encapsulates 1n an Ethernet frame (e.g. using

CAPWAP) and passes it back to the AP 3.

The AP 3 receives the incoming frame, which 1s matched
by filter F5_ANQP_RESPOND. It decapsulates the frame
and sends i1t out over the air.

8. Device decides whether to connect, and 1f so, connects
using normal 802.1X/WPA2 Enterprise mechanisms.
The device 11 recerves the ANQP response and decides

that the AP 3 does support a service provider for which 1t has

a valid subscription. The ANQP process 1s now complete,

and the device authenticates with the AP using normal

WPA2 Enterprise mechanisms.

In this example, a new network function 1s added to the
network which cannot be implemented simply by updating
the behavior of the APs 3. Therefore the APs 3 are config-
ured to oflload the function to the controller dynamic frame
processor 35 which carries out the processing on behalf of
the AP 3.

The skilled person will appreciated that if the AP 1s
replaced with a new AP which can locally carry out the new
function, then during registration described above the ability

Match Action
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Match: Decapsulate
WLAN {frame from
Ethernet frame and send
out on air interface

of the new AP to carry out the Passpoint processing locally
will be determined by the frame processing manager and
therefore the AP dynamic frame processor 1s configured to
carry out the Passpoint processing as an in-built function.
As shown above the system architecture in the first
embodiment provides a mechanism to dynamaically control
the behavior of an Access Points 3 within an ISP’s domain
of APs 3. In particular, the interactions between the APs and

the Dynamic Wi-F1 controller 31 allow many dynamic
features such as:

determiming and detecting changes in the set of APs;

updating the software running on the APs dynamically;

changing the behavior of the APs to provide more func-
tionality and capability dynamically;

changing the location where packets are processed to be

dynamically moved from the Access Point to the Con-
troller, or vice versa;

allowing the manner 1n which packets are processed 1n the

AP to be dynamically altered; and
providing virtual functions to the existing capabilities of
the AP.
Alternatives and Modifications

In the embodiment, the routers provide connectivity to
customer premises devices to change the routing behavior
and capabilities. It will be appreciated that the described
processing 1s also applicable to other networks of devices
such as a set top box network having a central controller
location for administration and configuration functions.

In the embodiment, the routing devices have Wi-Fi inter-
faces. In an alternative, Ethernet only routers are similarly
monitored and configured to add new capabilities.

In the embodiment, the wireless protocol used 1n the
access point 1s a Wi-F1 protocol, 1n an alternative, the routers
have other wireless technologies such as Bluetooth, femto-
cells and Wimax, and the dynamic controller 1s modified to
include the management capability for any other wireless
configurations.

In the embodiment, the access points were capable of
creating private and public wireless networks, 1n one alter-
native, the access points only generate a private network and
the dynamic controller 1s operable to configure the private
network access points. In a further alternative, the access
points do not create private wireless networks and are part
of a “hotspot” network of public access points and the
dynamic controller also functions to determine the capability
of the various public access points and add functionality to
cach of them.

In the embodiment, a single dynamic controller 1s used to
control all of the access points. In an alternative, for scal-
ability and to account for system architecture variations, a
plurality of dynamic controllers are present in the network
core to handle subsets of access points.
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The 1nvention claimed 1s:
1. A wireless hotspot data network comprising:
at least one wireless access point located at an edge of the
wireless hotspot data network and configured to pro-
vide a first subset of functions from a set of control
plane functions provided by the wireless hotspot data
network to wireless network user devices located at the
edge of the wireless hotspot data network, wherein the
at least one wireless access point includes a wireless
interface for wireless communication with wireless
client devices, the wireless interface configured to
create a private side wireless network and a public side
wireless network;
a wireless access point routing configuration controller
located 1n a core of the wireless hotspot data network
and operable to:
determine, at the core of the wireless hotspot data
network, the first subset of functions provided by the
at least one wireless access point, and

identify, at the core of the wireless hotspot data net-
work, a second subset of functions from the set of
control plane functions that are not 1n the first subset
of functions; and

a control data processor located in the core of the
wireless hotspot data network and capable of pro-
cessing the set of control plane functions,
wherein the at least one wireless access point 1s config-
ured to process, at the edge of the wireless hotspot data
network, any requests for functions in the first subset of
functions and to forward any requests relating to the
second subset of functions to the control data processor
located 1n the core of the wireless hotspot data network,
and
wherein the control data processor 1s configured, at the
core of the wireless hotspot data network, to:
receive, from the least one wireless access point, the
second subset of functions,

perform processing of the received second subset of
functions on behalf of the at least one wireless access
point, and

return the results of the processing from the control
data processor located at the core of the wireless

hotspot data network to the at least one wireless
access point located at the edge of the wireless
hotspot data network.

2. A data network according to claim 1, wherein the
second subset of functions of the at least one wireless access
point results 1n new capabilities for the at least one wireless
access point.

3. A data network according to claim 1, wherein at least
one of the first subset of functions or the second subset of
functions 1s dynamically changed whenever the wireless
access point routing configuration controller determines new
functions are available.

4. A data network according to claim 1, wherein there are
at least two wireless access points devices having different
processing capabilities, the wireless access point routing
configuration controller determining the respective capabili-
ties and configuring each of the at least two wireless access
points to have a respective set of new capabilities.

5. A data network according to claim 1, wherein the
wireless access point routing configuration controller detects
the presence of new wireless access points and determines
the respective configurations of the new wireless access
points.
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6. A network controller for a wireless hotspot data net-
work, the network controller being located at a core of the
wireless hotspot data network, comprising:
an 1nterface to a plurality of wireless access points com-
prising a first wireless access point and a second
wireless access point,
a control data processor located at the core of the wireless
hotspot data network and capable of processing a set of
functions; and
a wireless access point routing configuration controller
located at the core of the wireless hotspot data network
and operable to:
determine, at the core of the wireless hotspot data
network, a first subset of functions from the set of
functions capable of being processed by the first
wireless access point, a second subset of functions
from the set of functions capable of being processed
by the second wireless access point, the first subset
of functions being diflerent than the second subset of
functions, and

identify, at the core of the wireless hotspot data net-
work, a third subset of functions from the set of
functions that are not 1n the first subset of functions
and 1dentity a fourth set of functions from the set of
functions that are not in the second subset of func-
tions,
wherein the wireless access point routing configuration
controller 1s operable to instruct:
the first wireless access point to process, at the edge of
the wireless hotpot data network, any requests for
functions 1n the first subset of functions locally and
to forward any requests relating to the third subset of
functions to the control data processor located in the
core of the wireless hotspot data network, and

the second wireless access point to process, at the at the
edge of the wireless hotpot data network, any
requests for functions 1n the second subset of func-
tions locally and to forward any requests relating to
the fourth subset of functions to the control data
processor located 1n the core of the wireless hotspot
data network, and
wherein the control data processor 1s configured, at the
core of the wireless hotspot data network, to:
receive Irom the first wireless access point the third
subset of functions,

receive from the second wireless access point the fourth
subset of functions,

perform processing ol the received third subset of
tunctions and fourth subset of functions on behalf of
the first wireless access point and the second wireless
access point, and

return the results of the processing from the control
data processor located at the core of the wireless
hotpot data network to the first wireless access point
and the second wireless access point located at the
edge of the wireless hotspot data network.

7. A method of managing a wireless hotspot data network
having at least one wireless access point located at an edge
of the wireless hotspot data network, a wireless access point
routing configuration controller located at a core of the
wireless hotspot data network, and a control data processor
located at the core of the wireless hotspot data network, the
control data processor being capable of processing a set of
functions, the method comprising:

by the wireless access point routing configuration con-
troller:
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determining, at the core of the wireless hotspot data control data processor located in the core of the
network, a first subset of functions from the set of wireless hotspot data network; and
functions that are provided by the at least one by the control data processor:

receiving, at the core of the wireless hotspot data
network, requests relating to the second subset of
functions on behalf of the at least one wireless access
point,

performing processing, at the core of the wireless
hotspot data network, of the received requests, and

returning results of the processing from the core of the

wireless access point, wherein the wireless access
point includes a wireless interface for wireless com-
munication with wireless client devices, the wireless

interface configured to create a private side wireless
network and a public side wireless network,

identifying, at the core of the wireless hotspot data

: 10 .
network, a second subset of functions from the set of wireless hotspot data network to the at least one
functions that are not in the first subset of functions, wireless access point located at the edge of the
and wireless hotspot data network.

8. A method according to claim 7 further comprising
detecting the presence ol new wireless access points and

determining the respective configurations of the new wire-
less access points.

mstructing the at least one wireless access point to
process, at the edge of the wireless hotpot data 15
network, any requests for functions 1n the first subset
of functions locally and to forward any requests
relating to the second subset of functions to the S I T
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