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A controlled image sample 1s obtained of a produce item.
The controlled 1mage sample may be captured using an
integrated camera of a mobile device or by a specialized
produce image meter from a handheld scanning device. The
image sample 1s processed to obtain a produce signature that
1s unique to a type of produce associated with the image
sample. The produce signature 1s matched to a specific
produce 1dentifier and the produce 1dentifier 1s added to a list
of items being purchased by a shopper through a seli-
shopping system.
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PRODUCE IDENTIFICATION METHODS
AND DEVICE

BACKGROUND

Grocery shopping has advanced significantly 1n recent
years. Consumers can now scan their grocery items with
theirr own mobile phones and/or with store-provided mobile
scanning devices. Barcoded 1tems make scanning and item
identification quick and ethcient. However, there are a
several complications for both the grocery stores and the
consumers when 1t comes to items sold by weight, such as
produce.

Produce 1s either sold by quantity or by weight and often
there are no barcodes on the produce itself; rather, the
consumer may be required to scan a barcode on produce
shelving or perform a search to select the proper produce
item being purchased. Another complication 1s that some
produce may be organic and significantly more expensive
than a same type ol produce that 1s non-organic, such that
misidentification by the consumer can be costly to the
retailer or to the consumer 1 the consumer scans a shelf code
for organic produce when the consumer actually took non-
organic produce. It may also be that the consumer inten-
tionally scans a less expensive produce barcode to steal from
the retailer.

A variety of techniques have been implemented by retail-
ers with their self-shopping systems in an attempt to alle-
viate some of the above-noted problems and provide some
measure of theft detection/prevention.

Typically, selif-shopping systems include a user-facing
interface that allows the consumer to snap a picture of the
produce item, which then displays a listing of potential
produce 1tems for the consumer to select from. There are
many different varnations for any given produce type (for
example oranges) and many different types of produce have
similar shapes and colors. As a result, produce selection
through the user-facing interface may entail paging through
many screens full of selections many of which visually
appear similar to that which the consumer intended to
purchase. This slows down the seli-shopping experience,
frustrating the consumer and adversely impacting the
retailer, especially when incorrect produce selections are
made by the consumer.

SUMMARY

In various embodiments, produce i1dentification methods
and a produce 1dentification device are provided.

According to an aspect, a method for produce 1dentifica-
tion using a produce 1dentification device 1s presented. An
image device, which 1s integrated within a second device, 1s
controlled upon detection of an activation event produced
from the second device. An image sample of a target 1item 1s
captured by the image device. A signature 1s generated that
uniquely 1dentifies the target item from the image sample.
An 1dentifier for the target i1tem 1s obtained based on the
signature.

BRIEF DESCRIPTION OF THE

DRAWINGS

FIG. 1 1s a diagram of a system for produce identification
with a produce 1dentification device within a self-shopping
system, according to an example embodiment.

FI1G. 2 1s a diagram of a produce identification device for
produce 1dentification, according to an example embodi-
ment.
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FIG. 3 1s a diagram of a method for produce 1dentification,
according to an example embodiment.

FIG. 4 1s a diagram of another method for produce
identification, according to an example embodiment.

DETAILED DESCRIPTION

FIG. 1 1s a diagram of a system 100 for produce 1denti-
fication with a produce identification device within a seli-
shopping system. It 1s to be noted that the components are
shown schematically in greatly simplified form, with only
those components relevant to understanding of the embodi-
ments being 1llustrated.

Furthermore, the various components (that are 1dentified
in the FIG. 1) are illustrated and the arrangement of the
components 1s presented for purposes of 1llustration only. It
1s to be noted that other arrangements with more or with less
components are possible without departing from the teach-
ings of produce 1dentification, presented herein and below.

As used herein and below, the terms “user,” “consumer,”
“shopper,” and “customer” may be used interchangeably and
synonymously. The terms refer to an individual that 1s
performing seli-shopping using a modified and enhanced
self-shopping system as discussed herein and below.

As used here and below a “‘self-shopping system™ or a
“mobile-shopping system™ 1s intended to mean that a cus-
tomer/consumer shops and scans in the store aisles using
either a personal smart phone (user mobile device 120), or
a dedicated handheld shopping device (handheld scanner
with produce identifier 110) that may be pick up from a
kiosk within the store.

Modifications made to a user mobile device’s camera
settings within a mobile application 122 as part of a seli-
shopping system or modifications made to an existing hand-
held scanner device used with a shelf-shopping system are
provided herein and below. The modifications allow {for
improved produce recognition and 1dentification and/or sub-
stantially reduces selections of produce items when a direct
produce 1dentification 1s unable to be made.

Enhancements or modifications are made to an existing
mobile application utilized for self-shopping as mobile app
122. The enhancements include features to custom-correct
color for each user mobile device 120, optimize the camera
operating mode, and maintain a controlled camera distance
for purposes of maximizing computer vision of the target
produce that 1s being 1dentified in the resulting image.

Enhancements are made to an existing handheld scanner
device to 1nclude a specialized 1dentification device that 1s
capable of obtain an 1image with improved characteristics for
ensuring proper target produce identification. The special-
1zed 1dentification 1s activated via 1ts own trigger mechanism
on the enhanced handheld scanner with produce identifier
110.

The improved image sample of the target produce cap-
tured by the enhanced mobile app 122 and/or the handheld
scanner with produce identifier 110 allows for a unique
color, texture, or shape value to be computed from the
image, which uniquely 1dentifies the target produce quickly
and accurately.

System 100 includes a plurality of processing devices and
device types 110-160. The system 100 includes a handheld

scanner with produce identifier 110, a user-mobile device
120, cloud servers 130, a retail server 140, a Selt-Service
Terminal (SST), and a weigh station or terminal 160. Each
device 110-160 1ncludes its own processors and non-transi-
tory computer-readable media to execute executable mnstruc-
tions that cause the corresponding processors on the corre-




US 10,891,455 Bl

3

sponding devices 110-160 to perform the processing
associated with transaction manager 113, mobile application
(app) 122, produce 1dentifier 131, transaction manager 141,
transaction manager 151, and transaction manager 161.

As shown 1n FIGS. 1 and 2, the enhanced mobile shop-
ping tool or handheld scanner with produce identifier 110
includes a camera or scanner 111, a produce meter 112, a
transaction manager 113, an aperture (hole) 114 enclosed in
a housing around the nozzle, and a dedicated activation
trigger 115.

In an embodiment, the produce meter 112 1s a low-cost,
spot-type color meter that 1s added to an existing design of
a mobile shopping device. The meter 112 may include red,
green, and blue independently-controlled illumination
Light-Emitting Diodes (LEDs), with a discrete monochrome
photo sensor. Similar arrangements are used for measuring
paint and fabric color.

The meter 112 includes a small aperture 114. During
operation, a user presses a housing surrounding the aperture
114 against produce 116 (such as an apple as shown 1n FIG.
2) and a color measurement 1s taken. As shown in FIG. 2, the
aperture 114 1s shared with the scanner 111 of the handheld
scanner with produce identifier 110, such that barcodes are
read by the scanner 111 through aperture 114 and color
sampled are taken through aperture, when the user presses
the aperture housing (nozzle) against the produce 116 and
squeezes the dedicated meter-activation trigger 115.

The dedicated trigger 115 has a number of unique benefits
including: saving battery power of the handheld scanner
with produce 1dentifier 110 by keeping 1llumination associ-
ated with meter 112 off until needed by the user; increases
accuracy by not enabling produce identification processing
until meter 112 1s 1n contact with the target produce (nothing,
1s attempted to be 1dentified until trigger 1135 1s depressed by
the user); and 1ncreases security since squeezing the trigger
identifies a moment when the handheld scanner with pro-
duce identifier 110 can capture an “audit frame,” the audit
frame can be one frame, a sequence of frames, or a short
tull-motion “GIF” style video before and after the time when
produce 1dentification processing occurs (the audit frame 1s
of 1import to store employees to audit for fraud).

Optionally, handheld scanner with produce 1dentifier 110
stores an audit image that includes live footage leading up to
and immediately after the moment the user presses/activates
trigger 115.

Transaction manager 113 permits wireless communica-
tion of the color metric to be reported to transaction manager
141 over a wireless network connection 170. Transaction
manager 141 uses another network connection 170 and
contacts produce identifier 131. Produce identifier 131 uses
the color metric as a produce 1image signature and searches
a produce signatures data store 132. If a match 1s found
directly, produce identifier for produce 116 1s returned by
produce 1dentifier 131 to transaction manager 141. If a direct
match 1s not found the produces signatures within a thresh-
old value differences are returned to transaction manager
141 for selection. If handheld scanner with produce 1denti-
fier 110 includes a display (such as on a rear of handheld
scanner with produce i1dentifier 110), transaction manager
141 sends the list of produce items to transaction manager
113 over a wireless network connection 170. The user views
the selection list through a user-facing interface and selects
that matches produce 116. Transaction manager 113 reports
the selection to transaction manager 141 over a wireless
network connection 170. Transaction manager 141 records
the produce identifier associated with the selection 1 a
shopping cart for a transaction of the user having all items
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scanned and produce 1dentifiers identified by handheld scan-
ner with produce i1dentifier 110 through meter 112.

It 1s noted that there may be variations 1n this processing
flow between handheld scanner with produce 1dentifier 110,
retail server 140, and cloud servers 130:; for instance,
produce 1dentifier 131 and produce signatures data store 132
may reside on retail server 140.

In cases of seli-shopping systems lacking a handheld
scanner with produce identifier 110, a user proceeds with
self-shopping using a user’s mobile device 120 1n the
manners discussed below.

Self-shopping systems that utilize a user’s mobile device
120 use an existing mobile app (shopping app) to access the
device’s integrated camera 121 to read item barcodes and to
snap photographs (images) of produce 1tems. Embodiments
presented herein, use new mobile app 121 to take control of
camera 121 for purposes of re-purposing the camera’s
settings and manner 1n which 1images are taken of produce to
obtain the color metric for the produce. This camera control
and re-purpose 1s activated through a soft button displayed
within a user-facing interface of the mobile app 122.

Mobile app 122 re-purposes the camera 121 (configures
normal camera usage on device 120) by: performing color
correction on any image captured by camera 121, changing
the camera’s operating mode before the 1mage 1s capture,
and ensuring a fixed distance between the camera’s lens and
the target produce item 1s achieved by the user when an
image 1s captured. The resulting image with the color
correction 1s the processed to derive the color metric.

For color correction, color and i1llumination are not con-
sistent among different smart phone models, and sometimes
among diflerent units of the same model. As such, a database
may be maintained that, based on a registered mobile device
identifier, maps to a mobile device model. Color correction
values are maintained by model and 1n some cases by device
identifier (within a model). In some cases, a machine-
learning application may be deployed and trained based on
the final actual selected produce item versus what the color
metric was for that produce item. In this way, the color
correction can be achieved on a per-mobile-device 120 basis
and continually trained and improved for accuracy. The
color corrections can be specific to the model of the mobile
device 120 or specific to the serial number of the mobile
device 120; corrections can be fixed and occur 1n the same
manner based on the mobile device 120 over time or can be
seli-learming and adjusted or changed over time from the
mobile device 120. Optionally, mobile app 122 may use the
user-facing interface to prompt the user and force the user to
scan a color calibration target (such as a white square of
paper with known color characteristics and located 1 a
produce aisle of the store) before the soft button 1s capable
of being activated a first time for the user on mobile device
120.

For camera operating mode, camera exposure time and
focus behavior requires adjustment to maximize color accu-
racy and distinctiveness for produce items. Cameras typi-
cally run 1n an auto-exposure mode with i1llumination turned
off. This 1s done to save on battery power of the mobile
device 120 while at the same time always looking for an
item barcode to snap a picture of when brought 1nto focus
with the camera. Mobile app 122 maintains the camera 121
in auto-exposure mode with i1llumination off. During seli-
shopping, the user-facing interface displays a soit button for
produce 1dentification that the user touches on the mobile
device’s display to activate changing of the camera operat-
ing mode. Once the soft button 1s activated, mobile app 122
changes the camera’s mode of operation to white 1llumina-
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tion with fixed exposure and fixed macro focus. After a
produce item color metric 1s captured, mobile app 122
returns the camera back to auto-exposure mode with illu-
mination turned off.

For maintaining a fixed and optimal distance between the
lens of the camera 121 and the surface of the target produce,
the camera 121 needs to be close enough to the produce so
that i1llumination color and brightness are consistent. This
ensures the dominant i1llumination comes from the camera
121, making measurements for the color metric more accu-
rate. Ambient grocery store light does not have a consistent
color or brightness. Mobile app 122 monitors the camera’s
auto-focus lens position. If the position indicates the target
produce 1s at an optimal distance, mobile app 122 takes the
image for the color metric. If the target produce 1s too close
or too far, mobile app 122 does not allow the image to be
taken for the color metric and displays a message in the
user-facing interface to move the camera closer or further
back for optimal distance and image taking. The right focus
and right distance 1s determined by analyzing sharpness and
contrast of 1images being seen by camera 121, blurry images
being recorded do not have sharpness and contrast, so when
the sharpness and contrast are within a predefined threshold,
mobile app 122 determines the optimal distance has been
achieved and an 1mage 1s taken from which the color metric
1s derived for identifying the produce.

Mobile app 122 reports (over a network connection 170)
the color metric to produce identifier 131. Produce 1dentifier
131 looks up the color metric in produce signatures data
store 132 to find a single matching produce identifier or a list
of produce 1dentifiers matching or within a predefined range
of the color metric. The specific produce identifier for
produce 116 1s reported over a network connection 170 back
to mobile app 122. Mobile app 122 either reports the
produce 1dentifier to transaction manager 141 (over a net-
work connection 170) for purposes of maintaining a shop-
ping cart for the user for a given shopping transaction; or
mobile app 122 displays a list of potential produce 1tems
matching the color metric and a user-facing interface of
mobile app 122 receives a selection of a specific produce
item for produce 116 at which time mobile app 122 reports
(over a network connection 170) the selected produce 1den-
tifier to transaction manager 141 for insertion into the user’s
shopping cart for the transaction.

In an embodiment, a searching feature 1s maintained on
handheld scanner with produce 1dentifier 110 and the user-
facing interface ol mobile app 122 that permits produce
searching 1n situations where the returned produce identifier
from the color metric does not produce the needed produce
identifier or does not 1include the needed produce 1dentifier
in a list of potential produce 1dentifiers.

In both the handheld scanner with produce identifier 110
self-shopping and the user mobile device 120 self-shopping
embodiments, the user proceeds to an SST 150 or a weight
station/terminal 160 when checking out with their items
from the store. In either case, transaction manager 151 or
161 requests the user to weigh the produce items on a scale
(for those produce items sold by weight and not quantity).
Validation of the produce item 1dentifies in the shopping cart
or grocery list associated with the customer 1s processed
based on second images taken at SST 150 and/or weigh
terminal 160 as produce items are weighed (ensuring the
user has not swapped out previous produce items for dif-
terent produce 1tems or even items that are not produce). The
user 1s then directed to pay for a total associated with the
shopping cart and exits the store.
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It 1s noted that a variety of modifications can be made, for
instance produce identification can be achieved on mobile
device 120 or handheld scanner with produce 1dentifier 110
providing produce signature data store 132 1s maintained on
such devices 110 and 120.

The color metric as described herein 1s a umique computed
value based on an 1image taken under controlled and defined
conditions and from an optimal distance. The color metric
may be a single scalar value calculated from the pixels of the
image based on an average color value for all pixels.
Alternatively, the color metric may include a distribution of
color values over the image. The color metric may be viewed
as a fingerprint or unique signature of a given type of
produce 1tem that 1s capable of distinguishing that produce
item from other produce items of different types.

In an embodiment, a texture metric 1s used or a shape
metric rather than a color metric.

In an embodiment, combinations of a color metric, a
texture metric, and/or a shape metric 1s used rather than a
color metric 1n 1solation.

Identification of produce with seli-shopping systems has
been problematic. The above-noted teachings of a produce
identification device and controlling a mobile device’s cam-
era alleviate these problems by capturing a controlled and
accurate 1mage metric from target produce and using such
metric to umquely identify the produce. This substantially
reduces scrolling through lists of produce items for selec-
tion, speeds the self-shopping process, and reduces mistakes
or thett through improved produce 1dentification.

These and other embodiments are now discussed with
reference to the FIGS. 34.

FIG. 3 1s a diagram of a method 300 for produce 1denti-
fication, according to an example embodiment. The software
module(s) that implements the method 300 is referred to as
a “produce identifier.”” The produce identifier 1s 1mple-
mented as executable mstructions programmed and residing
within memory and/or a non-transitory computer-readable
(processor-readable) storage medium and executed by one
or more processors ol a device. The processor(s) of the
device that executes the produce identifier are specifically
configured and programmed to process the produce 1denti-
fier. The produce 1dentifier may have access to one or more
network connections during 1ts processing. The network
connections can be wired, wireless, or a combination of
wired and wireless.

In an embodiment, the device that executes the produce
identifier 1s the handheld scanner with produce identifier
110.

In an embodiment, the device that executes the produce
identifier 1s user mobile device 120.

In an embodiment, the produce i1dentifier i1s transaction
manager 113.

In an embodiment, the produce identifier 1s mobile app
122.

At 310, the produce identifier controls an 1mage device
within a second device upon detection of an activation event
from the second device. The image device 1s integrated
within the second device (the image device 1s integrated
within a common housing and/or within a motherboard of
the second device).

In an embodiment, at 311, the produce identifier detects
the event as a squeezed trigger 115 pressed on the second
device. The second device i1s the handheld scanner with
produce 1dentifier device 110.

In an embodiment of 311 and at 312, the produce 1den-
tifier activates a spot color meter 112 as the image device.
The handheld scanner with produce identifier device 110
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also includes an integrated scanner 111 that i1s a separate
device from the spot color meter 112.

In an embodiment, at 313, the produce identifier detects
the activation event as a button activation made within a
user-facing 1nterface of a mobile application 122 that
executes on the second device. The second device 1s the
mobile device 120.

In an embodiment of 313 and at 314, the produce iden-
tifier changes a mode of operation for the image device from
auto-exposure mode with i1llumination off to while 1llumi-
nation with fixed exposure and fixed macro focus on. Here,
the 1mage device 1s an integrated camera 121 of mobile
device 120.

At 320, the produce i1dentifier captures an 1mage sample
of a target item through activation of the image device
within the second device.

In an embodiment of 314 and 320, at 321, the produce
identifier captures the image sample when the target 1tem 1s
determined to be an optimal distance from the camera 121
based on a sharpness, a contrast, and a focus of sample target
images reported by the camera 121 prior to activating the
camera 121 to capture the image sample.

In an embodiment of 321 and at 322, the produce iden-
tifier performs color corrections on the image sample based
on a model type associated with the mobile device 120.

In an embodiment of 321 and at 323, the produce 1den-
tifier performs color corrections on the image sample based
on a mobile device identifier for the mobile device 120.

In an embodiment of 321 and at 324, the produce 1den-
tifier performs color corrections on the image sample based
on results of a color calibration performed on the mobile
device 120.

At 330, the produce 1dentifier generates a signature that
uniquely 1dentifies the target item or a type of target item
from the 1mage sample.

In an embodiment, at 331, the produce identifier averages
color pixel values present 1in the image sample to generate
the signature.

In an embodiment, at 332, the produce identifier generates
the signature based on one or more of: color pixel values
present 1n the image sample, textures identified from pixel
values of the image sample, and shapes 1dentified from the
pixel values of the 1image sample.

At 340, the produce 1dentifier obtains an identifier for the
target 1tem based on the signature. This can be done on the
device that processes the produce identifier (on device) or
done through network communication to produce 1dentifier
131 and/or transaction manager 141 (off device).

FIG. 4 1s a diagram of another method 400 for produce
identification, according to an example embodiment. The
solftware module(s) that implements the method 400 1s
referred to as a “self-shopping produce identifier.”” The
self-shopping produce identifier 1s implemented as execut-
able mstructions programmed and residing within memory
and/or a non-transitory computer-readable (processor-read-
able) storage medium and executed by one or more proces-
sors of one or more devices. The processors that execute the
self-shopping produce 1dentifier are specifically configured
and programmed to process selif-shopping produce identifier.
The self-shopping produce identifier may have access to one
or more network connections during 1its processing. The
network connections can be wired, wireless, or a combina-
tion of wired and wireless.

In an embodiment, multiple devices execute the seli-
shopping produce identifier on all or some combination of
handheld scanner with produce identifier 110, mobile device
120, cloud servers 130, and/or retail server 140.

10

15

20

25

30

35

40

45

50

55

60

65

8

In an embodiment, a single device executes the seli-
shopping produce identifier from either handheld scanner
with produce identifier 110 or mobile device 120.

In an embodiment, the self-shopping produce identifier 1s
all or some combination of: transaction manager 113, mobile
app 122, produce 1dentifier 131, and transaction manager
141.

In an embodiment, the self-shopping produce identifier 1s
one of: transaction manager 113 or mobile app 122.

The seli-shopping produce identifier presents another and,
in some ways, enhanced processing perspective ol the

method 300 of FIG. 3.

At 410, the self-shopping produce 1dentifier activates an
image device based on detection of an event generated
during a self-shopping session within a self-shopping sys-
tem.

At 420, the self-shopping produce 1dentifier controls the
image device and captures an 1mage ol a produce 1tem that
1s being added to a shopping cart during the seli-shopping
SESS101.

In an embodiment, at 421, the self-shopping produce
identifier changes a mode of operation for the 1image device.
Here, the image device 1s a camera 121 that 1s integrated into
a mobile device 120.

In an embodiment of 421 and at 422, the seli-shopping
produce 1dentifier restores the camera 121 back to the mode
ol operation that existed before the change 1n mode at 421
alter the 1image 1s captured by the camera 121. Again, this
was discussed above and saves on battery power of the
mobile device 120 during the self-shopping session.

In an embodiment, at 423, the self-shopping produce
identifier activates a spot color meter 112 as a device
integrated mnto a handheld scanner with produce identifier
device 110. The handheld scanner with produce identifier
device 110 includes a separate scanner device 111 for item
barcode scanning during the self-shopping session.

At 430, the self-shopping produce 1dentifier generates an
image signature for the image. This can be a single scalar
value as discussed above or a distribution of certain types of
pixel values present 1n the image.

At 440, the selt-shopping produce identifier searches a
signature data store 132 for matching or attempting to match
entries 1n the data store 132 to the signature and locating a
single produce identifier or a list of candidate produce
identifiers.

At 450, the self-shopping produce identifier provides at
least one produce identifier based on results associated with
440. Again, this can be a single produce identifier or if no
direct match 1s found a list of candidate produce 1dentifiers.

For example, and in an embodiment, at 451, the seli-
shopping produce identifier displays a list of candidate
produce 1tem 1dentifiers on a device operated by a shopper.
The candidate item 1dentifiers representing the at least one
produce 1dentifier at 450.

At 460, the self-shopping produce identifier records the

produce 1tem identifier 1n the shopping cart for the seli-
shopping session and self-shopping transaction.

In an embodiment of 451 and 460, at 461, the self-
shopping produce identifier receives a selection from the
candidate produce 1tem 1dentifiers as selected by the shopper
and records the selection identifier for the selection as the
produce identifier in the shopping cart during the seli-
shopping session.

According to an embodiment, at 470, the self-shopping
produce i1dentifier captures audit images captured by the
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image device before the event was detected and after the
event 1s detected for a configured amount of time. This can
be used for auditing.

In any of the above-noted embodiments of FIGS. 1-4, the
mobile device 120 may be a mobile phone, a tablet, or a
wearable processing device.

In an embodiment, of any of the above-noted embodi-
ments of FIGS. 1-4, the color corrections for the mobile
device 120 can include a machine-learning algorithm that 1s
continually trained based on actual results for the produce
item fed back into the algorithm.

It should be appreciated that where software 1s described
in a particular form (such as a component or module) this 1s
merely to aid understanding and 1s not intended to limit how
soltware that implements those functions may be architected
or structured. For example, modules are illustrated as sepa-
rate modules, but may be implemented as homogenous code,
as individual components, some, but not all of these modules
may be combined, or the functions may be implemented in
soltware structured 1n any other convenient manner.

Furthermore, although the software modules are illus-
trated as executing on one piece ol hardware, the software
may be distributed over multiple processors or in any other
convenient manner.

The above description 1s illustrative, and not restrictive.
Many other embodiments will be apparent to those of skill
in the art upon reviewing the above description. The scope
ol embodiments should therefore be determined with refer-
ence to the appended claims, along with the full scope of
equivalents to which such claims are entitled.

In the foregoing description of the embodiments, various
features are grouped together 1n a single embodiment for the
purpose of streamlining the disclosure. This method of
disclosure 1s not to be interpreted as reflecting that the
claimed embodiments have more features than are expressly
recited in each claim. Rather, as the following claims retlect,
inventive subject matter lies 1 less than all features of a
single disclosed embodiment. Thus, the following claims are
hereby incorporated into the Description of the Embodi-
ments, with each claim standing on 1ts own as a separate
exemplary embodiment.

The 1nvention claimed 1s:

1. A method, comprising:

controlling an 1image device integrated within a second

device upon an activation event detected from the
second device;

capturing an 1mage sample of a target item by the image

device, wherein capturing further includes capturing
the 1mage sample after determining that the target item
1s at an optimal distance from the image device based
on a sharpness, a contrast, and a focus of the image
sample reported by the image device as compared
against a predefined threshold to ensure that a dominant
illumination for the image sample comes from the
image device and not from ambient light associated
with surroundings of the target item:;

generating a signature that uniquely identifies the target

item from the 1mage sample; and

obtain an 1dentifier for the target item based on the

signature.

2. The method of claim 1 wherein controlling further
includes detecting the activation event as a squeezed trigger
pressed on the second device, wherein the second device 1s
a handheld scanner and produce identifier device.

3. The method of claim 2, wherein detecting further
includes activating a spot color meter as the image device,
wherein the handheld scanner and produce identifier
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includes a scanner for scanning barcodes of items and the
scanner 15 separate from the spot color meter.

4. The method of claim 1, wherein controlling further
includes detecting the activation event as a button activation
made within a user-facing interface of a mobile application
that executes on the second device, wherein the second
device 1s a mobile device.

5. The method of claim 4, wherein detecting further
includes changing a mode of operation of the image device
from auto-exposure mode with illumination ofl to white
illumination with fixed exposure and fixed macro focus,
wherein the image device 1s an integrated camera of the
mobile device.

6. The method of claim 35, wheremn capturing further
includes performing color corrections on the image sample
based on a model type associated with the mobile device.

7. The method of claim 5, wheremn capturing further
includes performing color corrections on the image sample
based on a mobile device 1dentifier for the mobile device.

8. The method of claim 5, wheremn capturing further
includes performing color corrections on the image sample
based on results of a color calibration performed by the
mobile device.

9. The method of claim 1, wherein generating further
includes averaging color pixel values within the image
sample to generate the signature.

10. The method of claam 1, wherein generating further
includes generating the signature based on one or more of:
color pixel values present in the image sample, textures
identified from pixel values of the 1mage sample, and shapes
identified from the pixels of the image sample.

11. A method, comprising:

activating an image device based on detection of an event

generated during a selif-shopping session with a seli-
shopping system;

controlling the image device and capturing an image of a

produce 1tem that 1s being added to a shopping cart
during the self-shopping session, wherein controlling
further includes capturing the image after determining
that the produce item 1s at an optimal distance from the
image device based on a sharpness, a contrast, and a
focus of the image reported by the image device as
compared against a predefined threshold to ensure that
a dominant 1llumination for the 1mage comes from the
image device and not from ambient light associated
with surroundings of the produce item:;

generating an image signature for the image;

searching an 1mage signature data store for the image

signature;

providing at least one produce identifier for the produce

item based on the searching; and

recording the at least one produce item 1n the shopping

cart.

12. The method of claim 11 further comprising, recoding
audit 1mages captured by the 1image device before the event
and after the event for a configured amount of time.

13. The method of claim 11, wherein controlling further
includes changing a mode of operation for the image device,
wherein the immage device 1s a camera integrated nto a
mobile device.

14. The method of claim 13, wherein changing further
includes restoring the camera back to the mode of operation
alter the 1mage 1s captured by the camera.

15. The method of claim 11, wherein controlling further
includes activating a spot color meter as a device integrated
into a handheld scanner and produce identification device,
wherein the produce scanning and identification device
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includes a separate scanner device for 1item barcode scanning
during the seli-shopping session.

16. The method of claim 11, wherein providing further
includes displaying a list of candidate produce 1tem 1denti-
fiers on a device operated by a shopper, wherein the candi-
date produce item identifiers represent the at least one

produce 1dentifier.
17. The method of claim 16, wherein recording further

includes receiving a selection from the candidate produce
item 1dentifiers from the device as selected by the shopper
and recording a selection 1dentifier for the selection as the at
least one produce identifier 1n the shopping cart.
18. A handheld scanner with produce identifier device,
comprising:
a scanner;
a spot color meter;
a trigger;
a processor; and
a non-transitory computer-readable storage medium com-
prising executable mnstructions:
the executable 1nstructions when executed by the proces-
sor from the non-transitory computer-readable storage
medium cause the processor to:
scan barcodes placed 1in view of the scanner;
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provide 1item 1dentifiers for the barcodes to a shopping
cart associated with a self-shopping transaction;

activate the spot color meter when the trigger 1s acti-
vated;

capture an 1image sample, by the spot color meter, of a
produce 1tem after determining that the produce 1tem
1s at an optimal distance from the spot meter based
on a sharpness, a contrast, and a focus of the image
sample reported by the spot meter as compared
against a predefined threshold to ensure that a domi-
nant i1llumination for the image sample comes from
the spot meter and not from ambient light associated
with surroundings of the produce item:;

cause an 1mage signature to be generated from the
image sample that uniquely identifies the produce
item and provides a produce i1dentifier to the shop-
ping cart for the self-shopping transaction; and

deactivate the spot color meter after the 1image sample
1s captured or when the trigger 1s released.

19. The handheld scanner with produce identifier device
of claim 18 further comprising an aperture in front of the
scanner and the spot color meter, the aperture enclosed 1n a
housing.
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