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............................................................................................................................................................................ S3 1 0
the non-principal language text is translated into the principal J/
language text, or the adjacent principal language text 1s
translated into the non-principal language text

S320

a matching degree between the non-principal language text and S
the adjacent principal language text is determined :

— G ——— e 9330
- a probability that the non-principal language text forms the first
- word pair with its adjacent principal language text is calculated
: according to the matching degree
____________________________________________________________________________________________________________________________________________________________________________ <340

it 15 determined whether the non-principal language text forms
the first word pair with its adjacent principal language text
according to the probability

Fig. 5

S410
it 18 1dentified whether there 1s a second word pair 1n the
principal language text

the abbreviation of the non-principal language text in the second

word pair 1s determined as the replacement content

Fig. 6
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j S510
it 1s identified whether there 1s a separate non-principal
language text in the principal language text

the separate non-principal language text s translated into the
principal language text, to determine the translated principal
language text as the replacement content

Fig. 8

when there are two or more translation results of the translated 5610

prmcipal language text, a context relevancy between each of the

two or more translation results and the separate non-principal
language text is determined

- the translation result having a greatest context relevancy 1s |
- determined as the principal language text corresponding to the |
' separate non-principal language text '

Fig. 9
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1

METHOD AND DEVICE FOR DISPLAYING
MULTI-LANGUAGE TYPESETTING,
BROWSER, TERMINAL AND COMPUTER
READABLE STORAGE MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to Chinese Patent Appli-
cation No. 201810061020.8, filed on Jan. 22, 2018, the
entire contents of which are incorporated herein by refer-
ence.

TECHNICAL FIELD

The present disclosure relates to the field of information
technology, and more particularly, to a method and a device
for displaying multi-language typesetting, a browser, a ter-
minal and a computer readable storage medium.

BACKGROUND

At present, 1n multi-language typesetting texts (such as in
Chinese-English mixed typesetting texts), since there 1s no
space between Chinese characters, and there 1s space
between English words and string lengths of the words are
different, there are always problems of word spacing dis-
tortion 1n text reading and editing of Chinese-English mixed
typesetting, such that the layout 1s untidy and unattractive,
and the front-end display eflect of the multi-language type-
setting 1s aflected. This i1ssue 1s even more prominent 1n
mobile applications, because the screen 1s smaller, and the
spacing distortion problem 1s more prominent, thus nega-
tively aflecting users’ reading experience.

SUMMARY

Embodiments of the present disclosure provide a method
and a device for displaying multi-language typesetting, a
browser, a terminal and a computer readable storage
medium.

Embodiments of the present disclosure provide a method
tor displaying multi-language typesetting, including: obtain-
ing a text to be typeset; i1dentifying embedded language
content in a principal language text of the text to be typeset,
wherein the embedded language content includes at least
one non-principal language content embedded in the prin-
cipal language text; determining replacement content of the
embedded language content, 1n which the replacement con-
tent 1ncludes a principal language text corresponding to the
embedded language content or an abbreviation of a non-
principal language text in the embedded language content;
and replacing the embedded language content with the
replacement content.

Embodiments of the present disclosure provide a browser.
The browser includes a terminal. The terminal 1includes one
or more processors and a storage device. The storage device
1s configured to store one or more programs. When the one
or more programs are executed by the one or more proces-
sors, the one or more processors implement the method for
display multi-language typesetting according to embodi-
ments ol the present disclosure.

Embodiments of the present disclosure provide a termi-
nal. The terminal includes one or more processors and a
storage device. The storage device 1s configured to store one
or more programs. When the one or more programs are
executed by the one or more processors, the one or more
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processors implement the method for display multi-lan-
guage typesetting according to embodiments of the present
disclosure.

Embodiments of the present disclosure provide a com-
puter readable storage medium storing computer programs
therein. When the programs are executed by a processor, the
method according to the first aspect of the present disclosure
1s 1implemented.

The above summary 1s for the purpose of 1llustration only
and 1s not intended to limit the present disclosure. In
addition to illustrative aspects, embodiments, and features
described above, the further aspects, embodiments and fea-
tures of the present disclosure will be apparent from the

description and appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

In drawings, unless otherwise stated, the same reference
numerals throughout the drawings refer to the same or
similar parts or elements. The drawings may not be neces-
sarily drawn to scale. It should be understood that, the
drawings are merely illustrative of some embodiments of the
present disclosure, and should not be construed to limit the
scope of the present disclosure.

FIG. 1 1s a flow chart of a method for displaying multi-
language typesetting according to an embodiment of the
present disclosure;

FIG. 2 1s a schematic diagram illustrating a page in which
word spacing distortion occurs 1n a multi-language typeset-
ting text 1n the related art;

FIG. 3 1s a tlow chart of a method for displaying multi-
language typesetting according to an embodiment of the
present disclosure;

FIG. 4 15 a schematic diagram 1llustrating a reconstruction
and 1nteraction eflect of a first word pair of a method for
displaying multi-language typesetting according to an
embodiment of the present disclosure;

FIG. 5 1s a flow chart of 1dentifying a first word pair of a
method for displaying multi-language typesetting according
to an embodiment of the present disclosure;

FIG. 6 1s a tlow chart of a method for displaying multi-
language typesetting according to another embodiment of
the present disclosure;

FIG. 7 1s a schematic diagram 1llustrating a reconstruction
and interaction eflect of a second word pair of a method for
displaying multi-language typesetting according to an
embodiment of the present disclosure;

FIG. 8 1s a tlow chart of a method for displaying multi-
language typesetting according to yet another embodiment
of the present disclosure;

FIG. 9 1s a flow chart of replacing of a separate non-
principal language text of a method for displaying multi-
language typesetting according to an embodiment of the
present disclosure;

FIG. 10 1s a block diagram of a device for displaying
multi-language typesetting according to an embodiment of
the present disclosure; and

FIG. 11 1s a block diagram of a device for displaying
multi-language typesetting according to another embodi-
ment of the present disclosure.

DETAILED DESCRIPTION

Exemplary embodiments of the present disclosure will be
briefly described below. It should be understood by those
skilled 1n the art that, the described embodiments may be
modified in various different ways without departing from
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the spirit or scope of the present disclosure. Theretfore, the
accompanying drawings and description should be regarded
to be 1llustrative rather than restrictive.

Embodiments of the present disclosure provide a method
for displaying multi-language typesetting. FIG. 1 1s a tlow
chart of a method for displaying multi-language typesetting
according to an embodiment of the present disclosure. As
illustrated 1n FIG. 1, the method includes followings.

At block S110, a text to be typeset 1s obtained.

At block S120, embedded language content in a principal
language text of the text to be typeset 1s identified. The
embedded language content includes at least one non-
principal language content embedded 1n the principal lan-
guage text.

At block S130, replacement content of the embedded
language content 1s determined. The replacement content
includes a principal language text corresponding to the
embedded language content or an abbreviation of a non-
principal language text in the embedded language content.

At block S140, the embedded language content 1s
replaced with the replacement content.

The embedded language content includes a first word pair,
a second word pair, or a separate non-principal language
text. The first word pair 1s composed of a non-principal
language text and a principal language text corresponding to
the non-principal language text. The second word pair 1s
composed of an abbreviation of the non-principal language
text and a full name of the non-principal language text. The
separate non-principal language text 1s an independently
existing non-principal language text that does not form a
word pair. The replacement content includes page adaptation
content corresponding to the embedded language content,
including the principal language text or the abbreviation of
the non-principal language text.

In multi-language typesetting texts, mother tongue or
native language 1s usually the principal, so it 1s called the
principal language. In many cases, at least one other lan-
guage may be embedded in the principal language, for
example, English 1s embedded in Chinese, and the other
language embedded in the principal language 1s called as the
embedded language. In other words, the language used 1n
the principal language text 1s different from that used in the
embedded language text. Since there are problems of word
spacing distortion in typesetting of multi-language typeset-
ting texts, the layout 1s untidy and unattractive, and the
front-end display eflect of the multi-language typesetting 1s
allected. Especially 1n mobile applications, since the screen
1s small, word spacing distortion 1s more obvious, reading
experience of users 1s allected, and immersive state of user’s
concentration and satisfaction 1n the current target situation
(created by the designer) 1s destroyed.

FI1G. 2 1s a schematic diagram 1llustrating a page in which
word spacing distortion occurs 1 a multi-language typeset-
ting text in the related art. As illustrated 1n FIG. 2, word
spacing distortion occurs in English in the rectangle. The lett
rectangle illustrates a case where there 1s the first word pair
in the principle language text, the non-principle language
text “International Consortium of Investigative Journalists™
and 1ts corresponding principle language @ text

&6 |

i| fr 12 27 & B ER  (Chinese characters, which means
the International Consortium of Investigative Journalists)
form the first word pair. The right rectangle illustrates a case
where there 1s the second word pair 1n the principle language
text, the abbreviation “FID” and the full name “Frechet
Inception Distance™ of the non-principle language text form
the second word pair.
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In an embodiment of the present disclosure, 1n order to
solve problems of word spacing distortion, the embedded
language content 1s replaced with the corresponding page
adaptation content, the page adaptation content 1s the display
content adapted to front-end display of the principle lan-
guage, 1.e., the embedded language content 1s replaced with
the corresponding principle language text or the abbrevia-
tion of the non-principle language text. For example, 1n a
Chinese-English mixed text, English words having different
lengths are replaced with corresponding Chinese characters
or English abbreviations. Therefore, word spacing distortion
in the front-end display of the multi-language typesetting
can be avoided, the page display can more neat and beau-
tiful, and the user experience can be improved.

FIG. 3 1s a flow chart of a method for displaying multi-
language typesetting according to an embodiment of the
present disclosure. As illustrated in FIG. 3, according to an
implementation of the method for displaying multi-language
typesetting of the present disclosure, 1dentifying the embed-
ded language content in the principal language text of the
text to be typeset may include block S210. At block S210,
it 1s 1dentified whether there 1s a first word pair 1n the
principal language text. The first word pair 1s composed of
a non-principal language text and a principal language text
corresponding to the non-principal language text. Determin-
ing the replacement content of the embedded language
content may include block S220. At block 5220, the prin-
cipal language text 1n the first word pair 1s determined as the
replacement content.

FIG. 4 15 a schematic diagram 1llustrating a reconstruction
and 1nteraction etlect of a first word pair of a method for
displaying multi-language typesetting according to an
embodiment of the present disclosure. As 1llustrated in FIG.
4, after reconstruction, in the first word pair, only the

principle language text <[ Fric+7 ik & Ik B (Chinese
characters, which means the International Consortium of
Investigative Journalists) 1s retained, and its corresponding
non-principle language text “International Consortium of
Investigative Journalists” 1s hidden. Moreover, a prompt
mark 1 1s set behind the principle language text

107 A 22 BB (Chinese characters, which means
the International Consortium of Investigative Journalists),
indicating that there 1s hidden content to be viewed.
According to an implementation of the method for dis-
playing multi-language typesetting of the present disclosure,
identifying whether there i1s the first word pair in the
principal language text includes: identifying the non-prin-
cipal language text in the principal language text, and
identifying through translation whether the non-principal
language text forms the first word pair with 1ts adjacent
principal language text. Taking an English-Chinese mixed
text as an example, 1n general cases, the English text and its
corresponding Chinese text forming the first word pair may
be adjacent texts, and generally the Chinese text 1s 1n front,
and the English text 1s in parentheses immediately following
the Chinese text. Therefore, 1dentification of Chinese-Eng-
lish word pairs can be assisted by identification symbols
(including parentheses, brackets, braces, or dashes, etc.).
FIG. 5 1s a flow chart of 1dentifying a first word pair of a
method for displaying multi-language typesetting according
to an embodiment of the present disclosure. As illustrated in
FIG. 5, according to an implementation of the method for
displaying multi-language typesetting of the present disclo-
sure, 1dentifying through translation whether the non-prin-
cipal language text forms the first word pair with 1ts adjacent
principal language text may include blocks S310-S340. At

cc—hi
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block S310, the non-principal language text 1s translated into
the principal language text, or the adjacent principal lan-
guage text 1s translated into the non-principal language text.
At block 5320, a matching degree between the non-principal
language text and the adjacent principal language text is
determined. The matching degree includes editing distance
data determined based on a translation result, a similarity of
word vectors, and/or the number of co-occurrences in the
text. At block S330, a probability that the non-principal
language text forms the first word pair with 1ts adjacent
principal language text 1s calculated according to the match-
ing degree. At block S340, 1t 1s determined whether the
non-principal language text forms the first word pair with its
adjacent principal language text according to the probability.

In the implementation, English 1s translated mto Chinese
or Chinese 1s translated into English, and a possibility of the
two forming a Chinese-English word pair 1s calculated. In a
technical implementation, 1t can be implemented by trans-
lating 1nto the same language, and by determining according
to features such as the editing distance, the similanty of
word vectors, and the number of co-occurrences in the text.

The word vector 1s a way to mathematicalize words in the
language, because to process natural language using the
algorithm in machine learning, 1t i1s usually necessary to
mathematicalize the language first. For example, a simple
way of the word vector 1s to represent a word with a long
vector, the length of the vector 1s the size of the dictionary,
components of the vector may only have one 1, and the rest
are 0. The position of 1 corresponds to the position of the
word 1n the dictionary. The corpus can be used to train the
word vector model, to calculate the word similarity.

In the mmplementation, the features (including editing
distance data, the similarity of word vectors, and/or the
number of co-occurrences 1n the text) may be combined, and
identification of word pairs can be performed using the
machine learning model and based on the above features.

According to an implementation of the method for dis-
playing multi-language typesetting of the present disclosure,
the editing distance data includes an editing distance
between the translated text and the adjacent text, or a ratio
of the editing distance to a length of the translated text. The
editing distance refers to the minimum number of editing
operations required to convert from one to the other between
two strings, and allowable editing operations may include
replacing one character with the other, inserting a character,
and deleting a character. In general, the smaller the editing
distance 1s, the greater the similarity between the two strings
1s. In the implementation, the determination model may be
not limited, 1t may be determined by calculating a probabil-
ity of the two being a Chinese-English word pair according
to the editing distance, or by calculating a similarity using a
regression model according to an extended feature (such as
the ratio of the editing distance to the length of the original
fragment). It may not be very accurate to determine the
matching degree of two words merely using the editing
distance, 1n some cases, the editing distance 1s large because
the length of the text 1s large, rather than the similarity 1s
low. By taking the ratio of the editing distance to the length
of the translated text as the matching degree between the
non-principle language text and the adjacent principle lan-
guage text, the accuracy of word pair determination can be
turther 1improved.

According to an implementation of the method for dis-
playing multi-language typesetting of the present disclosure,
identifying through translation whether the non-principal
language text forms the first word pair with 1ts adjacent
principal language text includes: i1dentitying whether the
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non-principal language text forms the first word pair with its
adjacent principal language text according to machine trans-
lation corpus and by using a neural network machine model.
In the implementation, the similanty between Chinese and
English can directly be learned using a neural network, and
a text alignment relationship can be mined through machine
translation corpus. Bilingual text alignment is to establish a
correspondence between the same language unit of source
language and target language 1n bilingual corpus, that 1s, to
determine a translation relationship between language
unit(s) 1n the source language text and language unit(s) in the
target language text. The source language fragment and the
target language sequence are taken as input in the learning
mode of the neural network, to fit the corresponding simi-
larity.

FIG. 6 1s a flow chart of a method for displaying multi-
language typesetting according to another embodiment of
the present disclosure. As illustrated in FIG. 6, according to
an 1mplementation of the method for displaying multi-
language typesetting of the present disclosure, 1dentifying
the embedded language content in the principal language
text of the text to be typeset may further include block S410.
At block S410, it 1s 1dentified whether there 1s a second word
pair 1n the principal language text. The second word pair 1s
composed of the abbreviation of the non-principal language
text and a full name of the non-principal language text.
Determining the replacement content of the embedded lan-
guage content may further include block S420. At block
5420, the abbreviation of the non-principal language text in
the second word pair 1s determined as the replacement
content.

FIG. 7 1s a schematic diagram 1llustrating a reconstruction
and interaction eflect of a second word pair of a method for
displaying multi-language typesetting according to an
embodiment of the present disclosure. As illustrated 1n FIG.
7, after reconstruction, 1n the second word pair, only the
abbreviation “FID” of the non-principal language text is
retained, and 1ts corresponding full name “Frechet Inception
Distance” 1s hidden. Moreover, a prompt mark 1 1s set
behind the abbreviation “FID” of the non-principal language
text, indicating that there 1s hidden content to be viewed.

According to an implementation of the method for dis-
playing multi-language typesetting of the present disclosure,
identifving whether there 1s the second word pair in the
principal language text includes: identifying the non-prin-
cipal language text in the principal language text, and
determining whether the non-principal language text
belongs to the second word pair according to an 1nitial letter.
Taking an English-Chinese mixed text as an example, 1n the
second word pair composed by the abbreviation and the full
name of the non-principal language text, the abbreviation of
the non-principal language text 1s generally 1n front, and the
full name of the non-principle language text is in parenthe-
ses 1mmediately following the abbreviation. Therefore,
identification of the abbreviation and the full name of the
non-principal language text can be assisted by i1dentification
symbols (including parentheses, brackets, braces, or dashes,
etc.).

FIG. 8 1s a flow chart of a method for displaying multi-
language typesetting according to yet another embodiment
of the present disclosure. As illustrated in FIG. 8, according
to an 1implementation of the method for displaying multi-
language typesetting of the present disclosure, 1dentifying
the embedded language content in the principal language
text of the text to be typeset may further include block S510.
At block S510, 1t 1s 1dentified whether there 1s a separate
non-principal language text in the principal language text.
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The separate non-principal language text 1s an independently
existing non-principal language text that does not form a
word pair. Determining the replacement content of the
embedded language content may further include S520. At
block S520, the separate non-principal language text i1s
translated into the principal language text, to determine the
translated principal language text as the replacement con-
tent. In the implementation, when the embedded language
content 1s not 1n the word pair form, but 1s the non-principal
language text existed independently, the embedded language
content 1s directly replaced with the corresponding trans-
lated principal language text.

FIG. 9 1s a flow chart of replacing of a separate non-
principal language text of a method for displaying multi-
language typesetting according to an embodiment of the
present disclosure. As illustrated 1n FIG. 9, according to an
implementation of the method for displaying multi-language
typesetting of the present disclosure, determining the
replacement content of the embedded language content
further include block S620 and block S630. At block S620,
when there are two or more translation results of the
translated principal language text, a context relevancy
between each of the two or more translation results and the
separate non-principal language text 1s determined. At block
5630, the translation result having a greatest context rel-
evancy 1s determined as the principal language text corre-
sponding to the separate non-principal language text.

In the implementation, English 1s translated into Chinese,
and disambiguation 1s performed. For example, an English
word may have different Chinese translation results (for
example, UPS may be an abbreviation of “Uninterrupted
Power Supply”, and may also be the abbreviation of “Uni-
versity of Paris-Sud”), by determining the context relevancy
between each of the different translation results and the
context to eliminate disambiguation, consistency of the
sentence meaning can be ensured, and possibility of escap-
ing can be reduced.

According to an implementation of the method for dis-
playing multi-language typesetting of the present disclosure,
after the embedded language content 1s replaced with the
replacement content, the method further includes: setting a
prompt mark for the replacement content, and displaying the
embedded language content corresponding to the replace-
ment content in response to a preset operation. The prompt
mark includes a preset font of the replacement content
and/or a preset mark symbol of the replacement content. The
preset operation mcludes clicking or long pressing the page
adaptation content or the mark symbol.

In the implementation, based on dynamic interaction of
the front-end technology, APP floating layer control or
javascript script developed by HTML (HyperText Markup
Language) 1s called to complete front-end interaction,
achieving the display eflect of displaying English informa-
tion corresponding to the Chinese in response to the clicking
or long pressing operation.

In FIG. 4, the prompt mark 1 1s set behind the principle

]anguage text = FyeiC A7 ifE EH% > (Chinese characters,
which means the International Consortium of Investigative
Journalists), and 1 FIG. 7, the prompt mark 1 1s set behind
the abbreviation “FID” of the non-principle language text,
indicating that there 1s the hidden content to be viewed, the
hidden embedded non-principle language content can be
displayed by clicking or long pressing the prompt mark 1.
FIG. 4 and FIG. 7 also illustrate the page eflect after
interaction. In addition, the prompt mark may also be the
preset font of the page adaptation content, such as a font
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color prompt, an i1talic prompt or an underline font prompt,
or a combination of multiple font styles to play a prominent
reminder, the hidden embedded non-principle language con-
tent can be displayed by clicking or long pressing the text
having the prompt mark font. In embodiments of the present
disclosure, the word spacing distortion in front-end display
of multi-language typesetting can be avoided, complete
multi-language content can be displayed, the page display
can be more neat and beautiful, and user experience can be
improved.

According to another aspect, embodiments of the present
disclosure provide a device for displaying multi-language
typesetting. FIG. 10 1s a block diagram of a device for
displaying multi-language typesetting according to an
embodiment of the present disclosure. As 1llustrated in FIG.
10, the device includes an obtaining unit 105, an 1dentifying,
unmt 100, a determining unit 200 and a replacing unit 300.

The obtaiming unit 105 1s configured to obtain a text to be

typeset.
The identifying unit 100 1s configured to 1dentily embed-

ded language content 1n a principal language text of the text
to be typeset. The embedded language content includes at
least one non-principal language content embedded 1n the
principal language text.

The determining unit 200 1s configured to determine
replacement content of the embedded language content. The
replacement content includes a principal language text cor-
responding to the embedded language content or an abbre-
viation of a non-principal language text in the embedded
language content.

The replacing unit 300 1s configured to replace the embed-
ded language content with the replacement content.

The embedded language content includes a first word pair,
a second word pair, or a separate non-principal language
text. The first word pair 1s composed of a non-principal
language text and a principal language text corresponding to
the non-principal language text. The second word pair 1s
composed of an abbreviation of the non-principal language
text and a full name of the non-principal language text. The
separate non-principal language text 1s an independently
existing non-principal language text that does not form a
word pair. The replacement content includes page adaptation
content corresponding to the embedded language content,
and the page adaptation content includes the principal lan-
guage text or the abbreviation of the non-principal language
text.

FIG. 11 1s a block diagram of a device for displaying
multi-language typesetting according to another embodi-
ment of the present disclosure. As 1llustrated 1n FIG. 11, the
identifying unit 100 includes a first identitying sub unit 110.
The first identifying sub unit 110 1s configured to i1dentity
whether there 1s a first word pair in the principal language
text. The first word pair 1s composed of a non-principal
language text and a principal language text corresponding to
the non-principal language text. The determining unit 200
includes a first determining sub umit 210. The first deter-
mining sub unit 210 1s configured to determine the principal
language text in the first word pair as the replacement
content.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the first identitying sub unit 110 includes a text identifying
sub unit 112 and a translation 1dentifying sub unit 114. The
text identifying sub umt 112 is configured to identity the
non-principal language text in the principal language text.
The translation i1dentifying sub umt 114 1s configured to
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identily through translation whether the non-principal lan-
guage text forms the first word pair with 1ts adjacent
principal language text.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the translation identifying sub unit 114 1s further configured
to: translate the non-principal language text into the princi-
pal language text, or translate the adjacent principal lan-
guage text into the non-principal language text; determine a
matching degree between the non-principal language text
and the adjacent principal language text, in which the
matching degree includes editing distance data determined
based on a translation result, a similarity of word vectors,
and/or the number of co-occurrences 1n the text; calculate a
probability that the non-principal language text forms the
first word pair with its adjacent principal language text
according to the matching degree; and determine whether
the non-principal language text forms the first word pair
with 1ts adjacent principal language text according to the
probability.

In the mmplementation, the features (including editing
distance data, the similarity of word vectors, and/or the
number of co-occurrences in the text) may be combined, and
identification of word pairs can be performed using the
machine learning model and based on the above features.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the editing distance data includes an editing distance
between the translated text and the adjacent text, or a ratio
of the editing distance to a length of the translated text.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the translation identifying sub unit 114 1s further configured
to 1dentity whether the non-principal language text forms the
first word pair with 1ts adjacent principal language text
according to machine translation corpus and by using a
neural network machine model.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the 1dentitying unit 100 includes a second identifying sub
unit 120. The second 1dentifying sub unit 120 1s configured
to 1dentify whether there 1s a second word pair in the
principal language text. The second word pair 1s composed
of the abbreviation of the non-principal language text and a
tull name of the non-principal language text. The determin-
ing unit 200 1includes a second determining sub unit 220. The
second determining sub umt 220 1s configured to determine
the abbreviation of the non-principal language text in the
second word pair as the replacement content.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the second 1dentifying sub unit 120 is further configured to
identify the non-principal language text in the principal
language text, and determine whether the non-principal
language text belongs to the second word pair according to
an 1nitial letter.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the 1dentifying unit 100 includes a third 1dentifying sub unit
130. The third identifying sub unit 130 1s configured to
identily whether there 1s a separate non-principal language
text 1n the principal language text. The separate non-prin-
cipal language text 1s an independently existing non-princi-
pal language text that does not form a word pair. The
determining unit 200 includes a third determining sub unit
230. The third determining unit 230 1s configured to translate
the separate non-principal language text into the principal

10

15

20

25

30

35

40

45

50

55

60

65

10

language text, to determine the translated principal language
text as the replacement content.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the third determining sub unit 230 1s further configured to:
when there are two or more translation results of the
translated principal language text, determine a context rel-
evancy between each of the two or more translation results
and the separate non-principal language text, and determine
the translation result having a greatest context relevancy as
the principal language text corresponding to the separate
non-principal language text.

According to an implementation of the device for dis-
playing multi-language typesetting of the present disclosure,
the device further includes an interaction unit 400. The
interaction unit 400 1s configured to set a prompt mark for
the replacement content, and display the embedded language
content corresponding to the replacement content 1n
response to a preset operation. The prompt mark includes a
preset Tont of the replacement content and/or a preset mark
symbol of the replacement content. The preset operation
includes clicking or long pressing the page adaptation con-
tent or the mark symbol.

In a possible implementation, the device for displaying
multi-language typesetting includes a processor and a
memory. The memory 1s configured to store programs for
supporting the device for displaying multi-language type-
setting to perform the method for displaying multi-language
typesetting according to the present disclosure, and the
processor 1s configured to execute the programs stored in the
memory.

According to another aspect, embodiments of the present
disclosure provide a browser. The browser includes the
device for display multi-language typesetting according to
embodiments of the present disclosure.

According to yet another aspect, embodiments of the
present disclosure provide a terminal. The terminal includes
one or more processors and a storage device. The storage
device 1s configured to store one or more programs. When
the one or more programs are executed by the one or more
processors, the one or more processors implement the
method according to embodiments of the present disclosure.

According to yet another aspect, embodiments of the
present disclosure provide a computer readable storage
medium storing computer programs therein. When the pro-
grams are executed by a processor, the method according to
embodiments the present disclosure 1s implemented.

The technical solutions of the present disclosure may have
tollowing advantages or beneficial effects. The word spacing
distortion in front-end display of multi-language typesetting
can be avoided, complete multi-language content can be
displayed, the page display can be more neat and more
beautiful, and user experience can be improved.

The technical solutions of the present disclosure may
turther have following advantages or beneficial effects. The
ratio of the editing distance to the length of the translated
text 1s taken as the matching degree between the non-
principle language text and the adjacent principle language
text, the accuracy of word pair determination can be further
improved.

The technical solutions of the present disclosure may still
have following advantages or beneficial eflects. The disam-
biguation process 1s performed on the translation result, and
the context relevancy between each of the two or more
translation results and the separate non-principal language
text 1s determined, consistency of the sentence meaning can
be ensured, and the possibility of escaping can be reduced.
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Reference throughout this specification to “an embodi-
ment,” “some embodiments,” “an example,” “a specific
example,” or “some examples,” means that a particular
feature, structure, material, or characteristic described in
connection with the embodiment or example 1s included 1n
at least one embodiment or example of the present disclo-
sure. The appearances of the above phrases 1n various places
throughout this specification are not necessarily referring to
the same embodiment or example of the present disclosure.
Furthermore, the particular features, structures, materals, or
characteristics may be combined 1n any suitable manner 1n
one or more embodiments or examples. In addition, different
embodiments or examples and features of different embodi-
ments or examples described in the specification may be
combined by those skilled in the art without mutual contra-
diction.

In addition, terms such as “first” and “second” are used
herein for purposes of description and are not intended to
indicate or imply relative importance or significance. Thus,
the feature defined with “first” and “second” may include
one or more this feature. In the description of the present
disclosure, unless 1t 1s specified otherwise, “a plurality of”
means at least two, for example, two or three.

Any procedure or method described 1n the flow charts or
described in any other way herein may be understood to
include one or more modules, portions or parts for storing
executable codes that realize particular logic functions or
procedures. Moreover, advantageous embodiments of the
present disclosure include other implementations 1n which
the order of execution 1s different from that which 1s
depicted or discussed, including executing functions 1n a
substantially simultaneous manner or in an opposite order
according to the related functions, which should be under-
stood by those skilled in the art.

The logic and/or step described in other manners herein or
shown 1n the flow chart, for example, a particular sequence
table of executable instructions for realizing the logical
function, may be specifically achieved 1n any computer
readable medium to be used by the instruction execution
system, device or equipment (such as the system based on
computers, the system including processors or other systems
capable of obtaining the instruction from the instruction
execution system, device and equipment and executing the
instruction), or to be used 1n combination with the instruc-
tion execution system, device and equipment. As to the
specification, “the computer readable medium” may be any
device adaptive for including, storing, communicating,
propagating or transierring programs to be used by or in
combination with the instruction execution system, device
or equipment. More specific examples of the computer
readable medium include but are not limited to: an electronic
connection (an electronic device) with one or more wires, a
portable computer enclosure (a magnetic device), a random
access memory (RAM), a read only memory (ROM), an
crasable programmable read-only memory (EPROM or a
flash memory), an optical fiber device and a portable com-
pact disk read-only memory (CDROM). In addition, the
computer readable medium may even be a paper or other
appropriate medium capable of printing programs thereon,
this 1s because, for example, the paper or other appropnate
medium may be optically scanned and then edited,
decrypted or processed with other appropriate methods
when necessary to obtain the programs in an electric manner,
and then the programs may be stored in the computer
memories.

It should be understood that each part of the present
disclosure may be realized by the hardware, software, firm-
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ware or their combination. In the above embodiments, a
plurality of steps or methods may be realized by the software
or firmware stored in the memory and executed by the
appropriate 1nstruction execution system. For example, 11 1t
1s realized by the hardware, likewise 1n another embodiment,
the steps or methods may be realized by one or a combina-
tion of the following techniques known 1n the art: a discrete
logic circuit having a logic gate circuit for realizing a logic
function of a data signal, an application-specific integrated
circuit having an appropriate combination logic gate circuit,
a programmable gate array (PGA), a field programmable
gate array (FPGA), eftc.

It would be understood by those skilled 1n the art that all
or a part of the steps carried by the method in the above-
described embodiments may be completed by relevant hard-
ware instructed by a program. The program may be stored in
a computer readable storage medium. When the program 1s
executed, one or a combination of the steps of the method 1n
the above-described embodiments may be completed. The
implementation of the device corresponds to the implemen-
tation of the method, and therefore descriptions of the device
are relatively simple, and the related description may refer
to the description of the implementation of the method.

In addition, individual functional units 1n the embodi-
ments ol the present disclosure may be integrated 1in one
processing module or may be separately physically present,
or two or more units may be integrated 1n one module. The
integrated module as described above may be achieved 1n
the form of hardware, or may be achieved in the form of a
software functional module. If the integrated module 1s
achieved 1n the form of a software functional module and
sold or used as a separate product, the itegrated module
may also be stored in a computer readable storage medium.
The storage medium mentioned above may be read-only
memories, magnetic disks or CD, etc.

The above embodiments illustrate merely specific imple-
mentations of the present disclosure, which are described in
detail but are not construed to limit the scope of the present
disclosure. It should be pointed that, for those skilled in the
art, without departing from the principle of the present
disclosure, various changes and improvements may be
made, which are covered by the protection scope of the
present disclosure. Therefore, the protection scope of the
present disclosure i1s according to the appended claims.

What 1s claimed 1s:

1. A method for displaying multi-language typesetting,
comprising;

obtaining a text to be typeset;

identifying embedded language content in a principal

language text of the text to be typeset wherein an
embedded language corresponding to the embedded
language content 1s different from a principal language
corresponding to the principal language text, and the
identifying the embedded language content in the prin-
cipal language text of the text to be typeset comprises
identifying a non-principal language text in the princi-
pal language text and i1dentifying through translation
whether the non-principal language text forms a first
word pair with 1ts adjacent principal language text,
wherein the first word pair 1s composed of a non-
principal language text and a principal language text
corresponding to the non-principal language text and
the embedded language content comprises at least one
non-principal language content embedded 1n the prin-
cipal language text;

determining replacement content of the embedded lan-

guage content, wherein the replacement content com-
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prises a principal language text corresponding to the
embedded language content or an abbreviation of a
non-principal language text in the embedded language

content; and

replacing the embedded language content with the
replacement content;

wherein the i1dentifying through translation whether the
non-principal language text forms the first word pair
with 1ts adjacent principal language text comprises;

translating the non-principal language text into the prin-
cipal language text, or translating the adjacent principal
language text into the non-principal language text;

determining a matching degree between the non-principal
language text and the adjacent principal language text,
wherein the matching degree comprises editing dis-
tance data determined based on a translation result, a
similarity of word vectors, and/or the number of co-
occurrences 1n the text, the editing distance data com-
prises an editing distance between the translated text
and the adjacent text, or a ratio of the editing distance
to a length of the translated text;

calculating a probability that the non-principal language
text forms the first word pair with its adjacent principal
language text according to the matching degree; and

determining whether the non-principal language text
forms the first word pair with 1ts adjacent principal
language text according to the probability.

2. The method according to claim 1, wherein,

determining the replacement content of the embedded
language content comprises:

determining the principal language text in the first word
pair as the replacement content.

3. The method according to claim 2,

wherein 1dentifying through translation whether the non-
principal language text forms the first word pair with its
adjacent principal language text comprises:

identifying whether the non-principal language text forms
the first word pair with its adjacent principal language
text according to machine translation corpus and by
using a neural network machine model.

4. The method according to claim 1, wherein,

identifying the embedded language content 1n the princi-
pal language text of the text to be typeset further
Comprises:

identifying whether there 1s a second word pair 1n the
principal language text, wherein the second word pair

1s composed of the abbreviation of the non-principal
language text and a full name of the non-principal
language text,

determining the replacement content of the embedded

language content comprises:

determining the abbreviation of the non-principal lan-

guage text in the second word pair as the replacement
content.

5. The method according to claim 4, wherein 1dentifying,
whether there 1s the second word pair in the principal
language text comprises:

identifying the non-principal language text in the princi-

pal language text; and

determining whether the non-principal language text

belongs to the second word pair according to an 1nitial
letter.

6. The method according to claim 1, wherein,

identifying the embedded language content in the princi-

pal language text of the text to be typeset further
CoOmprises:
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identifying whether there 1s a separate non-principal lan-
guage text in the principal language text, wherein the
separate non-principal language text 1s an indepen-
dently existing non-principal language text that does
not form a word pair;

determining the replacement content of the embedded
language content comprises:

translating the separate non-principal language text into
the principal language text, to determine the translated
principal language text as the replacement content.

7. The method according to claim 6, wherein determining,

the replacement content of the embedded language content

further comprises:
when there are two or more translation results of the

translated principal language text, determining a con-
text relevancy between each of the two or more trans-
lation results and the separate non-principal language
text; and

determinming the translation result having a greatest con-
text relevancy as the principal language text corre-
sponding to the separate non-principal language text.

8. The method according to claim 1, after replacing the

embedded language content with the replacement content,
further comprising:

setting a prompt mark for the replacement content, the
prompt mark comprising a preset font of the replace-
ment content and/or a preset mark symbol of the
replacement content; and

displaying the embedded language content corresponding
to the replacement content 1n response to a preset
operation.

9. A terminal, comprising;:

One Or MOore Processors;

a storage device, configured to store one or more pro-
grams;

wherein when the one or more programs are executed by
the one or more processors, the one or more processors
are configured to:

obtain a text to be typeset;

identity embedded language content in a principal lan-
guage text of the text to be typeset wherein an embed-
ded language corresponding to the embedded language
content 1s different from a principal language corre-
sponding to the principal language text, and the 1den-
tifying the embedded language content 1n the principal
language text of the text to be typeset comprises
identifying a non-principal language text in the princi-
pal language text and identifying through translation
whether the non-principal language text forms a first
word pair with 1ts adjacent principal language text,
wherein the first word pair 1s composed of a non-
principal language text and a principal language text
corresponding to the non-principal language text and
the embedded language content comprises at least one
non-principal language content embedded 1n the prin-
cipal language text;

determine replacement content of the embedded language
content, wherein the replacement content comprises a
principal language text corresponding to the embedded
language content or an abbreviation of a non-principal
language text in the embedded language content; and

replace the embedded language content with the replace-
ment content;

wherein the identifying through translation whether the
non-principal language text forms the first word pair
with 1ts adjacent principal language text comprises:
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translating the non-principal language text into the prin-
cipal language text, or translating the adjacent principal
language text into the non-principal language text;

determining a matching degree between the non-principal
language text and the adjacent principal language text,
wherein the matching degree comprises editing dis-
tance data determined based on a translation result, a
similarity of word vectors, and/or the number of co-
occurrences 1n the text, the editing distance data com-
prises an editing distance between the translated text
and the adjacent text, or a ratio of the editing distance
to a length of the translated text;
calculating a probability that the non-principal language
text forms the first word pair with its adjacent principal
language text according to the matching degree; and

determining whether the non-principal language text
forms the first word pair with 1ts adjacent principal
language text according to the probability.

10. The terminal according to claim 9, wherein when the
one or more processors are configured to 1dentily the embed-
ded language content 1n the principal language text of the
text to be typeset, the one or more processors are configured
to:

determine the principal language text in the first word pair

as the replacement content.

11. The terminal according to claim 10,

wherein when the one or more processors are configured

to 1dentily through translation whether the non-princi-
pal language text forms the first word pair with its
adjacent principal language text, the one or more pro-
cessors are configured to:

identily whether the non-principal language text forms the

first word pair with 1ts adjacent principal language text
according to machine translation corpus and by using a
neural network machine model.

12. The terminal according to claim 9, wherein when the
one or more processors are configured to 1dentify the embed-
ded language content in the principal language text of the
text to be typeset, the one or more processors are configured
to:

identify whether there 1s a second word pair in the

principal language text, wherein the second word pair
1s composed of the abbreviation of the non-principal
language text and a full name of the non-principal
language text; and

determine the abbreviation of the non-principal language

text 1n the second word pair as the replacement content.

13. The terminal according to claim 12, wherein when the
one or more processors are configured to identily whether
there 1s the second word pair 1n the principal language text,
the one or more processors are configured to:

identily the non-principal language text in the principal

language text; and

determine whether the non-principal language text

belongs to the second word pair according to an initial
letter.

14. The terminal according to claim 9, wherein when the
one or more processors are configured to 1dentify the embed-
ded language content 1n the principal language text of the
text to be typeset, the one or more processors are configured
to:

identily whether there 1s a separate non-principal lan-

guage text in the principal language text, wherein the
separate non-principal language text 1s an indepen-
dently existing non-principal language text that does
not form a word pair; and
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translate the separate non-principal language text into the
principal language text, to determine the translated
principal language text as the replacement content.
15. The terminal according to claim 14, wherein when the
one or more processors are configured to determine the
replacement content of the embedded language content, the
one or more processors are configured to:
when there are two or more translation results of the
translated principal language text, determine a context
relevancy between each of the two or more translation
results and the separate non-principal language text;
and
determine the translation result having a greatest context
relevancy as the principal language text corresponding
to the separate non-principal language text.
16. The terminal according to claim 9, wherein the one or
more processors are further configured to:
set a prompt mark for the replacement content, the prompt
mark comprising a preset font of the replacement
content and/or a preset mark symbol of the replacement
content; and
display the embedded language content corresponding to
the replacement content 1n response to a preset opera-
tion.
17. An apparatus, comprising a device for displaying
multi-language typesetting, wherein the device comprises:
One Or mMore pProcessors;
a storage device, configured to store one or more pro-
grams;
wherein when the one or more programs are executed by
the one or more processors, the one or more processors
are configured to:
obtain a text to be typeset;
identily embedded language content 1 a principal lan-
guage text of the text to be typeset, wherein the
embedded language content comprises at least one
non-principal language content embedded 1n the prin-
cipal language text;
determine replacement content of the embedded language
content, wherein an embedded language corresponding,
to the embedded language content 1s different from a
principal language corresponding to the principal lan-
guage text, and the identifying the embedded language
content 1n the principal language text of the text to be
typeset comprises 1dentifying a non-principal language
text in the principal language text and identifying
through translation whether the non-principal language
text forms a first word pair with its adjacent principal
language text, wherein the first word pair 1s composed
of a non-principal language text and a principal lan-
guage text corresponding to the non-principal language
text and the replacement content comprises a principal
language text corresponding to the embedded language
content or an abbreviation of a non-principal language
text in the embedded language content; and
replace the embedded language content with the replace-
ment content;
wherein the identifying through translation whether the
non-principal language text forms the first word pair
with 1ts adjacent principal language text comprises:
translating the non-principal language text into the prin-
cipal language text, or translating the adjacent principal
language text into the non-principal language text;
determining a matching degree between the non-principal
language text and the adjacent principal language text,
wherein the matching degree comprises editing dis-
tance data determined based on a translation result, a
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stmilarity of word vectors, and/or the number of co-
occurrences 1n the text, the editing distance data com-
prises an editing distance between the translated text
and the adjacent text, or a ratio of the editing distance
to a length of the translated text; 5
calculating a probabaility that the non-principal language
text forms the first word pair with its adjacent principal
language text according to the matching degree; and
determining whether the non-principal language text
forms the first word pair with 1ts adjacent principal 10
language text according to the probability.
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