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METHODS AND SYSTEMS FOR PROVIDING
CHANGES TO A VOICE INTERACTING
WITH A USER

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s related to U.S. patent application Ser.
No. 16/425,34°7, which 1s titled “Methods And Systems For
Providing Images For Facilitating Communication™, filed
May 29, 2019, the content of which 1s incorporated herein by
reference 1n it 1s entirety.

FIELD

The present disclosure relates generally to changing
voices interacting with a user.

BACKGROUND

When a live voice or recorded voice 1s interacting with
people, there 1s a need to make changes to the voice to make
the voice easier to understand.

SUMMARY

Aspects of the present disclosure may include a computer-
implemented method for providing changes to a voice
interacting with a user. A computer system can: receive

identity information for a user; analyze the i1dentity infor-
mation to identify the user; retrieve user information for an
identified user, the user information indicating help for the
identified user to understand the voice; 1dentily a change to
be made to the voice based on retrieved user information.
Using a voice changer, the voice can be changed as i1denti-
fied by the retrieved user information. The computer system
can provide the changed voice to interact with the 1dentified
user.

According to some aspects, the voice changer can change:
a Irequency of the voice; mtonation of the voice; an accent
of the voice; volume of the voice; or language of the voice;
or any combination thereof.

According to some aspects, the computer system can be
configured for: receiving physiological mformation and/or
behavioral information from the user; providing the physi-
ological information and/or the behavioral information to an
identification system; and i1dentifying the user based on the
physiological information and/or behavioral information.

According to some aspects, the behavioral imnformation
can comprise user voice data and/or user signature data. The
physiological biometric data can comprise: ir1s data; retina
data; eye vein data; fingerprint data; hand geometry data;
tacial data; or finger vein data; or any combination thereof.

According to some aspects, a system for providing
changes to a voice interacting with a user can include; a
memory storing instructions; and a processor that, when
executing the instructions, can be configured to: receive
physiological information and/or behavioral information for
the user representing identifying imnformation about a user;
analyze the physiological information and/or the behavioral
information for the user to determine an 1dentity of the user;
retrieve help information for an identified user, the help
information indicating a change to the voice to be made for
the user to understand the voice, the change comprising: a
frequency change, an accent change, an intonation change,
a volume change, or a language change, or any combination
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thereof. A voice changer can be provided that 1s configured
to change the voice based on retrieved help information.
According to some aspects, the physiological information
can include: 1ris data; retina data; eye vein data; fingerprint
data; hand geometry data; facial data; or finger vein data; or
any combination thereof. The behavioral information can
include: user voice data and/or user signature data.
According to some aspects, the processor can be config-
ured to: receive feedback information from the identified

user, the feedback information indicating difliculty the i1den-
tified user has with understanding the voice; analyze the
teedback information 1n order to 1dentify the help informa-
tion; and store the feedback information as the help infor-
mation for the i1dentified user. According to some aspects,
the feedback information can include survey information.

According to some aspects, the processor can be config-
ured to: receive feedback information comprising body
language information for the identified user; determine if the
body language information signifies: an inability to under-
stand the voice, a misunderstanding of the voice, or displea-
sure with a user experience, or any combination thereof;
analyze the body language information for the identified
user 1n order to 1dentify the help information; and store the
help mformation for the identified user.

According to some aspects, the processor can be config-
ured to: receive feedback mnformation comprising language
spoken by the i1dentified user; determine 1if the language
spoken by the identified user comprises pre-defined words
signifying: an inability to understand the voice, a misunder-
standing of the voice; or displeasure with a user experience,
or any combination thereof; analyze the language spoken by
the 1dentified user 1 order to identify the help information;
and store the help information for the 1dentified user.

According to some aspects, a device for providing
changes to a voice iteracting with a user can include: a
memory storing instructions; a voice changer; and a proces-
sor that, when executing the instructions, 1s configured to:
receive 1dentifying information for a user; analyze the
identifving information for the user to identify the user;
retrieve help information for an identified user, the help
information indicating a change to make to the voice to
allow the user to understand the voice. The voice changer
can change the voice based on retrieved help information.

According to some aspects, the voice changer can be
configured to retrieve voice frequency change information
indicating a frequency change to make to frequency com-
ponents ol the voice for an identified user; and reduce a
magnitude of the frequency components of the voice accord-
ing to the voice frequency change information. The magni-
tude of the frequency components of the voice can be
reduced via: a low-pass filter for pre-defined low frequen-
cies, a high-pass filter for pre-defined high frequencies, or a
band-pass filter pre-defined middle frequencies, or any com-
bination thereof. Cut-ofl frequencies for the low-pass filter,
the high-pass filter, or the band-pass filter, or any combina-
tion thereof, can be determined so that a changed voice has
a signal-to-noise ratio (SNR) over a predefined threshold.

According to some aspects, the voice changer can:
retrieve accent change information indicating an accent
change to make to an accent of the voice; and switch to an
agent with an accent more acceptable to the i1dentified user,
or change the accent of the voice according to the accent
change information. The accent change information can
include voice-text-voice translation to transcribe the voice
into text and synthesize the text to speech with an accent
more acceptable to the identified user.
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According to some aspects, the voice changer can:
retrieve mtonation change information mdicating an 1ntona-
tion change to make to an intonation of the voice; and
change the intonation of the voice based on preferred
intonation patterns of the user. The voice changer can
change the intonation of the voice by adjusting the magni-
tude for words 1n a sentence.

According to some aspects, the voice changer can:
retrieve volume change information indicating a volume
change to make to a volume of the voice; and change the
volume of the voice.

According to some aspects, the voice changer can:
retrieve language change information indicating a language
change to make to words used by the voice; and change
words used by the voice.

BRIEF DESCRIPTION OF THE DRAWINGS

Various objectives, features, and advantages of the dis-
closed subject matter can be more fully appreciated with
reference to the following detailed description of the dis-
closed subject matter when considered 1n connection with
the following drawings, in which like reference numerals
identily like elements.

FIG. 1 1s a diagram of an 1illustrative system 100 for
changing a voice 1nteracting with a user, according to some
embodiments of the present disclosure.

FIG. 2 1s another diagram of an illustrative system 200 for
changing the voice interacting with a user, according to
some embodiments of the present disclosure.

FI1G. 3 1s a flow diagram 300 showing processing that may
occur when changing the voice interacting with a user, using
the system of FIGS. 1 and/or 2, according to some embodi-
ments of the present disclosure.

FIG. 4A 15 a flow diagram 315 showing processing that
may occur when identifying a user using the system of
FIGS. 1 and/or 2, according to some embodiments of the
present disclosure.

FIG. 4B 1illustrates a flow diagram 335 showing additional
processing that may occur when changing the voice using
the system of FIGS. 1 and/or 2, according to some embodi-
ments ol the present disclosure.

FI1G. 5 1llustrates a tlow diagram 500 showing processing,
that may occur when analyzing and storing feedback infor-
mation within the system of FIGS. 1 and/or 2, according to
some embodiments of the present disclosure.

FI1G. 6 illustrates an example computer 600, according to
some embodiments of the present disclosure.

The drawings are not inclusive of all elements of a
system, emphasis istead generally being placed upon 1llus-
trating the concepts, structures, and techniques sought to be
protected herein.

DETAILED DESCRIPTION

Embodiments of the present disclosure may help change
the voice interacting with a user. For example, when people
are going to an establishment (e.g., a bank, restaurant/bar,
movie theater, theme park, sports venue, music venue, etc.)
or visiting an establishment’s physical mobile site (e.g., a
kiosk), web site or mobile device application, the user may
interact with a voice. The voice may be, for example: live,
in-person, remote or recorded, or any combination thereof.
It would make 1t easier for the user to communicate 11 the
voice that they are interacting with 1s changed so that the
user may better understand the voice. Examples using a
banking institution establishment are discussed below. How-
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4

ever, those of ordinary skill in the art will see that the system
may also be used by many other types of establishments.

FIG. 1 1s a diagram of an illustrative system 100 for
providing a change to a voice interacting with a user,
according to some embodiments of the present disclosure.
As shown m FIG. 1, a client 160 can access (e.g., over a
network 150) an 1dentification module 110, a change voice
module 120, or a feedback module 140, or any combination
thereof.

The 1dentification module 110 can identify the user using
analyzed i1dentity information. In some aspects of the dis-
closure, a credit card, photo ID, or other type of i1dentifica-
tion can be analyzed to identify the user. In other aspects,
physiological information and/or behavioral information can
be received from the user and provided to an i1dentification
system, and used to identify the user. The physiological
information can include: 1ris data; retina data; eye vein data;
fingerprint data; hand geometry data; facial data; or finger
vein data; or any combination thereof. Additional informa-
tion on physiological identification information can be
found at the Apr. 17, 2019 Biometrics Wikipedia page:
https://en.wikipedia.org/wiki/Biometrics. In addition, other
background formation on physiological identification
information can be found at Jain, A. K. et al., “An intro-
duction to biometrics™, 1n Proceedings of 19th International
Conterence on Pattern Recogmition, 2008, FL., USA. These
references are herein icorporated by reference in their
entirety.

The behavioral information can include signature infor-
mation and/or voice information (e.g., speaker recognition).
Additional information on signature information can be
found at the Apr. 17, 2019 Speaker Recognition Wikipedia
page: https://en.wikipedia.org/wiki/Speaker_recognition. In
addition, other background information on speaker recog-
nition can be found at Beigi, H., Fundamentals of Speaker
Recognition, Springer-Verlag, Berlin, 2011. These refer-
ences are herein incorporated by reference 1n their entirety.

For example, the user can interact with a system that scans
her eye, checks her fingerprint, hand, face or finger, or any
combination thereof. In addition, the user can be asked to
provide a signature or talk so that her signature or voice can
be 1dentified by the system.

The change voice module 120 can change the voice
interacting with the user. The voice changer can be config-
ured to retrieve voice frequency change information indi-
cating a frequency change to make to frequency components
of the voice for an 1dentified user; and reduce a magnitude
of the frequency components of the voice according to the
voice Irequency change information. The magnitude of the
frequency components of the voice can be reduced using an
equalizer via: a low-pass filter for pre-defined low frequen-
cies, a high-pass filter for pre-defined high frequencies, or a
band-pass filter pre-defined middle frequencies, or any com-
bination thereof. Cut-ofl frequencies for the low-pass filter,
the high-pass filter, and the band-pass filter can be deter-
mined so that a changed voice has a signal-to-noise ratio
(SNR) over a predefined threshold.

The voice changer can be configured to: retrieve accent
change information indicating an accent change to make to
an accent of the voice; and switch to an agent with an accent
more acceptable to the identified user, or change the accent
of the voice according to the accent change information. The
accent change information can include voice-text-voice
translation to transcribe the voice into text and synthesize
the text to speech with an accent more acceptable to the
identified user.




US 10,878,800 B2

S

The voice changer can be configured to: retrieve intona-
tion change imnformation mdicating an intonation change to
make to an intonation of the voice; and change the intonation
of the voice based on preferred intonation patterns of the
user. The voice changer can be configured to change the
intonation of the voice by adjusting the magnitude for words
in a sentence.

The voice changer can be configured to: retrieve volume
change imnformation indicating a volume change to make to
a volume of the voice; and change the volume of the voice.
For example, 11 the system detects a trend (e.g., using
average windows) of the voice volume 1n the sentence being
increased, then the voice changer can increase the volume 1n
a stmilar manner. If the system detects a trend of the voice
volume not being increased (e.g., either random or decreas-
ing), the voice changer can use the average magnitude across
all windows for the signal and assign that average to the
middle word of the sentence. The voice changer can then
increase the volume for the words after the middle word and
decrease the volume of the words before the middle word.

As another example, 1f the user prefers a voice that 1s
raised at the end of the sentence, then the voice changer can
keep 1ncreasing the magnitude of the words 1n that sentence.
As with the examples of volume changes above, 1t the
system detects a trend 1n intonation, the voice changer can
change the intonation accordingly.

The voice changer can be configured to: retrieve language
change information indicating a language change to make to
words used by the voice; and change words used by the
voice. For example, the voice changer can translate words,
sentences, phrases, etc. of the voice to another language.

The feedback module 140 can receive feedback informa-
tion from or for the user. The feedback information can
include: body language information for the user, language
spoken by the user, or survey information, or any combina-
tion thereot. The feedback module can determine 11 the body
language information and/or the language spoken by the
user signifies: an inability to understand the voice, a mis-
understanding of the voice, or displeasure with a user
experience, or any combination thereof. The feedback mod-
ule can analyze the body language information in order to
identily help imnformation.

The feedback module can determine any difliculty the
user has with understanding the voice. The feedback module

can also analyze the feedback information in order to
identify help information.

FIG. 2 1s another diagram of an illustrative system 200 for
changing a voice 1nteracting with a user, according to some
embodiments of the present disclosure. As shown 1n FIG. 2,
a client 260 can access (e.g., over a network 150 using
server(s) 110) data representing transactions between cus-
tomers and establishments stored 1in a database 120. The
database 120 can store instructions in one or more memo-
ries.

FIG. 3 1s a flow diagram 300 showing processing that may
occur within the system of FIG. 1 and/or FIG. 2, according
to some embodiments of the present disclosure. In step 301,
the process can start. In step 315, 1t can be determined 1f a
user can be identified. If not, 1n step 320, the process can
end. IT yes, in step 340, user information can be found. In
step 345, 1t can be determined 11 information for changing
the voice to better interact with the 1dentified user. If not, the
process can move to 365. If yes, the process can move to step
355, where changes to make to the voice can be determined.
In 360, the voice can be changed. In 3635, feedback from the
user can be obtained. In 370, the process can end.
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For example, if a person approaches a customer service
representative (e.g., a bank teller) in person, the person can
be 1dentified (e.g., using a driver’s license, using fingerprint
recognition). Once the person 1s 1dentified, the system can be
accessed to determine 1f any help records exist for the person
to indicate how to better help the person understand the
customer service representative. If help information exists
for the person, the system can determine what changes need
to be made to the voice of the customer service represen-
tative. For example, 11 the system determines that the person
will better understand a voice 1f it 1s 1in a certain frequency
range, and 1n a certain volume range, the system can adjust
the customer service representative’s voice to be in that
frequency range and volume range. This adjusted voice can
be heard by the person shortly after the customer service
representative speaks, at certain pre-determined times (e.g.,
alter a voice pause and/or after a certain amount of time
(e.g., 10 seconds)).

For example, i a person approaches an automated teller
machine (ATM) (e.g., a bank’s ATM or a store’s ATM), the
person can be 1dentified (e.g., using a credit card, using voice
identification). Once the person 1s identified, the ATM can
access the system to determine 11 any help records exist for
the person that indicate how to better help the person
understand a pre-recorded voice and/or artificial voice used
by the ATM. If help information exists for the person, the
system can determine what changes need to be made to the
pre-recorded voice and/or artificial voice used by the ATM.
For example, 11 the system determines that the person will
better understand an English-speaking voice 1f 1t 1s in an
English accent versus an American accent, the system can
adjust the voice used by the ATM to use an English accent.
This adjusted (e.g., English accent) voice can be heard by
the person instead of the original (e.g., American accent)
voice when the person interacts with the ATM.

FIG. 4A 15 a flow diagram showing additional processing,
that may occur 1n step 315 of flow diagram 300 of FIG. 3,
according to some embodiments of the present disclosure. In
410, physiological information can be obtained from the
user. In 420, behavioral information can be obtained from
the user. In 430, the user can be asked to self-identify. In 440,
the user can be 1dentified using the physiological, behavioral
or self-identified information.

FIG. 4B 1s a flow diagram showing additional processing,
that may occur 1n step 335 of flow diagram 300 of FIG. 3,
according to some embodiments of the present disclosure. In
step 450, frequency change information can be obtained. In
455, accent change information may be obtained. In 460,
intonation change information can be obtained. In 465,
volume change information can be obtained. In 470, lan-
guage change information can be obtained. In 475, the voice
changer can analyze the: frequency change information,
accent change information, intonation change information,
volume change information, or language change informa-
tion, or any combination thereof. In 480, analyzed frequency
change information, accent change information, intonation
change information, volume change information, or lan-
guage change information, or any combination thereot, can
be stored.

FIG. 5 15 a flow diagram showing additional processing
that may occur 1n step 365 of flow diagram 300 of FIG. 3,
according to some embodiments of the present disclosure. In
step 510, survey information can be obtained from the user.
In step 520, body language (e.g., sign language, facial
expression, emotion recognition) can be obtained from the
user. In step 330, language can be obtained from the user. In
540, the survey information, the body language information,
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and/or the language information can be analyzed. In 350, the
analyzed survey information, the body language informa-
tion, and/or the language information can be analyzed as
teedback information.

As discussed above, 1n some aspects, the system can
detect body language feedback indicating that customers are
not adequately hearing and/or understanding customer ser-
vice representatives (e.g., a bank teller). The system can
apply a neural network model (e.g., a convolution neural
network (CNN), a recurrent neural networks (RNN)) and
feed 1n training data. The neural network model can detect
different types of feedback (e.g., positive feedback, negative
teedback). For example, the training data can capture images
of a person using sign language (e.g., an ofhicial sign
language such as American Sign Language), a person’s body
expression (e.g., leaning towards a bank teller, moving ears
towards a bank teller, cupping a hand around an ear, pointing
a finger at an ear), facial expressions (e.g., indicating satis-
fied or upset), emotion recogmtion (e.g., head shaking), etc.
In some aspects, diflerent models can be built for different
groups ol people (e.g., different countries, diflerent cul-
tures). For example, 1n some countries or cultures, head
shaking indicates non-understanding, whereas 1n other coun-
tries or cultures, head shaking indicates understanding.

Additional information on CNNs can be found at the Apr.
1’7, 2019 Convolution Neural Network Wikipedia page:
https://en.wikipedia.org/wiki/Convolutional_neural_net-
work. Additional information on RNNs can be found at the
Apr. 17, 2019 Recurrent Neural Network Wikipedia page:
https://en.wikipedia.org/wiki/Recurrent_neural_network.
Other background information on CNNs and RNNs can be
found at Yann, L. et al., “Convolutional networks {for
images, speech, and time series” in Arbib, M. The handbook
of brain theory and neural networks (2nd ed.), The MIT
Press, pp. 276-278 (1993). Additional information on rec-
ognmizing sign language can be found in: L. Pigou et al., Sign
Language Recognition using Convolutional Neural Net-
works, https://biblio.ugent.be/publication/5796137/ /tile/
5796322 .pdi. Additional information on recognizing facial
expressions can be found 1n: A. Lopez et al., Facial expres-
s1on recognition with Convolutional Neural Networks: Cop-
ing with few data and the tramning sample order, https://
www.sciencedirect.com/science/article/abs/pii/
S0031320316301753.  Additional information  on
recognizing emotion from a body pose can be found 1n: K.
Schindler et al., Recognizing Emotions Expressed by Body
Pose: a Biologically Inspired Neural Model, https://www.vi-
sion.ee.ethz.ch/publications/papers/articles/
cth_biwi1_00545.pdf. All of these references are herein
incorporated by reference 1n their entirety.

Methods described herein may represent processing that
occurs within a system for providing a change to a voice
interacting with a user (e.g., system 100 of FIG. 1 and/or
system 200 of FIG. 2). The subject matter described herein
can be mmplemented 1n digital electronic circuitry, or in
computer soiftware, firmware, or hardware, including the
structural means disclosed 1n this specification and structural
equivalents thereot, or in combinations of them. The subject
matter described herein can be implemented as one or more
computer program products, such as one or more computer
programs tangibly embodied in an mnformation carrier (e.g.,
in a machine readable storage device), or embodied 1n a
propagated signal, for execution by, or to control the opera-
tion of, data processing apparatus (e.g., a programmable
processor, a computer, or multiple computers). A computer
program (also known as a program, software, software
application, or code) can be written 1in any form of program-
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8

ming language, including compiled or interpreted lan-
guages, and i1t can be deployed 1n any form, including as a
stand-alone program or as a module, component, subroutine,
or other unit suitable for use in a computing environment. A
computer program does not necessarily correspond to a file.
A program can be stored 1n a portion of a file that holds other
programs or data, 1n a single file dedicated to the program in
question, or in multiple coordinated files (e.g., files that store
one or more modules, sub programs, or portions of code). A
computer program can be deployed to be executed on one
computer or on multiple computers at one site or distributed
across multiple sites and interconnected by a communication
network.

The processes and logic flows described 1n this specifi-
cation, including the method steps of the subject matter
described herein, can be performed by one or more pro-
grammable processors (e.g., processor 600 i FIG. 6)
executing one or more computer programs to perform func-
tions of the subject matter described herein by operating on
input data and generating output. The processes and logic
flows can also be performed by, and apparatus of the subject
matter described herein can be implemented as, special
purpose logic circuitry, e.g., an FPGA (field programmable
gate array) or an ASIC (application specific integrated
circuit).

FIG. 6 1llustrates an example computer 605, according to
some embodiments of the present disclosure. Computer 605
can include a processor 610 suitable for the execution of a
computer program, and can include, by way of example,
both general and special purpose microprocessors, and any
one or more processor of any kind of digital computer. A
processor can receive instructions and data from a main
memory 630 (e.g., a read only memory or a random access
memory or both). Processor 610 can execute instructions
and the memory 630 can store instructions and data. A
computer can include, or be operatively coupled to receive
data from or transier data to, or both, a storage medium 640
for storing data (e.g., magnetic, magneto optical disks, or
optical disks). Information carriers suitable for embodying
computer program instructions and data can include all
forms of nonvolatile memory, including by way of example
semiconductor memory devices, such as FEPROM,
EEPROM, flash memory device, or magnetic disks. The
processor 610 and the memory 630 can be supplemented by,
or incorporated 1n, special purpose logic circuitry. The
computer 605 can also include an mnput/output 620, a display
650, and a communications interface 660.

In some embodiments, a voice changer 695 can be
included as part of computer 605 (as shown in FIG. 6). In
other aspects, the voice changer 6935 can be separate from
the computer 605, but in communication with the computer
605.

It 1s to be understood that the disclosed subject matter 1s
not limited 1n 1its application to the details of construction
and to the arrangements of the components set forth in the
following description or illustrated in the drawings. The
disclosed subject matter 1s capable of other embodiments
and of being practiced and carried out 1n various ways.
Accordingly, other implementations are within the scope of
the following claims. Also, it 1s to be understood that the
phraseology and terminology employed herein are for the
purpose ol description and should not be regarded as lim-
iting. As such, those skilled 1n the art will appreciate that the
conception, upon which this disclosure 1s based, may readily
be utilized as a basis for the designing of other structures,
methods, and systems for carrying out the several purposes
of the disclosed subject matter. It 1s important, therefore, that
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the claims be regarded as including such equivalent con-
structions 1nsofar as they do not depart from the spint and
scope of the disclosed subject matter.

Although the disclosed subject matter has been described
and 1illustrated in the foregoing exemplary embodiments, 1t
1s understood that the present disclosure has been made only
by way of example, and that numerous changes in the details
of implementation of the disclosed subject matter may be
made without departing from the spirit and scope of the
disclosed subject matter.

In addition, 1t should be understood that any figures which
highlight the functionality and advantages are presented for
example purposes only. The disclosed methodology and
system are each sufliciently flexible and configurable such
that they may be utilized in ways other than that shown. For
example, other steps may be provided, or steps may be
climinated, from the described flows, and other components
may be added to, or removed from, the described systems.

Although the term *“at least one” may oiten be used in the
specification, claims and drawings, the terms “a”, “an”,
“the”, “said”, etc. also signify “at least one” or “the at least
one” 1n the specification, claims and drawings.

Finally, 1t 1s the applicant’s intent that only claims that
include the express language “means for” or “step for” be
interpreted under 35 U.S.C. 112(1). Claims that do not
expressly include the phrase “means for” or “step for” are

not to be interpreted under 35 U.S.C. 112(1).

The 1invention claimed 1is:

1. A computer-implemented method for providing
changes to a live voice stream of a customer service repre-
sentative interacting with a user, comprising:

receiving, by a computer system, identity information for

the user:;

analyzing, by the computer system, the identity informa-

tion to 1dentity the user;

retrieving, by the computer system, user information for

an 1dentified user, the user information indicating help
for the identified user to understand the live voice
stream;

identifying, by the computer system, a change to be made

to the live voice stream based on retrieved user nfor-
mation;

changing the live voice stream, by a computerized voice

changer, as 1dentified by the retrieved user information;
and

providing, by the computer system, a changed voice to

interact with the i1dentified user.

2. The method of claim 1, wherein the voice changer
changes: a frequency of the live voice stream; intonation of
the live voice stream; an accent of the live voice stream;
volume of the live voice stream; or language of the live
voice stream; or any combination thereof.

3. The method of claim 1, wherein the computer system
1s configured for:

receiving physiological information and/or behavioral

information from the user;

providing the physiological information and/or the behav-

ioral information to an i1dentification system; and
identifying the user based on the physiological informa-
tion and/or the behavioral information.

4. The method of claim 3,

wherein the behavioral information comprises user voice

data and/or user signature data; and

wherein the physiological biometric data comprises: 1ris

data; retina data; eye vein data; fingerprint data; hand
geometry data; facial data; or finger vein data; or any
combination thereof.

5. A system for providing changes to a live voice stream
ol a customer service representative interacting with a user,
comprising;
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a memory storing instructions; and
a processor that, when executing the instructions, 1s
configured to:
receive physiological information and/or behavioral
information for the user representing identilying
information about the user:;
analyze the physiological information and/or the
behavioral information for the user to determine an
identity of the user;
retrieve help information for an identified user, the help
information indicating a change to the live voice
stream to be made for the user to better understand
the live voice stream, the change comprising: a
frequency change, an accent change, an intonation
change, a volume change, or a language change, or
any combination thereof; and
a voice changer that 1s configured to:
change the live voice stream based on retrieved help
information.

6. The system of claim 5,

wherein the physiological information comprises: 1ris

data; retina data; eye vein data; fingerprint data; hand
geometry data; facial data; or finger vein data; or any
combination thereotf; and

wherein the behavioral information comprises: user voice

data and/or user signature data.
7. The system of claim 5, wherein the processor 1s
configured to:
recei1ve feedback information from the identified user, the
feedback information indicating difhculty the identified
user has with understanding the live voice stream:;

analyze the feedback information 1n order to identify the
help information; and

store the feedback information as the help information for

the 1dentified user.

8. The system of claim 7, wherein the feedback informa-
tion comprises survey information.

9. The system of claim 7, wherein the processor 1s
configured to:

recerve the feedback information comprising body lan-

guage information for the identified user;
determine 1f the body language information signifies: an
inability to understand the live voice stream, a misun-
derstanding of the live voice stream, or displeasure
with a user experience, or any combination thereof;

analyze the body language information for the identified
user to 1dentily the help information; and

store the help mformation for the identified user.

10. The system of claam 7, wherein the processor 1s
coniigured to:

receive the feedback information comprising language

spoken by the identified user;

determine 1f the language spoken by the identified user

comprises pre-defined words signifying: an inability to
understand the live voice stream, a misunderstanding of
the live voice stream; or displeasure with a user expe-
rience, or any combination thereof;

analyze the language spoken by the identified user to

identify the help information; and

store the help mformation for the identified user.

11. A device for providing changes to a live voice stream
ol a customer service representative interacting with a user,
comprising:

a memory storing instructions;

a voice changer; and

a processor that, when executing the instructions, 1s

configured to:

receive 1dentifying information for the user;

analyze the identifying information for the user to
identity the user;
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retrieve help information for an identified user, the help
information indicating a change to make to the live
voice stream to allow the user to understand the live
voice stream; and

the voice changer configured to:

change the live voice stream based on retrieved help
information.
12. The device of claim 11, wherein the voice changer 1s
configured to:
retrieve voice frequency change information indicating a
frequency change to make to frequency components of
the live voice stream for an identified user; and

reduce a magnitude of the frequency components of the
live voice stream according to the voice frequency
change information.

13. The device of claim 12, wherein the magnitude of the
frequency components of the live voice stream are reduced
via: a low-pass filter for pre-defined low frequencies, a
high-pass filter for pre-defined high frequencies, or a band-
pass filter pre-defined middle frequencies, or any combina-
tion thereof.

14. The device of claim 13, wherein cut-off frequencies
tor the low-pass filter, the high-pass filter, and the band-pass
filter are determined so that a changed voice has a signal-
to-noise ratio (SNR) over a predefined threshold.

15. The device of claim 11, wherein the voice changer 1s
configured to:

retrieve accent change information indicating an accent
change to make to an accent of the live voice stream;

and
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switch to an agent more acceptable to the identified user,
or change the accent of the live voice stream according
to the accent change information.

16. The device of claim 15, wherein the accent change
information comprises voice-text-voice translation to tran-
scribe the live voice stream into text and synthesize the text
to speech more acceptable to the identified user.

17. The device of claim 11, wherein the voice changer 1s
configured to:

retrieve intonation change information indicating an into-

nation change to make to an intonation of the live voice

stream; and

change the intonation of the live voice stream based on

preferred intonation patterns of the user.

18. The device of claim 11, wherein the processor 1s
configured to detect a trend of intonation in the sentence
being increased or decreased; and

the voice changer increases or decreases the intonation 1n

a similar manner.

19. The device of claim 11, wherein the processor 1s
configured to detect a trend of volume 1n the sentence being
increased or decreased; and the voice changer increases or
decreases the volume 1n a similar manner.

20. The device of claim 19, wherein the processor 1s
configured to detect the trend using average windows and
use average magnitude across all windows and assign that
average to a middle word of a sentence; and the voice
changer increases the volume for words after the middle
word and decrease the volume of the words before the
middle word.
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