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FIG. 8B

FIG. 8C
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FIG. 16

(START IMAGE PROJECTION PROCESSING.

SET POSTURE AND SETPARMMETERS  |5101
REGARDING GEOME TRIC CORRECTION

GENERATE IMACE TO BE PROJECTED 2102

FROM PROJECTION UNIT

CAUSE PROJECTION UNIT TO PROJECT IMAGE  |S103

CAUSE IMAGING UNIT TO IMAGE PROJECTED IMaGE 15104

2105
NC

o POSTURE ESTIMATION PERFORMED?
YES

SET PARAMETERS REGARDING GEOMETRIC (2107
CORRECTION USING ESTIMATED POSTURE

S IMAGE PROJECEON TERMINATEDY
YES

END




U.S. Patent Dec. 22, 2020 Sheet 17 of 22 US 10,872,434 B2

FIG. 17
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FIG. 19
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FIG. 20
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FIG. 21
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IMAGE PROCESSING APPARATUS AND
METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a U.S. National Phase of International
Patent Application No. PCT/IP2017/009671 filed on Mar.
10, 2017, which claims priority benefit of Japanese Patent
Application No. JP 2016-059980 filed in the Japan Patent

Oftice on Mar. 24, 2016. Each of the above-referenced

applications 1s hereby incorporated herein by reference 1n 1ts
entirety.

TECHNICAL FIELD

The present disclosure relates to an 1mage processing
apparatus and a method, and in particular to an i1mage
processing apparatus and a method that can improve the
robustness of posture estimation during viewing ol contents
with respect to a projected 1mage.

BACKGROUND ART

Conventionally, to reduce distortion of a projected 1image
projected by a projector and to position projected 1images by
a plurality of projectors, there 1s a method of 1maging the
projected 1image by a camera, estimating the position, pos-
ture, projection surface shape, and the like of the projector,
using the captured image, and performing geometric cor-
rection of the projected image according to the estimation.

As a method of estimating the position, posture, and the
like of the projector at that time, a method using a charac-
teristic amount of an 1mage such as contents in projection
has been concerved (Tor example, see Non-Patent Document

).

CITATION LIST

Non-Patent Document

Non-Patent Document 1: David G. Lowe, “What and
Where: 3D Object Recognition with Accurate Pose”,

2006

SUMMARY OF THE

INVENTION

Problems to be Solved by the Invention

However, in this method, performance of the posture
estimation 1s heavily dependent on the projected image, and
i a large number of characteristic points cannot be extracted
from the projected image or positions of the extracted
characteristic points are biased, the posture estimation
becomes difficult.

The present disclosure has been made 1n view of such a
situation, the robustness of posture estimation during view-
ing of contents with respect to a projected i1mage 1is
improved.

Solutions to Problems

An 1mage processing apparatus ol one aspect of the
present technology 1s an 1mage processing apparatus includ-
ing a similarity evaluation unit configured to evaluate simi-
larity between a captured image obtained by imaging a
projected 1mage by an imaging unit, the projected image
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2

having been projected by a projection unit, and a simulation
image simulating a captured 1mage supposed to be obtained
by 1maging a projected image by the imaging unit, the
projected 1mage having been projected by the projection
unit, and a posture setting unit configured to set a posture of
the projection unit or the 1 1mag1ng unit or postures of both of
the projection unit and the imaging unit as an estimation
result on the basis of an evaluation result of the similarity by
the similarity evaluation unait.

The posture setting unit can set the posture of the pro-
jection unit or the imaging unit or the postures of both of the
projection unit and the 1maging unit as the estimation result,
the postures having been evaluated to have the optimum
similarity by the similarity evaluation unait.

The similanty evaluation unit can obtain a sum of ditler-
ences 1n absolute values of luminance values of pixels
between the simulation image and the captured 1image, as an
evaluation value indicating the similarity, and the posture
setting unit can set the posture of the projection umt or the
imaging unit or the postures of both of the projection unit
and the imaging unit, the postures having the minimum
evaluation value, as the estimation result.

The stmilarity evaluation unit can obtain a sum of squares
of differences in luminance values of pixels between the
simulation 1mage and the captured 1mage, as an evaluation
value indicating the similarity, and the posture setting unit
can set the posture of the projection unit or the 1maging unit
or the postures of both of the projection unit and the imaging
unit, the postures having the minimum evaluation value, as
the estimation result.

The similarnity evaluation unit can obtain normalized
cross-correlation between the simulation image and the
captured 1mage, as an evaluation value indicating the simi-
larity, and the posture setting unit can set the posture of the
prOJectlon unit or the 1imaging unit or the postures of both of
the projection unit and the 1maging unit, the postures having
the maximum evaluation value, as the estimation result.

The similarity evaluation unit can obtain zero-mean nor-
malized cross-correlation between the simulation 1mage and
the captured 1mage, as an evaluation value indicating the
similarity, and the posture setting unit can set the posture of
the projection unit or the imaging unit or the postures of both
of the projection unit and the imaging unit, the postures
having the maximum evaluation value, as the estimation
result.

The similarnity evaluation unit can set a virtual posture of
the projection unit or the imaging unit or virtual postures of
both of the projection unit and the 1maging unit, generate the
simulation 1mage obtained at the virtual posture, and evalu-
ate the similarity between the captured image and the
simulation 1mage.

The stmilarity evaluation unit can generate the stmulation
image with a luminance value or a predetermined color
component.

The similarity evaluation unit can evaluate the similarity
between a reduced image of the captured image and the
simulation 1mage.

The similarity evaluation unit can evaluate the similarity
between a partial image 1n a predetermined range that 1s an
object to be processed, of the captured image, and the
simulation 1mage.

The similarity evaluation unit can repeat evaluation of the
similarity a plurality of times.

The similarity evaluation unit can evaluate the similarity
of each time, making a resolution of the captured image, or
a range of a partial image that 1s an object to be processed
in the captured image variable.
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A corresponding point distance evaluation unit configured
to obtain corresponding points between the captured image
and the simulation 1mage, and evaluate a distance between
the corresponding points between the captured image and
the simulation 1mage can be further included.

Both of the evaluation of the distance between the cor-
responding points by the corresponding point distance
evaluation unit and the evaluation of the similarity by the
similarity evaluation unit can be performed, and the posture
setting unit can set the posture of the projection umit or the
imaging unit or the postures of the projection unit and the
imaging unit as the estimation result on the basis of both of
an evaluation result of the distance between the correspond-
ing points by the corresponding point distance evaluation
unit and the evaluation result of the similarity by the
similarity evaluation unit.

Either the evaluation of the distance between the corre-
sponding points by the corresponding point distance evalu-
ation unit or the evaluation of the similarity by the similarity
evaluation unit can be performed, and the posture setting
unit can set the posture of the projection unit or the imaging,
unit or the postures of the projection umt and the imaging,
unit as the estimation result on the basis of an evaluation
result of the distance between the corresponding points by
the corresponding point distance evaluation unit or the
evaluation result of the similarity by the similarity evalua-
tion unit.

The similanty evaluation unmit can evaluate the similarity
between the captured image and the simulation i1mage
between each of a plurality of the projection units and each
of a plurality of the imaging units, and the posture setting
unit can set the postures of the plurality of projection units
or the plurality of imaging units, or the postures of both of
the plurality of projection units and the plurality of imaging
units, as the estimation result, on the basis of evaluation
results of the similarity between each of the projection units
and each of the imaging units by the similarity evaluation
unit.

A setting unit configured to perform setting regarding
geometric correction of the projected image on the basis of
the posture set by the posture setting unit can be further
included.

The projection unit configured to project the projected
image can be further included.

The mmaging unit configured to capture the projected
image to obtain the captured 1mage can be further included.

An 1mage processing method of one aspect of the present
technology 1s an 1mage processing method including evalu-
ating similarity between a captured image obtaimned by
imaging a projected image by an imaging umt, the projected
image having been projected by a projection unit, and a
simulation 1mage simulating a captured 1mage supposed to
be obtained by imaging a projected image by the imaging
unit, the projected image having been projected by the
projection unit, and setting a posture of the projection unit
or the 1imaging unit or postures of both of the projection unit
and the 1imaging unit on the basis of an evaluation result of
the similarity.

In the 1mage processing apparatus and method of one
aspect of the present technology, similarity between a cap-
tured 1image obtained by 1maging a projected image by an
imaging unit, the projected image having been projected by
a projection unit, and a simulation 1mage simulating a
captured i1mage supposed to be obtained by imaging a
projected 1image by the imaging unit, the projected image
having been projected by the projection unit, 1s evaluated,
and a posture of the projection unit or the imaging umt or
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4

postures of both of the projection unit and the 1imaging unit
on the basis of an evaluation result of the similarity are set.

tects of the Invention

[T

According to the present disclosure, an 1mage can be
processed. In particular, the robustness of posture estimation
during viewing ol contents with respect to a projected image
can be improved.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram 1illustrating an example of a state of
posture change.

FIG. 2 1s a diagram 1illustrating an example of a posture
estimation method.

FIG. 3 1s a diagram 1llustrating an example of the posture
estimation method.

FIG. 4 1s a diagram 1illustrating an example of a state of
bundle adjustment.

FIG. 5 15 a diagram 1llustrating an example of a projected
1mage.

FIGS. 6 A and 6B are diagrams 1llustrating an example of
a state ol posture estimation.

FIG. 7 1s a diagram 1illustrating an example of the posture
estimation method.

FIGS. 8A, 8B, and 8C are diagrams for describing an
example of matching of a partial 1mage.

FIG. 9 1s a diagram for describing an example of multi-
stage matching.

FIG. 10 1s a block diagram illustrating a main configu-
ration example of a projection 1imaging system.

FIG. 11 1s a block diagram illustrating a main configura-
tion example of a control device.

FIGS. 12A, 12B, and 12C are functional block diagrams
illustrating a functional example realized by the control
device.

FIG. 13 1s a block diagram 1illustrating a main configu-
ration example of a projection 1imaging device.

FIG. 14 1s a block diagram 1illustrating a main configu-
ration example of a projection unit.

FIG. 15 15 a diagram 1illustrating an example of scanning
of laser light.

FIG. 16 1s a flowchart for describing an example of a flow
ol 1mage projection processing.

FIG. 17 1s a flowchart for describing an example of a flow
ol posture estimation processing.

FIG. 18 1s a flowchart for describing an example of a flow
of similarity evaluation processing.

FIG. 19 1s a functional block diagram illustrating a
functional example realized by a posture estimation unait.

FIG. 20 1s a flowchart for describing an example of a flow
of the posture estimation processing.

FIG. 21 1s a flowchart for describing an example of a flow
of the posture estimation processing.

FIGS. 22A and 22B are block diagrams illustrating
another configuration example of the projection 1maging
system.

FIGS. 23A and 23B are block diagrams illustrating a main
configuration example of the projection imaging system and
the projection 1maging device.

MODE FOR CARRYING OUT THE INVENTION

Hereinaiter, a mode for implementing the present disclo-
sure (hereinafter referred to as embodiment) will be
described. Note that the description will be given 1n the
following order.
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1. Posture estimation using image similarity

2. First embodiment (projection imaging system)

3. Second Embodiment (posture estimation unit)

4. Third embodiment (projection 1imaging system/projec-
tion 1imaging device)

5. Others

1. Posture Estimation Using Image Similarity

<(Geometric Correction>

A projected 1image may be distorted and difficult to see
due to a posture (a position, a direction, or the like) of a
projector with respect to a projection surface (a screen, a
wall or the like), a shape of the projection surface, and the
like. In such a case, the distortion of the projected image can
be decreased and the projected image can be made easy to
see by applying geometric correction such as correction of
the distortion to the image projected by the projector.

There 15 also a system that projects an 1image by a plurality
of projectors to form one projected image. For example,
there 1s a method of realizing a high dynamic range by
increasing a contrast ratio by projecting images at the same
position from the plurality of projectors. Further, for
example, there 1s also a method of realizing a large projected
image than a projected 1mage projected by one projector (a
projected 1mage with a higher resolution than a projected
image projected by one projector) by arranging projected
images projected from the projectors. In these methods, not
only the above-described distortion correction for each
projected 1mage but also correction of positioning (shiit,
zoom, and the like) among the projected 1mages 1s some-
times necessary. In addition, correction to make brightness,
color, and the like uniform among the projected 1mages 1s
needed 1n some cases.

In the present specification, correction of changing the
position of each pixel on the projection surface, of the
projected 1mage, such as deformation, movement, enlarge-
ment, and reduction of the projected 1mage, is referred to as
geometric correction. That 1s, the “geometric correction”
includes not only correction based on 1mage processing but
also correction based on control of an optical system such as
shift and zoom, correction based on control of a posture or
the like of a projection unit, and the like. Further, in the
present specification, the “posture” of a projection unit, an
imaging unit, or the like includes not only an “orientation™
of the projection unit or the 1imaging unit (an orientation of
projection or imaging) but also a “position” of the projection
unit or the imaging umt (a position where the projection or
imaging 1s performed).

Such geometric correction can be manually performed by
an operator or the like who operates the projector, but the
operator may be required to perform complicated work. In
view of this, a method of imaging the projected image
projected by the projector using a camera, and setting the
geometric correction using the captured image has been
conceived. In this case, postures of the camera and the
projector, a screen shape, and the like are estimated from the
projected 1image included 1n the captured 1mage, and appro-
priate geometric correction 1s set according to the estima-
tion.

<Online Sensing>

Such geometric correction setting may be required not
only before the projection of contents (moving 1mage) but
also during the projection of the contents. For example,
assuming that the posture of a projection imaging device 10
(projection unit 11) 1s 1n the state as 1illustrated on the left
side 1n FIG. 1 at the time when the projection of the contents
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(moving 1mage) 1s started. Belore starting the projection of
the content (moving 1mage), the projection imaging device
10 projects an 1image from the projection unit 11 toward a
screen 21, images a projected image 31 by the imaging unit,
and performs posture estimation of the projection 1imaging
device 10 (the projection unit 11 and the imaging unit 12)
and reconstruction (shape estimation) of the screen 21, using
the obtained captured 1mage, and sets the geometric correc-
tion on the basis of the estimation. That 1s, a posture
(RRT_t1) at the time when the projection of the contents
(moving i1mage) of the projection imaging device 10 1s
started 1s known, and the geometric correction according to
the posture 1s applied to the projected image 31.

When the posture of the projection imaging device 10
changes during the projection of the contents (moving
image), setting of the geometric correction does not corre-
spond to the posture of the projection imaging device 10,
and distortion occurs in the projected image, as 1n a pro-
jected image 32 1llustrated on the right side in FIG. 1. Since
the posture (RT_t2) after the change 1s unknown, the posture
of the projection 1maging device 10 needs to be estimated
again to approprately set the geometric correction.

However, suspension of the projection of the contents
(moving 1mage) for that reason 1s undesirable for a user who
1s viewing the contents because the suspension disturbs the
viewing ol the contents. Therefore, a method (online sens-
ing) of detecting corresponding points while continuing the
projection ol contents has been conceived.

As an online sensing technology, a system to use an 1mage
characteristic amount of the contents (moving 1mage) on
projection has been concerved, for example. For example, a
method of respectively obtamning image characteristic
amounts from a plurality of images using SIFT (Non-Patent
Document 1) and performing posture estimation from cor-
responding points of the image characteristic amounts has
been conceived.

<Posture Estimation by Distance between Corresponding,
Points>

For example, when the posture of the projection imaging,
device 10 changes as 1n the example of FIG. 1, the projection
imaging device 10 images the projected image 32 by the
imaging unit 12 and obtains a captured 1mage 42 as 1llus-
trated on the right side 1n FIG. 2. That 1s, the captured image
42 includes the projected image 32. Then, the projection
imaging device 10 detects a portion having a predetermined
characteristic amount as a characteristic point (X mark 1n
FIG. 2) from a portion of the projected image 32 included 1n
the captured image 42. Further, the projection imaging
device 10 generates a simulation 1mage 41 simulating a
captured 1mage supposed to be obtained in a case where the
same 1mage 1s projected by the projection umt 11 and
imaged by the imaging unit 12 at the known posture RT_t1,
as 1llustrated on the left side in FIG. 2. That 1s, the simulation
image 41 includes the projected image 31. Then, the pro-
jection 1maging device 10 detects a portion having a prede-
termined characteristic amount as a characteristic point (X
mark 1n FIG. 2) from a portion of the projected image 31
included 1n the simulation 1mage 41.

The projection imaging device 10 performs outlier
removal (nearest neighbor distance ratio (NNDR)), nomog-
raphy matrix estimation (projective transiformation matrix
estimation), and the like, and obtains a correspondence
relationship between the characteristic point included 1n the
simulation 1mage 41 and the characteristic point included 1n
the captured image 42, and detects characteristic points
corresponding to each other (also referred to as correspond-
ing points).
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When obtaining the corresponding points, the projection
imaging device 10 optimizes an error function E using a
distance between the corresponding points by bundle adjust-
ment. The bundle adjustment 1s a nonlinear optimization
technique for minimizing the error function E. For example,
as 1llustrated i FIG. 3, the posture of the projection 1maging
device 10 1s virtually slightly changed, a simulation image
1s generated at a virtual posture RT_t1', and the correspond-
ing points of the characteristic points are obtained between
the simulation 1mage and the captured image 42, and the
error function E 1s obtained. Such processing 1s repeated
with the known posture RT_t1 as an mmitial value, and a
virtual posture RT_t1' at which the error function E becomes
mimmum 1s obtained as illustrated in FIG. 4. The virtual
posture RT_t1' at which the error function E becomes
mimmum 1s a posture closest to a current posture RT_t2, and
ideally the virtual posture RT_t1' coincides with the current
posture RT_t2. Therefore, the setting of the geometric cor-
rection according to the virtual posture RT_t1' becomes
optimum setting for the current posture RT_t2, and the
distortion of the projected image 32 can be most reduced.

<Image with Few Characteristic Points>

However, 1n the case of an image having a shallow depth
of field, for example, there are many so-called blurred areas.
Detection of the characteristic point 1s diflicult in places
having few edges such as the blurred areas. Further, for
example, since the background of a projected image 51
illustrated 1 FIG. 5 1s plain, detection of the characteristic
point 1s diflicult i the background part, similarly to the
blurred area. That 1s, such an 1mage having a shallow depth
of field or an 1mage 1n which the plain background occupies
a large portion have a small number of the characteristic
points. In the case of such images with the small number of
characteristic points, the number of corresponding points
may also be decreased. As described above, since the error
function E 1s calculated using the distance between corre-
sponding points, there has been a possibility of reduction of
the accuracy of the posture estimation unless the number of
corresponding points 1s suilicient.

Further, for example, the projected image 51 illustrated in
FIG. 5 has a composition in which a person 1s positioned 1n
the center and the other portion 1s the background (plain).
The image having a shallow depth of field 1s also a common
composition. However, 1n such a composition, the edges are
biased to a part of the image. Therefore, the characteristic
points are also biased to a part of the image. In the case of
the composition of the projected image 51 1llustrated in FIG.
5, there 1s a high possibility that the characteristic points are
biased towards the vicimity of the center of the image (the
portion of the person). If the characteristic points are biased
to a part of the image (especially the center part), the
corresponding points are also biased to the part, and there
has been a possibility that grasp of a tendency of distortion
of the entire 1mage from the corresponding points becomes
difficult. That 1s, there has been a possibility that more
accurate posture estimation becomes difficult.

For example, as illustrated 1n FIG. 6A, assume that the
position of a projected 1mage 52 in a captured 1mage 53 1s
shifted from the vicinity of the center (the state on the left
side 1n FIG. 6A) to a rnight side (the state on the right side 1n
FIG. 6A) due to posture change of the projection 1maging
device. I a suflicient number of characteristic points are
obtained mm a wide area of the projected image 52, a
suilicient number of corresponding points can be obtained as
illustrated by the dotted lines, and accurate posture estima-
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8

tion can be performed from the corresponding points and the
posture (shape) of the screen 21 after posture change can
also be accurately estimated.

In contrast, as 1llustrated 1in the example of FIG. 6B, in the
case where a suflicient number of characteristic points
cannot be obtained 1n the projected image 52, there has been
a possibility that obtainment of the correspondence relation-
ship becomes diflicult between before and after posture
change (between the state on the left side and the state on the
right side in FIG. 6B), as illustrated by the dotted lines.
Therefore, accurate posture estimation becomes diflicult,
and there has been a possibility that accurate estimation
becomes diflicult because the posture (shape) of the screen
21 after the posture change 1s crushed, for example, as 1n the
example on the right side 1n FIG. 6B.

As described above, the accuracy of the conventional
posture estimation by the error function E using the distance
between the corresponding points depends on characteristics
of an 1mage, and obtainment of suflicient accuracy 1s some-
times diflicult depending on an 1mage.

<Posture Estimation by Image Similarity>

Therefore, similarity between a captured image obtained
by 1maging a projected image by an imaging unit, the
projected 1image having been projected by a projection unit,
and a simulation 1mage simulating a captured 1mage sup-
posed to be obtained by imaging a projected image by the
imaging unit, the projected 1mage having been projected by
the projection unit, 1s evaluated, and a posture of the
projection unit or the 1maging unit or postures of both of the
projection unit and the 1maging unit are set as an estimation
result on the basis of an evaluation result. That 1s, matching
of 1images themselves (similarity evaluation) 1s performed
instead of using the corresponding points.

By doing this, dependency of posture estimation accuracy
on a characteristic of a projected 1image can be suppressed.
That 1s, the robustness of posture estimation during viewing
of contents with respect to a projected image can be
improved.

<Virtual Posture>

In the evaluation of the similarity, the virtual posture of
the projection unit or the imaging unit or the virtual postures
of both of the projection unit and the 1imaging unit are set,
the simulation i1mage obtained at the virtual posture 1s
generated, and the similarity between the captured image
obtained at an actual posture and the simulation image may
be evaluated.

For example, as illustrated in FIG. 7, assume that the
posture of the projection unit or the imaging unit, or both of
the postures of the projection unit and the imaging unit are
changed from the sensed and known posture (RT_t1) to the
unknown posture (RT_t2). In this case, the similarity
between the simulation image at the virtual posture (RT_t1")
and the captured image at the unknown posture (R1_t2) may
be evaluated.

By use of the simulation 1mage at the virtual posture 1n
this way, 1t 1s not necessary to actually change the posture,
and posture estimation can be easily performed.

<Simulation Image>

Note that the simulation 1mage may be generated with a
luminance value or a predetermined color component. The
simulation 1mage only needs to include information neces-
sary for the posture estimation, and 1t 1s not necessary to
simulate all the information included 1n the captured image.
For example, in calculation of the similarity, only the
luminance values may be compared or only predetermined
color components may be compared. That 1s, in generating
the simulation 1mage, 1image processing such as grayscale
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conversion may be performed, for example. By appropri-
ately limiting the amount of information, an increase in the
amount of information of the simulation image i1s sup-
pressed, and an increase 1n a load of processing of evaluation
of the similarity can be suppressed.

<Optimum Evaluation Search Technique>

Further, in the posture estimation, a plurality of the
simulation 1mages 1s generated while changing the posture
of the projection unit or the 1maging unit or both of the
postures of the projection unit and the imaging unit, each
simulation 1mage and the captured image are compared and
the similarity 1s obtained, and the (virtual) posture estimated
to have the optimum similarity may be set as the estimation
result. For example, 1n the case of FIG. 7, the virtual posture
(RT_t1") 1s repeatedly set while slightly changing the posture
with the known posture (RT_t1) as an 1mitial value. Then, the
similarity between the simulation 1mage at each posture and
the captured image at the unknown posture (RT_{2) 1s
evaluated, and the virtual posture (RT_t1") evaluated to be
optimum 1n the estimation may be used as the estimation
result.

By doing this, the posture estimation can be more accu-
rately performed.

<Similarity Evaluation Using Error Function>

The method of evaluating the similarity between the
captured 1mage and the simulation image 1s arbitrary. For
example, as 1llustrated 1n FIG. 7, an error function (evalu-
ation function) E may be calculated from the similarity
between the captured 1image and the simulation 1image, and
the similarnity may be evaluated by the value of the error
function E. For example, the value of the error function E
becoming minimum may be evaluated to be optimum, and
the virtual posture (RT_t1") at which the value of the error
function E becomes minimum may be used as the estimation
result.

<Matching Per Pixel>

Further, the method of calculating the similarity between
the captured image and the simulation 1mage 1s also arbi-
trary. For example, the captured image and the simulation
image are compared for each pixel (matching i1s performed
for each pixel), the similarity between pixels 1s calculated,
and the similanity between the 1images (the similarity as the
images) may be calculated using the similarity between the
pixels. For example, the similarity between pixels may be
obtained using pixel values of the pixels of the images.

<Similarity Calculation Using Function>

For example, the similarity between the images may be
calculated from pixel values of pixels of the captured image
and the simulation 1mage using a predetermined function.
This function 1s arbitrary. For example, a function such as
sum of absolute difference (SAD), sum of square difference
(SSD), normalized cross-correlation (NCC), or zero-means
normalized cross-correlation (ZNCC) may be used. These
functions will be described below.

Note that, 1n this description of the functions, the lumi-
nance value of the pixel at the position (1, 1) of the simulation
(Simulation) 1mage, the average of the luminance values of
the pixels of the simulation 1mage, the luminance value of
the pixel at the position (1, 1) of the captured (Capture)
image, and the average of the luminance values of the pixels
of the captured (Capture) image are determined as shown 1n

the following expressions (1).

[Expression 1]

Sim¥(i,j): The luminance value at the position (i,5)
of Simulation image
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SimY: The average of the luminance values of Simu-
lation 1image Cap¥{i,j): The luminance value at
the position (i,j) of Captured 1mage

CapY: The average of the luminance values of Cap-
tured 1mage

(1)

FUNCTION EXAMPLE 1: SAD

For example, a sum of absolute differences (SAD) 1n the
pixel values of the pixels of the images may be employed as
the similarity. Thus SAD 1s calculated by, for example, the
following expression (2). The smaller the SAD, the higher

the similarity between the 1mages.

|Expression 2]

(2)

height—1 width—1

SAD — Z Z (SimY(i, j) — Cap¥(i, j))

=0 =0

FUNCTION EXAMPLE 2: SSD

For example, a sum of square diflerences (SAD) in the
pixel values of the pixels of the images may be employed as
the similarity. This SSD 1s calculated by, for example, the

following expression (3). The smaller the SSD, the higher
the similarity between the images.

|Expression 3]

(3)

height—1 width—1

SSD = Z Z (SimY(i, )) = Cap¥(i, D).

=0 =0

FUNCTION EXAMPLE 3: NCC

For example, normalized cross-correlation (NCC) may be
employed as the similarity. Thus NCC 1s calculated by, for
example, the following expression (4). A value range of this
NCC 1s 0=NCCx=1, and the larger the value (the closer the
value 1s to “17), the higher the similarity between the
1mages.

|Expression 4]

(4)

height—1 width—1

Z Z SimY(i, HCap¥(i, )

=0 =0
NCC =

height—1 width—1
> X SimY(, j)* X

\J =0 =0

height—1 width—1 -
2 2 CapY(i, j)

v

1=0

FUNCTION EXAMPLE 4: ZNCC

For example, the zero mean normalized cross-correlation
(ZNCC) may be employed as the similarity. Thus ZNCC 1s
calculated by, for example, the following expression (3).
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|Expression 3]
height—1 width—1 (3)
> ) (SimY(i, j)-SimY)(CapY (i, j)- CapY))
=0 =0
ZNCC =
height—1 width—1
> (SimYG, j)-SimY) X
\ =0 i=0
height—1 width—1

> > (CapY, j)-CapY)
\ =0 =0

A value range of this ZNCC i1s expressed by the following
expression (6), and the larger the value (the closer the value
1s to “17"), the higher the similarity between the images.

[Expression 6]

~1=ZNCCx=1 (6)

<Error Function E>

Further, the error function E using such functions may be
any function. For example, the function may be a function
like the expression (7) below.

[Expression 7]

E=—1*ZNCC+1 (7)

In this case, a value range of the error function E 1s
expressed by the following expression (8), and the smaller
the value, the higher the evaluation (that is, the higher the
similarity).

[Expression 8]

O=F=<? (8)

<Similarity Evaluation Using Reduced Image>

Note that the similarity between the captured image and
the simulation 1mage may be evaluated using reduced
images. That 1s, matching may be performed between a
reduced 1mage of the captured 1mage and a reduced 1image
of the simulation 1image (that 1s, the simulation 1mage having
the same resolution as the reduced image of the captured
image). Since the resolution (the number of pixels) 1is
reduced by use of the reduced 1images, matching (calculation
of the similarity) becomes easier, but the area per pixel
becomes wider. That 1s, the accuracy of the posture estima-
tion becomes coarse, 1n other words, the amount of move-
ment 1 a case where one pixel 1s shifted becomes large, and
thus the posture estimation can be performed faster. There-
fore, for example, also 1n the case where posture change 1s
large (for example, in the case where the amount of move-
ment of the projected 1image 1s large), the posture estimation
can be performed faster.

<Similarity Evaluation Using Partial Image>

Further, matching may be performed (the similarity may
be evaluated) between the simulation 1mage and a partial
image 1 a predetermined range that 1s an object to be
processed of the captured image. That 1s, the predetermined
range ol the captured image 1s set as the object to be
processed, and matching may be performed within the range
that 1s the object to be processed.

For example, 1n a captured image obtained by capturing
a state 1n which an 1mage 71 as illustrated 1n FIG. 8A 1s
projected on a screen, an edge portion (near an 1image iframe)
of the image 71 1s susceptible to an edge of the image frame
and noise outside the 1image frame (for example, the shape,
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maternial, and the like of the screen), and 1s likely to be
unsuitable for evaluation of the similanity. Therefore, as
illustrated in FIG. 8B, in the case of generating a simulation
image 72 at a certain posture, an area (an area 74 illustrated
in FIG. 8C) excluding an end portion (near the image frame)
of a projected image 73 1s set, and matching may be
performed only for the area 74.

The size of this area 74 (1n other words, the width from
an end portion of the projected image 73 to an end portion
of the area 74) 1s arbitrary. Note that if the area 74 1s too
small, the accuracy of the posture estimation 1s decreased.
Theretfore, the area 74 1s made as large as possible (that 1s,
the width from an end portion of the projected 1image 73 to
an end portion of the area 74 1s made as narrow as possible)
within a range 1n which the mfluence of the end portion of
the projected image 73 and the influence outside the pro-
jected mmage 73 are sufhiciently decreased, whereby the
decrease 1n the accuracy of the posture estimation can be
suppressed while suppressing the influence of the noise.

Note that this partial area may be set to any portion 1n the
captured 1mage (projected image) in any shape. Further, the
number of the partial areas to be set 1s arbitrary. That 1s, the
setting of the partial area can be used for any purpose other
than suppression of the influence of the end portion of or the
outside the projected image. For example, matching may be
performed by enlarging (setting a high resolution to) the set
partial area, and the posture estimation may be performed
with higher accuracy. For example, 1n the case of performing
the posture estimation for positioning projected i1mages
projected from a plurality of projection units, the object to
be processed 1s limited to an overlap area where a plurality
of the projected 1images 1s superimposed, and the matching
may be performed, setting a high resolution to the overlap
area. Further, for example, the captured image (simulation
image) 1s divided imto a plurality of partial areas, and
matching of the partial areas may be processed in parallel.
By doing this, the similarity can be evaluated faster. Fur-
thermore, by setting a high resolution to each partial image,
the posture estimation with higher accuracy can be realized.

<Repetition of Stmilarity Evaluation>

Note that the evaluation of the similarity between the
captured 1mage and the simulation 1mage may be repeated a
plurality of times. For example, matching may be repeated
a plurality of times for one virtual posture, and evaluation
results of the plurality of times may be comprehensively
cvaluated. For example, an average value, a median value,
a total value, or the like of the similarity (or the evaluation
results thereol) of the plurality of times may be evaluated.
For example, matching may be repeated a plurality of times
while varying a parameter to be compared (a luminance
value, a color component, or the like), and evaluation results
thereol may be comprehensively determined.

Further, for example, in such repetition of matching, next
matching may be performed using a previous evaluation
result (posture estimation result).

<Hierarchy of Accuracy>

Further, for example, as illustrated 1n FIG. 9, matching
may be repeated a plurality of times while varying the
resolution of the image, and evaluation results thereof may
be comprehensively determined. The left side in FIG. 9 15 a
coded state of the repetition of the evaluation. In this case,
in the first round, a reduced 1mage as in an 1mage 81
illustrated on the rnight side 1n FIG. 9 1s used, and matching
1s performed targeting the entire image. In the second round,
a reduced 1mage larger than the first reduced 1mage 1s used
as 1n an 1mage 82, and matching 1s performed targeting the
entire 1mage. In the third round, matching i1s performed
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targeting the entire 1mage with an original size as in an
image 83. In the fourth round, matching i1s performed

targeting a partial area 85 of an image 84 with the original
S1Z€.

By changing the resolution of the image in this way, the
accuracy of the posture estimation of each time can be
changed. That 1s, matching can be repeated to make the
accuracy of the posture estimation multistage (hierarchized).
In general, the load and processing time are increased 1n the
posture estimation with higher accuracy than in the posture
estimation with lower accuracy. That 1s, 1if matching with
high accuracy 1s repeated, the load and processing time are
turther increased. Therefore, the accuracy of the posture
estimation can be increased from low accuracy to high
accuracy by repeating matching while increasing the reso-
lution 1n this manner. That 1s, the posture estimation with
high accuracy can be performed at a higher speed (that 1s,
with higher efliciency) by, for example, performing the
posture estimation with low accuracy at a high speed, and
then performing the posture estimation with higher accuracy
than the previous time, using the previous estimation result.

<Multiple Projection Unit and Multiple Imaging Unit>

Note that the numbers of projection units and 1maging
units that perform the posture estimation are arbitrary, and
may be singular or plural. In the case of a plurality of
projection units and imaging units, matching between the
captured 1image and the simulation 1mage may be performed
for all combinations of the projection units and the 1maging
units. For example, in the case where a plurality of projec-
tion units and 1maging umts 1s provided (for example, 1n the
case¢ where a plurality of projection 1maging devices 1is
provided), the projected 1mages projected from the projec-
tion units are imaged by the imaging units, the simulation
images are generated for the captured images, and matching
between each of the captured images with the simulation
image may be performed. In the case where a discrepancy
occurs in the results of the matching (posture estimation
results), the determination may be comprehensively made
by averaging the results or calculating the center of gravity,
for example. Further, at that time, a part of the matching
between the captured image and the simulation 1mage may
be omitted by excluding a posture estimation result with
isuilicient accuracy, for example. By suppressing unnec-
essary processing in this manner, an unnecessary icrease 1n
the load can be suppressed.

2. First Embodiment

<Projection Imaging System>

FIG. 10 1s a block diagram 1illustrating a main configu-
ration example of an embodiment of a projection 1imaging,
system to which the present technology 1s applied. In FIG.
10, a projection 1imaging system 100 1s a system capable of
projecting an 1mage, 1maging a projected image, and per-
forming posture estimation by a method to which the present
technology 1s applied, that 1s, by the above-described
method.

As 1llustrated 1n FIG. 10, the projection imaging system
100 includes a control device 101 and projection 1maging
devices 102-1 to 102-N (N 1s an arbitrary natural number).
The projection 1maging devices 102-1 to 102-N are con-
nected to the control device 101 via cables 103-1 to 103-N,
respectively.

Hereinafter, in the case where there 1s no need to distin-
guish and describe the projection imaging devices 102-1 to
102-N from one another, they are referred to as projection
imaging device 102. Further, in the case where there 1s no
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need to distinguish and describe the cables 103-1 to 103-N
from one another, they are referred to as cable 103.

The control device 101 controls each projection imaging
device 102 wvia the cable 103. For example, the control
device 101 supplies an 1mage to be projected to each
projection 1maging device 102, and causes the projection
imaging device 102 to project the image. Further, for
example, the control device 101 instructs each projection
imaging device 102 to image the projected image and the
like, and acquires a captured 1mage. Further, for example,
the control device 101 generates a simulation 1image of the
captured 1image and performs matching (similarity evalua-
tion) between the captured 1image and the simulation 1image.
Further, for example, the control device 101 estimates a
posture of each projection imaging device 102 on the basis
ol an evaluation result of the similarity, reconstructs a screen
(projection surface), and performs geometric correction for
the 1image to be projected by each projection imaging device
102.

For example, the control device 101 may perform 1mage
processing such as enlargement, reduction, and deformation,
for example, for the 1mage to be projected, as the geometric
correction. Further, for example, the control device 101 may
control a projection direction, an 1maging direction, and the
like of an optical system of each projection imaging device
102, as the geometric correction, for example. Of course,
both of the image processing and the control may be
performed.

The projection imaging devices 102-1 to 102-N respec-
tively iclude projection units 111-1 to 111-N for projecting
an 1mage, and imaging units 112-1 to 112-N for imaging an
object. Hereinafter, in the case where there 1s no need to
distinguish and describe the projection units 111-1 to 111-N
from one another, they are referred to as projection unit 111.
Further, in the case where there 1s no need to distinguish and
describe the imaging umits 112-1 to 112-N from one another,
they are referred to as 1imaging umt 112.

The projection unit 111 has a function of a so-called
projector. That 1s, the projection imaging device 102 can be
driven as a projector, using the projection unit 111. For
example, the projection imaging device 102 can project an
image supplied from the control device 101 onto an arbitrary
projection surface, using the projection unit 111.

The 1imaging unit 112 has a so-called camera function.
That 1s, the projection 1imaging device 102 can be driven as
a camera, using the imaging umt 112. For example, the
projection i1maging device 102 can image the projection
surface on which the image 1s projected by the projection
unit 111 and obtain a captured image, using the imaging unit
112. The projection imaging device 102 can further supply
data of the captured image to the control device 101.

The number of the projection imaging devices 102 1s
arbitrary and may be singular or plural. In the case of a
plurality of the projection imaging devices 102, the projec-
tion 1maging devices 102 can operate independently of one
another or can operate 1n cooperation with one another under
the control of the control device 101. The projection 1maging
system 100 1n the case of the plurality of projection 1maging
devices 102 1n cooperation with one another functions as a
so-called multi-projection system and can realize so-called
projection mapping.

Note that parameters related to projection, such as a
projection direction and a magnification ratio of an image,
and distortion correction of a projected 1mage, of the pro-
jection unit 111, may be able to be controlled, for example.
Further, for example, the posture of an optical system
included 1n the projection unit 111, the posture of the entire
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projection unit 111, and the like may be able to be controlled
in order to control the parameters related to projection.

Further, parameters related to imaging, such as an 1imag-
ing direction and an angle of view of an image, distortion
correction of a captured 1mage, and the like, of the imaging
unit 112, may be able to be controlled, for example. Further,
for example, the posture of an optical system included 1n the
imaging unit 112, the posture of the entire imaging unit 112,
and the like may be able to be controlled 1n order to control
the parameters related to 1maging.

Further, such control of the projection unit 111 and control
of the imaging umit 112 may be performed independently of
cach other. Further, the posture of the projection 1maging
device 102 may be able to be controlled. Note that the
control of the projection unit 111, the control of the 1maging
unit 112, and the control of the projection imaging device
102 as described above may be performed by the control
device 101 or may be performed by a device other than the
control device 101, such as the projection imaging device
102, for example.

The cable 103 1s an electric communication cable of an
arbitrary communication standard that communicably con-
nects the control device 101 and the projection imaging,
device 102. That 1s, the cable 103 can serve as a commu-
nication medium between the control device 101 and the
projection 1imaging device 102. Note that, in the projection
imaging system 100, the control device 101 and the projec-
tion 1maging device 102 just have to be communicably
connected with each other. For example, the control device
101 and the projection imaging device 102 may be con-
nected by wireless communication. In that case, the cable
103 can be omitted.

The control device 101 performs posture estimation of
cach projection unit 111 and each imaging unit 112 during
projection of contents (for example, a moving 1mage) (per-
forms online sensing). The control device 101 causes a part
or all of the imaging umts 112 to 1image projected images
projected by a part or all of the projection units 111, and
performs matching between the obtained captured image
and the simulation 1image of the captured image, thereby to
perform the posture estimation of each projection umt 111
and each 1imaging unit 112.

<Control Device>

FIG. 11 1s a block diagram 1llustrating a main configura-
tion example of the control device 101 as an embodiment of
the 1mage processing apparatus to which the present tech-
nology 1s applied.

As 1llustrated 1in FIG. 11, the control device 101 includes
a CPU 121, a ROM 122, a RAM 123, a bus 124, an
input/output interface 130, an input unit 131, an output unit

132, a storage unit 133, a communication unit 134, and a
drive 135.

The CPU 121, the ROM 122, and the RAM 123 are
mutually connected via the bus 124. The mput/output inter-
tace 130 1s also connected to the bus 124. The input umt 131,
the output unit 132, the storage unit 133, the communication
unit 134, and the drive 135 are connected to the input/output
interface 130.

For example, the CPU 121 loads programs and the like
stored 1n the ROM 122 and the storage unit 133 into the
RAM 123 and executes the programs, thereby to perform
various types ol processing. In the RAM 123, data and the
like necessary for the CPU 121 to execute the various types
ol processing are appropriately stored.

For example, the CPU 121 can perform processing of
detection of the corresponding points by executing the
programs and the like in such a way.
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The mput unit 131 includes an input device that accepts
arbitrary external information such as user nput, for
example. This mnput device may be of any type. For example,
the input device may be a keyboard, a mouse, an operation
button, a touch panel, a camera, a microphone, a barcode
reader, or the like. Further, the input device may be various
sensors such as an acceleration sensor, a light sensor, and a
temperature sensor. Further, the mput device may be an
input terminal that accepts the arbitrary external information
as data (signal). The output unmit 132 includes an output
device that outputs arbitrary imnformation mnside the device
such as an 1image and a sound, for example. This output
device may be of any type. For example, the output device
may be a display, a speaker, or the like. Further, the output
device may be an output terminal that outputs arbitrary
information to the outside as data (signal).

The storage unit 133 includes a storage medium that
stores information such as programs and data. This storage
medium may be of any type. For example, the storage unit
133 may be a hard disk, a RAM disk, a nonvolatile memory,
or the like. The communication unit 134 includes a com-
munication device that performs communication to give and
receive information such as programs and data to and from
an external device via a predetermined communication
medium (for example, an arbitrary network such as the
Internet). This communication device may be of any type.
For example, the communication device may be a network
interface. The communication method and communication
standard of the communication by the communication unit
134 are arbitrary. For example, the communication unit 134
may be able to perform wired communication, wireless
communication, or both of the wired and wireless commu-
nication.

The drive 135 performs processing of reading and writing,
information (programs, data, and the like) from and to a
removable medium 141 attached to the drive 135. The
removable medium 141 may be any recording medium. For
example, the removable medium 141 may be a magnetic
disk, an optical disk, a magneto-optical disk, a semiconduc-
tor memory, or the like. For example, the drive 135 reads
information (programs, data, and the like) stored in the
removable medium 141 attached to the drive 135 and
supplies the information to the CPU 121, the RAM 123, and
the like. Further, for example, the drive 135 acquires 1nfor-
mation (programs, data, and the like) supplied from the CPU
121, the RAM 123, and the like, and writes the information
to the removable medium 141 attached to the drive 133.

<Functional Block of Control Device>

FIG. 12A 1s a functional block diagram illustrating an
example of functions realized by executing a program and
the like by the control device 101. As 1llustrated 1n FIG. 12A,
the control device 101 has functions of a projection pro-
cessing unit 151, a projection control unit 152, an 1imaging
control unit 153, a posture estimation unit 154, and a setting
umt 155, for example, by executing the program.

The projection processing unit 151 performs processing
ol projection of contents (moving 1mage). The projection
control umt 152 performs processing of control of the
projection units 111. The imaging control unit 153 performs
processing ol control of the imaging units 112. The posture
estimation unit 154 performs processing of posture estima-
tion and the like of the projection 1imaging devices 102 (or
the projection units 111 and the imaging unit 112 of the
projection 1maging devices 102). The setting unit 1535 per-
forms processing of setting parameters regarding the geo-
metric correction and the like.
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Note that the blocks can give and receive mnformation (for
example, commands, data, and the like) to and from each
other as needed. Further, the control device 101 may have
functions other than the atorementioned functions.

<Posture Estimation Unit>

The posture estimation unit 154 1n FIG. 12 A has functions
illustrated as function blocks in FIG. 12B. That 1s, the
posture estimation unit 154 has functions of a similarity
evaluation unit 161 and a posture setting umt 162, for
example.

The similarity evaluation unit 161 performs processing of
the evaluation of the similarity between the captured image
and the simulation image. The posture setting unit 162
performs processing of setting postures of the projection unit
111 and the imaging unit 112.

Note that the blocks can give and receive information (for
example, commands, data, and the like) to and from each
other as needed. Further, the posture estimation unit 154
may have functions other than the atorementioned functions.

<Similarity Evaluation Unit>

The similarity evaluation unit 161 i FIG. 12B has
functions 1illustrated as function blocks in FIG. 12C. That 1s,
the stmilarity evaluation unit 161 has functions of a virtual
posture setting unit 171, a simulation 1mage generation unit
172, and an i1mage similarity evaluation unit 173, for
example.

The virtual posture setting unit 171 performs processing
ol setting the virtual posture. The simulation 1mage genera-
tion umit 172 performs processing of generation of the
simulation 1mage. The image similarity evaluation umt 173
performs processing of evaluation of the similarity.

Note that the blocks can give and receive information (for
example, commands, data, and the like) to and from each
other as needed. Further, the similarity evaluation umt 161
may have functions other than the atorementioned functions.

<Projection Imaging Device>

FIG. 13 1s a block diagram illustrating a main configu-
ration example of the projection imaging device 102. As
illustrated 1n FIG. 13, the projection imaging device 102
includes a control unit 201, the projection unit 111, the
imaging unit 112, an mput unit 211, an output umt 212, a
storage unit 213, a communication unit 214, and a drive 215.

The control unit 201 includes, for example, a CPU, a
ROM, a RAM, and the like, and controls each processing
unit 1n the device and executes various types of processing
necessary for control of 1mage processing and the like, for
example. The control unit 201 performs the processing on
the basis of the control of the control device 101, for
example. For example, the control unit 201 acquires an
image supplied from the control device 101 via the com-
munication unit 214, supplies the 1mage to the projection
unit 111, and causes the projection unit 111 to project the
image according to the control of the control device 101.
Further, for example, the control unit 201 causes the 1maging
unit 112 to capture a projection surface, acquires a captured
image, and supplies the captured 1image to the control device
101 via the communication unit 214 according to the control
of the control device 101.

The projection unit 111 performs processing of projection
of an 1image by being controlled by the control unit 201. For
example, the projection unit 111 projects an image supplied
from the control unit 201 to the outside (for example, the
projection surface or the like) of the projection imaging
device 102. The projection unit 111 projects an 1mage by
using laser light as a light source and scanning the laser light,
using a micro electro mechanical systems (MEMS) mirror.
Of course, the light source of the projection unit 111 1s
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arbitrary and 1s not limited to the laser light. For example,
the light source may be a light emitting diode (LED), xenon,
or the like. Note that the projection umt 111 may be any
device as long as the device can project an 1image.

The imaging unit 112 is controlled by the control unit 201,
captures an 1mage of an object outside the device (for
example, the projection surface or the like), generates a
captured 1mage, and supplies the captured image to the
control unit 201. The mmaging unit 112 includes, for
example, an 1mage sensor using a complementary metal
oxide semiconductor (CMOS), an 1mage sensor using a
charge coupled device (CCD), or the like, photoelectrically
converts light from the object by the image sensor, and
generates an electric signal (data) of the captured image. For
example, the imaging unit 112 1s driven 1n synchronization
with the projection unit 111, and captures a projected image
projected onto the projection surface by the projection unit
111. Note that the imaging unit 112 may be any device as
long as the device can capture a projected 1image.

The mput unit 211 1ncludes, for example, an mput device
that accepts arbitrary external information such as user
input. This mput device may be of any type. For example,
the input device may be an operation button, a touch panel,
a camera, a microphone, an input terminal, various kinds of
sensors such as an acceleration sensor, a light sensor, and a
temperature sensor, or the like. The output unit 212 includes,
for example, an output device that outputs arbitrary infor-
mation inside the device such as an 1image and a sound. This
output device may be of any type. For example, the output
device may be a display, a speaker, an output terminal, or the
like.

The storage unit 213 includes a storage medium that
stores information such as programs and data. This storage
medium may be of any type. For example, the storage unit
133 may be a hard disk, a RAM disk, a nonvolatile memory,
or the like.

The communication unit 214 includes a communication
device that performs communication to give and receive
information such as programs and data to and from an
external device via a predetermined communication medium
(for example, an arbitrary network such as the Internet). This
communication device may be of any type. For example, the
communication device may be a network interface. For
example, the communication unit 214 i1s connected to a
communication cable 103, and can perform communication
with the control device 101 connected via the communica-
tion cable 103. The communication method and communi-
cation standard of communication by the communication
unmit 214 are arbitrary. For example, the communication unit
214 may be able to perform wired communication, wireless
communication, or both of the wired and wireless commu-
nication.

The drive 215 performs processing of reading and writing,
information (programs, data, and the like) from and to a
removable medium 221 attached to the drive 2135. The
removable medium 221 may be any recording medium. For
example, the removable medium 221 may be a magnetic
disk, an optical disk, a magneto-optical disk, a semiconduc-
tor memory, or the like. For example, the drive 215 reads
information (programs, data, and the like) stored in the
removable medium 221 attached to the drive 215 and
supplies the information to the control unit 201, and the like.
Further, for example, the drive 215 acquires information
(programs, data, and the like) supplied from the control unit
201, and the like, and writes the information to the remov-
able medium 221 attached to the drive 215.
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<Projection Unit>

FIG. 14 1s a block diagram illustrating a main configu-
ration example of the projection unit 111. As 1llustrated in
FIG. 14, the projection unit 111 includes a video processor
231, a laser dniver 232, a laser output unit 233-1, a laser
output umt 233-2, a laser output unit 233-3, a mirror 234-1,

a mirror 234-2, a mirror 234-3, a MEMS driver 235, and a
MEMS mirror 236.

The video processor 231 holds an 1image supplied from
the control unit 201 and performs necessary 1image process-
ing for the image. The video processor 231 supplies the
image to be projected to the laser driver 232 and the MEMS

driver 235.

The laser driver 232 controls the laser output units 233-1
to 233-3 to project the image supplied from the video
processor 231. The laser output units 233-1 to 233-3 output
laser light 1 different colors (wavelength ranges) from one
another, such as red, blue, and green, for example. That 1s,
the laser driver 232 controls the laser output of each color to
project the 1image supplied from the video processor 231.
Note that, 1n the case where there 1s no need to distinguish
and describe the laser output units 233-1 to 233-3 from one
another, they are referred to as laser output unit 233.

The mirror 234-1 retlects the laser light output from the
laser output unit 233-1 and guides the laser light to the
MEMS mirror 236. The mirror 234-2 retlects the laser light
output from the laser output unit 233-2, and guides the laser
light to the MEMS muirror 236. The mirror 234-3 reflects the
laser light output from the laser output unit 233-3, and
guides the laser light to the MEMS muirror 236. Note that, 1in
the case where there 1s no need to distinguish and describe
the mirrors 234-1 to 234-3 from one another, they are
referred to as mirror 234.

The MEMS driver 235 controls driving of the mirror of
the MEMS mirror 236 to project the image supplied from the
video processor 231. The MEMS mirror 236 drives the
mirrors mounted on the MEMS according to the control of
the MEMS driver 235 to scan the laser light in each color as
in the example of FIG. 15, for example. The laser light 1s
output to the outside of the device through a projection
opening, and the projection surface 1s wrradiated with the
laser light, for example. With the irradiation, the image
supplied from the video processor 231 is projected onto the
projection surface.

Note that, 1n the example of FIG. 14, the description has
been given 1n such a manner that three laser output units 233
are provided to output laser light in three colors. However,
the number of the laser light (or the number of colors) 1s
arbitrary. For example, the number of the laser output units
233 may be four or more, or two or less. That 1s, the number
of laser light output from the projection imaging device 102
(projection unit 111) may be two or less, or four or more.
Further, the number of colors of the laser light output from
the projection 1maging device 102 (projection unit 111) 1s
also arbitrary, and may be two colors or less, or four or more
colors. Further, configurations of the mirror 234 and the
MEMS mirror 236 are also arbitrary, and are not limited to
the example 1 FIG. 14. Of course, the scanming pattern of
the laser light 1s arbitrary.

<Flow of Image Projection Processing™>

Next, processing executed in the projection 1imaging sys-
tem 100 having such configurations will be described. As
described above, the control device 101 of the projection
imaging system 100 controls the projection 1imaging device
102 and projects contents (moving image). An example of
the tlow of the 1mage projection processing executed by the
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control device 101 to project such contents will be described
with reference to the tlowchart in FIG. 16.

When the 1mage projection processing 1s started, in step
S101, the posture estimation unit 154 of the control device
101 sets the postures of the projection unit 111 and the
imaging unit 112. Further, the setting unit 155 sets param-
cters related to the geometric correction on the basis of the
set postures.

In step S102, the projection processing unit 151 generates
an 1mage to be projected from the projection unit 111. For
example, the projection processing unit 151 performs the
geometric correction using the parameters set in step S101,
and the like, for the input image (contents), and generates the
image to be projected.

In step S103, the projection control unit 152 supplies the
image generated in step S102 to the projection unit 111 and
causes the projection umt 111 to project the image on the
screen (projection surface).

In step S104, the imaging control unit 153 causes the
imaging unit 112 to capture the projected image projected on
the screen 1n step S103, and acquires a captured 1image.

In step S105, the posture estimation unit 154 determines
whether or not to perform the posture estimation on the basis
of the captured image obtained 1n step S104. That 1s, the
posture estimation unit 154 detects change 1n the postures of
the projection unit 111 and the imaging unit 112 on the basis
of change 1n the position and shape of the projected 1image
in the captured image, and determines whether or not to
perform the posture estimation according to whether or not
the change 1n the postures has been detected. In a case where
the change 1n the postures has been detected, and the posture
estimation has been determined to be performed, the pro-
cessing proceeds to step S106.

In step S106, the posture estimation umt 154 executes
posture estimation processing and performs the posture
estimation using the captured 1mage.

In step S107, the setting unit 155 sets the parameters
related to the geometric correction on the basis of the posture
estimated 1n step S106. That 1s, the setting unit 1535 updates
the setting of the parameters related to the geometric cor-
rection according to a posture estimation result.

When the processing of step S107 1s completed, the
processing proceeds to step S108. Further, in step S105, 1n
a case where the change in the postures has not been
detected, and the posture estimation has been determined not
to be performed, the processing proceeds to step S108.

In step S108, the projection processing unit 151 deter-
mines whether or not to terminate the 1mage projection, that
1s, the projection of the contents. In the case where the
projection of the contents has not been terminated and stop
of the projection has not been 1nstructed from the user or the
like, and the mmage projection has been determined to
continue, the processing returns to step S102. That 1s, the

processing of transfer to step S102 1s executed for the next
frame.

Further, in step S108, in the case where it 1s determined
that the contents have been projected to the end or stop of the
projection has been instructed from the user or the like, the
image projection processing 1s terminated.

Note that, 1n the case where a plurality of the imaging
unmts 112 exiasts, the control device 101 just has to execute
the processing of steps S104 to S107 for each 1imaging unit
112. Further, 1n the case where a plurality of the projection
units 111 exists, the control device 101 just has to execute
the above 1mage projection processing for each projection

unit 111.
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<Flow of Posture Estimation Processing>

Next, an example of a flow of the posture estimation
processing executed mn step S106 mm FIG. 16 will be
described with reference to the flowchart in FIG. 17.

When the posture estimation processing 1s started, the
similarity evaluation unit 161 executes similarity evaluation
processing 1n step S121, and compares the captured image
and the simulation 1image and evaluates the simailarity.

In step S122, the posture setting unit 162 sets the posture
of the projection unit 111 and the imaging unit 112 or the
postures of both the projection unit 111 and the imaging unit
112 on the basis of a stmilarity evaluation processing result
of step S121. In other words, the posture setting unit 162 sets
these postures to postures at which the evaluation of the
similarity becomes optimum.

When the processing in step S122 1s completed, the
posture estimation processing 1s terminated, and the pro-
cessing returns to FIG. 16.

<Flow of Similarity Evaluation Processing>

Next, an example of a flow of the similarity evaluation
processing executed mn step S121 m FIG. 17 will be
described with reference to the flowchart in FIG. 18.

When the similarity evaluation processing 1s started, the
virtual posture setting unit 171 sets the virtual postures of the
projection unit 111 and the imaging unit 112 to 1nitial values
in step S141. These 1nitial values are arbitrary. However, for
example, a known posture, that 1s, a posture before posture
change may be employed.

In step S142, the simulation 1image generation unit 172
generates a simulation 1mage of the captured 1mage at the
virtual posture set in step S141.

In step S143, the image similarity evaluation unit 173
compares the captured 1image obtained in step S104 1n FIG.
16 and the simulation 1mage generated in step S142, and
obtains and evaluates the similarity between the images. The
image similarity evaluation unit 173 calculates and evaluates
the similarity by the technique described in <1. Posture
Estimation Using Image Similarity>.

In step S144, the image similarity evaluation unit 173
determines whether or not the similarity has been evaluated
tor all the virtual postures. In a case where it 1s determined
that the similarity 1s to be evaluated for other virtual pos-
tures, the processing proceeds to step S145.

In step S145, the virtual posture setting unit 171 updates
the setting of the virtual posture to a new posture. When the
processing of step S145 1s completed, the processing returns
to step S142. That 1s, the processing of transier to step S142
1s executed for the updated virtual posture.

In step S144, the similarity 1s evaluated for all the virtual
postures, and 1n a case where 1t 1s determined that the
similarity 1s no longer evaluated for other virtual postures,
the similarity evaluation processing 1s terminated, and the
processing returns to FI1G. 17.

By executing each processing as described above, the
posture estimation can be performed on the basis of the
evaluation result of the similarity between the captured
image and the simulation 1mage, and the robustness of the
posture estimation during viewing of contents with respect
to the projected 1mage can be improved.

<How to Obtain Optimum Evaluation>

Note that the method of obtaining the posture at which the
evaluation of the similarity becomes optimum (for example,
the posture at which the value of the error function E
becomes minimum) 1s arbitrary. For example, in the simi-
larity evaluation processing in FIG. 18, the virtual postures
are comprehensively set and the similarity 1s evaluated at all
the virtual postures, and the posture at which the evaluation
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becomes optimum among all the virtual postures may be
obtained. Further, for example, the wvirtual postures are

comprehensively set within a predetermined range, the simi-
larity 1s evaluated, and processing of obtaining the posture
at which the optimum evaluation result 1s obtained may be
repeated until a more favorable optimum evaluation result
cannot be obtained. Further, for example, change between
captured i1mages before and after posture change (for
example, change 1n the position and shape of the projected
image included in the captured image) and the like are
analyzed, and a rough tendency of the posture change (for
example, how much the position or the direction 1s changed
in which direction) 1s specified, and the virtual posture may
be set according to the tendency. Further, for example, the
posture estimation 1s repeated while changing the resolution,
as described above, and the posture at which the optimum
evaluation result can be obtained may be obtained with high
accuracy. Furthermore, for example, the posture estimation
may be performed for a plurality of frames. That 1s, for
example, repetition of the posture estimation as described
above may be performed over a plurality of frames (for
example, the posture estimation of each time may be per-
formed 1n a different frame).

3. Second Embodiment

<Combined Use of Corresponding Point Distance Evalu-
ation>

Note that the posture estimation method based on simi-
larity between 1mages to which the above-described present
technology 1s applied and the posture estimation method
based on a distance between corresponding points, which
has been described 1n <1. Posture Estimation Using Image
Similarity> may be used together.

In general, posture estimation based on similarity can
further 1improve the robustness to a projected 1image than
posture estimation based on a distance between correspond-
ing points. However, the posture estimation based on a
distance between corresponding points has a smaller pro-
cessing load than the posture estimation based on similarity.
By combining both the techniques, more efficient posture
estimation can be realized by making full use of character-
istics of the techniques.

<Posture Estimation Unit>

In this case, a posture estimation unit 154 has functions
illustrated as function blocks in FIG. 19. That 1s, for
example, the posture estimation unit 154 has a function of a
corresponding point distance evaluation unit 301 1n addition
to functions of a similarity evaluation unit 161 and a posture
setting unit 162.

The corresponding point distance evaluation umt 301
performs processing of evaluation of a distance between
corresponding points. In this case, the posture setting unit
162 performs processing of posture setting on the basis of an
evaluation result obtained in the corresponding point dis-
tance evaluation unit 301 and an evaluation result obtained
in the similarity evaluation umt 161.

Note that the blocks can give and receive information (for
example, commands, data, and the like) to and from each
other as needed. Further, the posture estimation unit 154
may have functions other than the atorementioned functions.

<Posture Estimation Processing Flow 1>

For example, in the posture estimation, both the method
based on similarity between images and the method based
on a distance between corresponding points are necessarily
performed, and a posture may be determined on the basis of
estimation results of both the methods. An example of a tlow
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of the posture estimation processing in that case will be
described with reference to the tflowchart in FIG. 20.

In this case, when posture estimation processing 1s started,
in step S301, the corresponding point distance evaluation
unit 301 obtains respective corresponding points by obtain-
ing a correspondence relationship between characteristic
points of a projected image included 1n a captured image and
characteristic points of a projected 1mage included 1n a
simulation 1mage. Then, the corresponding point distance
evaluation unit 301 obtains a distance between the corre-
sponding points and evaluates the distance, using an error
function E or the like.

In step S302, the similarity evaluation unit 161 executes
similarity evaluation processing, compares the captured
image and the simulation image, and evaluates the similarity
between the images. Note that this similarity evaluation
processing 1s basically executed in a similar manner to the
case described with reference to the flowchart in FIG. 18 1n
the first embodiment.

In step S303, the posture setting unit 162 sets a virtual
posture at which optimum evaluation has been obtained as
a posture of a projection unit 111 or an 1imaging unit 112 or
postures of both the projection unit 111 and the imaging unit
112 on the basis of the evaluation results of steps S301 and
S5302. When the processing 1n step S303 1s completed, the
posture estimation processing 1s terminated, and the pro-
cessing returns to FIG. 16.

By performing the posture estimation by the plurality of
methods 1n this manner, the posture estimation can be more
accurately performed under more various conditions. There-
fore, the robustness of the posture estimation with respect to
the projected 1mage can be further improved.

Note that, 1n this case, either the posture estimation based
on a distance between corresponding points or the posture
estimation based on similarity between images may be
performed first. Further, for example, the posture estimation
1s performed by the method based on a distance between
corresponding points, which has a relatively light load, and
then the posture estimation may be performed by the method
based on similarity between images, which has relatively
high accuracy, using the estimation result as an 1nitial value.
That 1s, 1n the case of the example of FIG. 20, the processing
in step S302 may be performed reflecting the processing
result 1n step S301 as the mitial value of step S302. By doing
this, the posture estimation by these two methods can be
more efliciently performed.

<Posture Estimation Processing Flow 2>

Further, in the posture estimation, the method based on
similarity between i1mages and the method based on a
distance between corresponding points may be selectively
performed. Although information as the basis for this selec-
tion 1s arbitrary, for example, either one of the methods may
be selected and executed according to a predetermined
condition such as the content of a projected image or a
tendency of detected corresponding points. For example, in
the case where the number of detected corresponding points
1s large and positions of the corresponding points are less
biased, the method based on a distance between correspond-
ing points may be selected, otherwise, the method based on
similarity between images may be selected.

An example of a flow of the posture estimation processing
in that case will be described with reference to the tlowchart
in FIG. 21. In this case, when the posture estimation
processing 1s started, the corresponding point distance
evaluation unit 301 detects the characteristic points of the
projected image imncluded 1n the captured 1image 1n step S321.
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In step S322, the corresponding point distance evaluation
unit 301 generates the simulation 1mage at a known posture.

In step S323, the corresponding point distance evaluation
umt 301 detects the characteristic points of the simulation
image.

In step S324, the corresponding point distance evaluation
umt 301 obtains the correspondence relationship between
the characteristic points of the captured image detected in
step S321 and the characteristic points of the simulation
image detected in step S323 (that 1s, the correspondence
relationship between the characteristic points). That 1s, the
corresponding point distance evaluation unit 301 detects the
corresponding points.

In step S323, the corresponding point distance evaluation
unit 301 determines whether or not the number of corre-
sponding points detected 1n step S324 1s sulliciently large
and the bias of the positions of the corresponding points 1s
sufliciently small. For example, the corresponding point
distance evaluation unit 301 compares the number or dis-
tribution of the detected corresponding points with prede-
termined threshold values and make the determination. In a
case where 1t 1s determined that the number of correspond-
ing points 1s sufliciently large and the bias of the positions
of the corresponding points 1s sufliciently small, the pro-
cessing proceeds to step S326.

In step S326, the corresponding point distance evaluation
umt 301 obtains the distance between the corresponding
points and evaluates the distance, using the error function E
or the like. When the processing of step S326 1s completed,
the processing proceeds to step S328.

Further, 1n step S325, 1n a case where 1t 1s determined that
the number of corresponding points 1s small or the bias of
the positions of the corresponding points 1s large, the pro-
cessing proceeds to step S327. In step S327, the similarity
evaluation umt 161 executes the similarity evaluation pro-
cessing, compares the captured image and the simulation
image, and evaluates the similarity between the images.
Note that this stmilarity evaluation processing 1s basically
executed 1 a similar manner to the case described with
reference to the flowchart in FIG. 18 1n the first embodiment.
When the processing of step S327 1s completed, the pro-
cessing proceeds to step S328.

In step S328, the posture setting umit 162 sets the virtual
posture at which optimum evaluation has been obtained as
the posture of the projection umit 111 or the imaging unit 112
or the postures of both the projection unit 111 and the
imaging unit 112 on the basis of the evaluation result of step
S326 or S327. When the processing 1n step S328 1s com-
pleted, the posture estimation processing 1s terminated, and
the processing returns to FIG. 16.

By doing this, in a case where the posture estimation with
suilicient accuracy can be performed by the method based on
a distance between corresponding points, the method based
on a distance between corresponding points, which has a
relatively light load, can be selected, and 1n a case where
suilicient accuracy cannot be obtained by the method based
on a distance between corresponding points, the method
based on similarity between images, which has relatively
high accuracy, can be selected. Therefore, more accurate
posture estimation can be performed for more various
images. That 1s, the robustness of the posture estimation with
respect to the projected image can be further improved.

Note that the posture estimation method used together
with the method based on similarity between images, which
1s the posture estimation method to which the present
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technology 1s applied, 1s arbitrary, and a method other than
the method based on a distance between corresponding

points may be employed.

4. Third Embodiment

<Another Configuration Example of Projection Imaging
System and Projection Imaging Device>

Note that the configuration example of the projection
imaging system to which the present technology 1s applied
1s not limited to the above-described example. For example,
like a projection imaging system 400 1llustrated 1n FI1G. 22 A,
a control device 101 and each projection imaging device 102
may be connected with each other via a network 401.

The network 401 1s an arbitrary communication network.
The communication method employed 1n the network 401 1s
arbitrary. For example, the communication may be wired
communication, wireless communication, or both of the
wired and wireless communication. Further, the network
401 may be configured by a single communication network
or by a plurality of communication networks. For example,
the network 401 may include a communication network or
a communication path of an arbitrary communication stan-
dard, such as the Internet, a public telephone network, a
wide area communication network for wireless moving body
such as so-called 3G network or 4G network, a wide area
network (WAN), a local area network (LAN), a wireless
communication network that performs communication con-
forming to Bluetooth (registered trademark) standard, a
communication path for near field communication such as
NFC, a communication path for infrared communication, or
a communication network for wired communication con-
forming to a standard such as high-definition multimedia
interface (HDMI (registered trademark)) or universal serial
bus (USB).

The control device 101 and each projection imaging
device 102 are communicably connected to the network 401.
Note that this connection may be wired (that 1s, connection
via wired communication), wireless (that 1s, connection via
wireless communication), or both of the wired and wireless
communication. Note that the number of devices, the shape
and size of housings, an arrangement position, and the like
are arbitrary.

The control device 101 and each projection imaging
device 102 can perform communication with each other (to
give and recerve information) via the network 401. In other
words, the control device 101 and each projection 1imaging,
device 102 may be communicably connected to each other
via another facility (a device, a transmission path, or the
like).

The present technology can be applied to the projection
imaging system 400 having such a configuration, similarly
to the projection i1maging system 100, and the above-
described functions and eflects can be exhibited.

Further, for example, as 1n a projection 1maging system
410 1llustrated 1n FI1G. 22B, the projection unit 111 and the
imaging unit 112 may be configured as different devices
from each other. The projection imaging system 410
includes projection devices 411-1 to 411-N (N 1s an arbitrary
natural number) and 1imaging devices 412-1 to 412-M (M 1s
an arbitrary natural number) 1n place of the projection
imaging device 102. The projection devices 411-1 to 411-N
respectively include projection units 111 (projection units
111-1 to 111-N) and project an 1image. The imaging devices
412-1 to 412-M respectively include imaging units 112
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(imaging units 112-1 to 112-M), and image a projection
surface (a projected 1image projected by the projection unit
111).

In the case where there 1s no need to distinguish and
describe the projection devices 411-1 to 411-N from one
another, they are referred to as projection device 411. In the
case where there 1s no need to distinguish and describe the
imaging devices 412-1 to 412-M from one another, they are
referred to as 1maging device 412.

Each projection device 411 and each imaging device 412
are communicably connected with the control device 101,
and can perform communication with (give and receive
information to and from) the control device 101 by wired
communication, wireless communication, or both of the
wired and wireless communication. Note that each projec-
tion device 411 and each imaging device 412 may be able to
perform communication with another projection device 411
or another 1imaging device 412, or both of the other projec-
tion device 411 and the other imaging device 412 via the
control device 101.

Note that the number of devices, the shape and size of
housings, an arrangement position, and the like are arbitrary.
Further, like the example 1 FIG. 22A, the devices may be
communicably connected with one another via another
facility (device or transmission path) such as the network
401.

The present technology can be applied to the projection
imaging system 410 having such a configuration, similarly
to the projection immaging system 100, and the above-
described functions and eflects can be exhibited.

Further, the control device 101 may be omitted, as 1 a
projection 1imaging system 420 1llustrated 1n FIG. 23A, for
example. As illustrated 1n FIG. 23 A, the projection imaging
system 420 includes projection imaging devices 421-1 to
421-N(N 1s an arbitrary natural number). In the case where
there 1s no need to distinguish and describe the projection
imaging devices 421-1 to 421-N from one another, they are
referred to as projection imaging device 421. The projection
imaging devices 421 are communicably connected with one
another via a communication cable 422. Note that the
projection 1maging devices 421 may be communicably
connected with one another by wireless communication.

The projection 1imaging devices 421-1 to 421-N respec-
tively include control units 423-1 to 423-N. In the case
where there 1s no need to distinguish and describe the control
units 423-1 to 423-N from one another, they are referred to
as control unit 423. The control unit 423 has a similar
function to the control device 101 and performs similar
processing.

That 1s, 1n the case of the projection imaging system 420,
the processing performed in the above-described control
device 101 i1s executed in (the control unit 423 of) the
projection 1maging device 421. Note that (the control unit
423 of) any one of the projection imaging devices 421 may
execute all the processing performed 1n the control device
101, or a plurality of (the control units 423 of) the projection
imaging devices 421 may execute the processing 1n coop-
eration with one another by giving and receiving informa-
tion and the like.

The present technology can be applied to the projection
imaging system 420 having such a configuration, similarly
to the projection i1maging system 100, and the above-
described functions and eflects can be exhibited.

Further, for example, as illustrated i FIG. 23B, the
projection 1maging system 100 may be configured as one
device. A projection imaging device 430 illustrated 1n FIG.
23B includes projection units 111 (projection units 111-1 to
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111-N (N 1s an arbitrary natural number)), imaging units 112
(imaging units 112-1 to 112-M (M 1s an arbitrary natural

number)), and a control unit 423.

In the projection imaging device 430, the control unit 423
controls the projection units 111 and the 1imaging units 112
to perform the posture estimation and the like by executing,
the processing performed in the above-described control
device 101.

Theretfore, the present technology can be applied to the
projection 1imaging device 430 having such a configuration,
similarly to the projection imaging system 100, and the
above-described functions and effects can be exhibited.

5. Others

<Application Example of Present Technology>

The systems and devices according to the above-de-
scribed embodiments can be applied to arbitrary systems and
clectronic devices. Further, the present technology can be
applied to 1mage processing systems and 1image processing
apparatuses in arbitrary fields such as tratlic, medical care,
crime prevention, agriculture, livestock industry, mining,
beauty, factory, household appliance, weather, and natural
survelllance, for example.

For example, the present technology can also be applied
to a system that projects and 1images an 1mage provided for
appreciation. Further, for example, the present technology
can be applied to a system provided for traflic. Further, for
example, the present technology can be applied to a system
provided for security. Further, for example, the present
technology can be applied to a system provided for sports.
Further, for example, the present technology can be applied
to a system provided for agriculture. Further, for example,
the present technology can be applied to a system provided
tor livestock industry. Further, the present technology can be
applied to a system for monitoring natural conditions such as
volcanoes, forests, or oceans, for example, a meteorological
observation system for observing weather, temperature,
humidity, wind speed, sunshine time, and the like, for
example, or a system for observing the ecology of wildlife
such as birds, fish, reptiles, amphibians, mammals, 1nsects,
or plants, for example.

<Software>

The series of processing described above can be executed
by hardware or by software. In the case of causing the series
of processing to be executed by software, a program that
configures the software 1s installed from a network or a
recording medium.

For example, 1n the case of the control device 101 1n FIG.
11, this recording medium 1s configured by the removable
medium 141 on which a program 1s recorded, which 1s
distributed for distribution of the program to a user, sepa-
rately from a main body of the device. In that case, for
example, by attaching the removable medium 141 to the
drive 135, the program stored in the removable medium 141
can be read out and installed 1n the storage unit 133.

Further, for example, 1n the case of the projection 1maging,
device 102 1n FIG. 13, this recording medium 1s configured
by the removable medium 221 on which a program 1s
recorded, which 1s distributed for distribution of the program
to a user, separately from a main body of the device. In that
case, for example, by attaching the removable medium 221
to the drive 215, the program stored in the removable
medium 221 can be read out and 1nstalled 1n the storage unit
213.

Further, this program can be provided via a wired or
wireless transmission medium such as a local area network,
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the Internet, or digital satellite broadcast. For example, in the
case of the control device 101 in FIG. 11, the program can
be received by the communication unit 134 and installed in
the storage unit 133. Further, for example, 1n the case of the
projection 1maging device 102 i FIG. 13, the program can
be received by the communication unit 214 and installed in
the storage unit 213.

Other than the above, the program can be installed 1 a
storage unit, a ROM, or the like, 1n advance. For example,
in the case of the control device 101 1n FIG. 11, the program
can be 1nstalled in advance 1n the storage unit 133, the ROM
122, or the like. Further, for example, 1n the case of the
projection imaging device 102 i FIG. 13, the program may
be 1nstalled 1n advance 1n the storage unit 213, a ROM (not
illustrated) built 1n the control unit 201, or the like.

Note that, in the program executed by the computer, the
processing of the steps describing the program may be
executed 1n chronological order according to the order
described 1n the present specification, or may be individually
executed 1n parallel or at necessary timing when a call 1s
made. Further, the processing of the steps describing the
program may be executed in parallel with the processing of
another program, or may be executed 1n combination with
the processing of another program.

Further, the processing of each of the steps can be
executed by each of the above-described devices or by an
arbitrary device other than the aforementioned devices. In
that case, the device that executes the processing just has to
have the above-described function (function block or the
like) necessary for executing the processing. Further, infor-
mation necessary for the processing just has to be transmit-
ted to the device as appropriate.

<Others>

Embodiments of the present technology are not limited to
the above-described embodiments, and various modifica-
tions can be made without departing from the gist of the
present technology.

For example, in this specification, the term *“system”
means a group of a plurality of configuration elements
(devices, modules (parts), and the like), and whether or not
all the configuration elements are 1n the same casing 1is
irrelevant. Therefore, a plurality of devices that 1s housed 1n
separate casings and connected via a network, and one
device that houses a plurality of modules 1n one casing are
both systems.

Further, for example, the configuration described as one
device (or processing unit) may be divided into and config-
ured as a plurality of devices (or processing units). On the
contrary, the configuration described above as a plurality of
devices (or processing units) may be collectively configured
as one device (or processing unit). Further, a configuration
other than the above-described configuration may be added
to the configuration of each device (or each processing unit).
Further, a part of the configuration of a certain device (or
processing unit) may be included in the configuration of
another device (or another processing unit) as long as the
configuration and operation of the enftire system are sub-
stantially the same.

Further, for example, in the present technology, a con-
figuration of cloud computing in which one function 1is
shared and processed in cooperation by a plurality of devices
via a network can be adopted.

Further, for example, the steps described in the above-
described flowcharts can be executed by one device or can
be executed by a plurality of devices 1n a shared manner.
Furthermore, in the case where a plurality of processes 1s
included in one step, the plurality of processes included 1n
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the one step can be executed by one device or can be shared
and executed by a plurality of devices.

Further, the present technology can be implemented not
only as a device or a system but also as any configuration to
be mounted on a device that configures the device or the
system, such as a processor as a system large scale integra-
tion (LSI) or the like, a module using a plurality of proces-
sors or the like, a unit using a plurality of modules or the
like, or a set 1n which other functions are added to the unit
(that 1s, a configuration of a part of the device), for example.

Note that the plurality of technologies described in the
present specification can be implemented independently of
one another as a single unit as long as there 1s no 1nconsis-
tency. Of course, an arbitrary number of the present tech-
nologies can be implemented together. For example, the
present technology described in any of the embodiments can
be implemented 1n combination with the present technology
described in another embodiment. Further, an arbitrary pres-
ent technology described above can be implemented 1n
combination with another technology not described above.

Note that the present technology can also have the fol-
lowing configurations.

(1) An 1image processing apparatus including:

a similarity evaluation unit configured to evaluate simi-
larity between a captured image obtained by imaging a
projected 1mage by an imaging unit, the projected image
having been projected by a projection unit, and a simulation
image simulating a captured image supposed to be obtained
by 1maging a projected image by the imaging umt, the
projected 1mage having been projected by the projection
unit; and

a posture setting unit configured to set a posture of the
projection unit or the imaging unit or postures of both of the
projection unit and the 1imaging unit as an estimation result
on the basis of an evaluation result of the similarity by the
similarity evaluation unait.

(2) The 1mage processing apparatus according to (1), 1n
which

the posture setting unit sets the posture of the projection
unit or the imaging unit or the postures of both of the
projection unit and the imaging unit as the estimation result,
the postures having been evaluated to have the optimum
similarity by the similarity evaluation unait.

(3) The 1image processing apparatus according to (1) or
(2), 1n which

the stmilarity evaluation unit obtains a sum of differences
in absolute values of luminance values of pixels between the
simulation 1mage and the captured image, as an evaluation
value indicating the similarity, and

the posture setting unit sets the posture of the projection
unit or the 1maging unit or the postures of both of the
projection unit and the imaging umt, the postures having the
minimum evaluation value, as the estimation result.

(4) The 1mage processing apparatus according to any one
of (1) to (3), in which

the similarity evaluation unit obtains a sum of squares of
differences i luminance values of pixels between the simu-
lation 1mage and the captured 1image, as an evaluation value
indicating the similarity, and

the posture setting unit sets the posture of the projection
unit or the imaging unit or the postures of both of the
projection unit and the imaging umt, the postures having the
minimum evaluation value, as the estimation result.
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(5) The image processing apparatus according to any one
of (1) to (4), in which

the similarity evaluation unit obtains normalized cross-
correlation between the simulation 1image and the captured
image, as an evaluation value indicating the similarity, and

the posture setting unit sets the posture of the projection
umit or the imaging unit or the postures of both of the
projection unit and the imaging unit, the postures having the
maximum evaluation value, as the estimation result.

(6) The 1image processing apparatus according to any one
of (1) to (5), in which

the similarity evaluation unit obtains zero-mean normal-
1zed cross-correlation between the simulation 1image and the
captured 1mage, as an evaluation value indicating the simi-
larity, and

the posture setting unit sets the posture of the projection
unit or the 1maging unit or the postures of both of the
projection unit and the imaging umt, the postures having the
maximum evaluation value, as the estimation result.

(7) The image processing apparatus according to any one
of (1) to (6), in which

the similarity evaluation unit sets a virtual posture of the
projection unit or the imaging unit or virtual postures of both
of the projection unit and the imaging unit, generates the
simulation 1image obtained at the virtual posture, and evalu-
ates the similarity between the captured image and the
simulation 1mage.

(8) The 1mage processing apparatus according to any one
of (1) to (7), in which

the similarity evaluation unit generates the simulation
image with a luminance value or a predetermined color
component.

(9) The 1mage processing apparatus according to any one
of (1) to (8), 1n which

the similarity evaluation umit evaluates the similarity
between a reduced image of the captured image and the
simulation 1mage.

(10) The image processing apparatus according to any one

of (1) to (9), 1n which

the similarity evaluation umit evaluates the similarity
between a partial image 1n a predetermined range that 1s an
object to be processed, of the captured image, and the
simulation 1mage.

(11) The image processing apparatus according to any one
of (1) to (10), 1n which

the similarity evaluation unit repeats evaluation of the
similarity a plurality of times.

(12) The image processing apparatus according to any one
of (1) to (11), 1n which

the similarity evaluation unit evaluates the similarity of
cach time, making a resolution of the captured 1mage, or a
range of a partial image that 1s an object to be processed in
the captured 1mage vanable.

(13) The 1mage processing apparatus according to any one
of (1) to (12), turther including;:

a corresponding point distance evaluation unit configured
to obtain corresponding points between the captured 1image
and the simulation 1mage, and evaluate a distance between
the corresponding points between the captured image and
the simulation 1mage.

(14) The image processing apparatus according to any one
of (1) to (13), in which

both of the evaluation of the distance between the corre-
sponding points by the corresponding point distance evalu-
ation unit and the evaluation of the similarity by the simi-
larity evaluation unit are performed, and

the posture setting unit sets the posture of the projection
unit or the 1maging unit or the postures of both of the
projection unmit and the imaging unit as the estimation result
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on the basis of both of an evaluation result of the distance
between the corresponding points by the corresponding

point distance evaluation unit and the evaluation result of the
similarity by the similarity evaluation unat.

(15) The image processing apparatus according to any one
of (1) to (14), in which

cither the evaluation of the distance between the corre-
sponding points by the corresponding point distance evalu-
ation unit or the evaluation of the similarity by the similarity
evaluation unit 1s performed, and

the posture setting unit sets the posture of the projection
unit or the imaging unit or the postures of both of the
projection unit and the imaging unit as the estimation result
on the basis of an evaluation result of the distance between
the corresponding points by the corresponding point dis-
tance evaluation unit or the evaluation result of the similarity
by the similarity evaluation unit.

(16) The image processing apparatus according to any one
of (1) to (15), in which

the similarity evaluation unit evaluates the similarity
between the captured image and the simulation i1mage
between each of a plurality of the projection units and each
of a plurality of the imaging units, and

the posture setting unit sets the postures of the plurality of
projection units or the plurality of 1maging units, or the
postures of both of the plurality of projection units and the
plurality of 1imaging units, as the estimation result, on the
basis of evaluation results of the similarity between each of
the projection units and each of the imaging units by the
similarity evaluation unit.

(17) The image processing apparatus according to any one
of (1) to (16), turther including;:

a setting umt configured to perform setting regarding
geometric correction of the projected image on the basis of
the posture set by the posture setting unait.

(18) The 1mage processing apparatus according to any one
of (1) to (17), further including:

the projection unit configured to project the projected
1mage.

(19) The 1image processing apparatus according to any one
of (1) to (18), turther including;:

the mmaging unit configured to capture the projected
image to obtain the captured image.

(20) An 1image processing method including: evaluating
similarity between a captured image obtained by imaging a
projected 1mage by an imaging unit, the projected image
having been projected by a projection unit, and a simulation
image simulating a captured image supposed to be obtained
by 1maging a projected image by the imaging unit, the
projected 1mage having been projected by the projection
unit; and

setting a posture of the projection unit or the 1maging unit
or postures of both of the projection unit and the 1maging
unit on the basis of an evaluation result of the similarity.

REFERENCE SIGNS LIST

100 Projection imaging system
101 Control device

102 Projection imaging device
111 Projection unit

112 Imaging unit

151 Projection processing unit
152 Projection control unit
153 Imaging control unit

154 Posture estimation unit
155 Setting unit
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161 Similarity evaluation unit

162 Posture setting unit

171 Virtual posture setting unit

172 Simulation 1mage generation unit
173 Image similarity evaluation unit
201 Control unait

301 Corresponding point distance evaluation unit
400 Projection imaging system

401 Network

410 Projection 1maging system

411 Projection device

412 Imaging device

420 Projection imaging system

421 Projection imaging device

423 Control unit

430 Projection imaging device

The mvention claimed 1s:
1. An 1image processing apparatus, comprising:
circuitry configured to:
evaluate a similarity between a captured 1mage and a
simulation 1mage, wherein
the captured image 1s captured by an 1maging opera-
tion of a projected 1mage,
the captured 1mage 1s captured by a camera,
the projected 1mage 1s projected by a projector, and
the simulation 1image 1s obtained by simulation of an
image obtained by the imaging operation of the
projected 1mage;
obtain corresponding points 1n the captured image and
the simulation 1image;
evaluate a distance between the corresponding points 1n
the captured image and the simulation image; and
set a posture of at least one of the projector or the
camera as an estimation result, based on an evalua-
tion result of the evaluated similarity and an evalu-
ation result of the evaluated distance between the
corresponding points.
2. The 1image processing apparatus according to claim 1,
wherein
the circuitry 1s further configured to set postures of both
of the projector and the camera as the estimation result,
and
the postures have an optimum similarity evaluated based
on a plurality of simulation images and the captured
image.
3. The image processing apparatus according to claim 2,
wherein the circuitry 1s further configured to:
obtain a sum of diflerences in absolute values of lumi-
nance values of a plurality of pixels between the
simulation 1mage and the captured 1image, as an evalu-
ation value indicating the evaluated similarity; and
set the posture of the at least one of the projector or the
camera based on a minimum evaluation value, as the
estimation result.
4. The 1image processing apparatus according to claim 2,
wherein the circuitry 1s further configured to:
obtain a sum of squares of differences 1n luminance values
of a plurality of pixels between the simulation 1mage
and the captured image, as an evaluation value 1ndi-
cating the evaluated similarity; and
set the posture of the at least one of the projector or the
camera based on a minimum evaluation value, as the
estimation result.
5. The 1mage processing apparatus according to claim 2,
wherein the circuitry 1s further configured to:
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obtain normalized cross-correlation between the simula-
tion 1mage and the captured 1mage, as an evaluation
value indicating the evaluated similarity; and
set the posture of the at least one of the projector or the
camera based on a maximum evaluation value, as the >
estimation result.

6. The 1mage processing apparatus according to claim 2,
wherein the circuitry 1s further configured to:

obtain zero-mean normalized cross-correlation between

the simulation 1mage and the captured image, as an
cvaluation value indicating the evaluated similarty;
and

set the posture of the at least one of the projector or the

camera based on a maximum evaluation value, as the 5
estimation result.

7. The 1image processing apparatus according to claim 1,
wherein the circuitry 1s further configured to:

set a virtual posture of the at least one of the projector or

the camera; and

generate the simulation image obtained at the virtual

posture.

8. The 1image processing apparatus according to claim 7,
wherein the circuitry 1s further configured to generate the
simulation 1mage with one of a luminance value or a specific
color component.

9. The 1mage processing apparatus according to claim 1,
wherein the circuitry 1s further configured to evaluate the
similarity between a reduced image of the captured image
and a reduced image of the simulation image.

10. The image processing apparatus according to claim 1,
wherein

the circuitry 1s further configured to evaluate the similar-

ity between a simulation image and a partial 1mage of
the captured 1mage, and

the partial 1image, 1 a specific range of the captured

image, comprises an 1mage of an object.

11. The image processing apparatus according to claim 1,
wherein the circuitry 1s further configured to repeat the
cvaluation of the similarity a plurality of times.

12. The image processing apparatus according to claim
11, wherein

the circuitry 1s further configured to repeat the evaluation

of the similarity the plurality of times based on one of
a resolution of the captured image or a range of a partial .
1mage,

the partial 1image, 1n the captured image, comprises an

image of an object, and

the resolution of the captured image and the range of the

partial 1image are variable at each time of the plurality
of times.

13. The image processing apparatus according to claim 1,
wherein the circuitry 1s further configured to:

cvaluate the similanity between the captured image and

the simulation image between each of a plurality of .,
projectors and each of a plurality of cameras; and

set a plurality of postures of the plurality of projectors or

the plurality of cameras, based on a plurality of evalu-
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ation results of the similarity between each of the
plurality of projectors and each of the plurality of
cameras.

14. The image processing apparatus according to claim 1,
the circuitry 1s further configured to perform setting process
regarding geometric correction of the projected 1mage,
based on the set posture.

15. The image processing apparatus according to claim 1,
further comprising the projector configured to project the
projected 1mage.

16. The image processing apparatus according to claim 1,
turther comprising;:

the camera configured to capture the projected 1mage.

17. An 1mage processing method, comprising:

evaluating a similarity between a captured image and a

simulation 1mage, wherein

the captured 1image 1s captured by an 1imaging operation
ol a projected 1mage,

the captured 1mage 1s captured by a camera,

the projected 1mage 1s projected by a projector, and

the simulation 1mage 1s obtained by simulation of an
image obtained by the imaging operation of the
projected 1mage;

obtaining corresponding points in the captured image and

the simulation 1mage;

evaluating a distance between the corresponding points 1n

the captured 1mage and the simulation 1mage;

setting a posture of at least one of the projector or the

camera as an estimation result, based on an evaluation
result of the evaluated similarity and an evaluation
result of the evaluated distance between the corre-
sponding points; and

setting geometric correction of the projected image, based

on the set posture.

18. An 1mage processing apparatus, comprising:

circuitry configured to:

evaluate a similarity between a captured 1mage and a
simulation 1mage, wherein
the captured image 1s captured by an 1maging opera-
tion of a projected 1mage,
the captured image 1s captured by a camera,
the projected 1mage 1s projected by a projector, and
the simulation 1image 1s obtained by simulation of an
image obtained by the imaging operation of the
projected 1mage;
repeat the evaluation of the similanty a plurality of
times based on one of a resolution of the captured
image or a range of a partial image, wherein

the partial image, 1n the captured 1mage, comprises

an 1mage ol an object, and

the resolution of the captured image and the range of

the partial 1mage are variable at each time of the
plurality of times; and

set a posture of at least one of the projector or the

camera as an estimation result, based on an evalua-

tion result of the repeated evaluation of the similar-

1ty.
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