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MITIGATING A VOLTAGE CONDITION OF
A MEMORY CELL IN A MEMORY
SUB-SYSTEM

RELATED APPLICATION

This application claims the benefit under 35 U.S.C. §
119(e) of U.S. Provisional Application 62/628,198 filed on

Feb. 8, 2018, which 1s incorporated by reference in 1ts
entirety.

TECHNICAL FIELD

The present disclosure generally relates to a memory
sub-system, and more specifically, relates to mitigating a
voltage condition of a memory cell 1n a memory sub-system.

BACKGROUND

A memory sub-system can be a storage system, such as a
solid-state drive (SSD), and can include one or more
memory components that store data. The memory compo-
nents can be, for example, non-volatile memory components
and volatile memory components. In general, a host system
can utilize a memory sub-system to store data at the memory
components and to retrieve data from the memory compo-
nents.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure will be understood more fully from
the detailed description given below and from the accom-
panying drawings of various implementations of the disclo-

sure.

FI1G. 1 illustrates an example computing environment that
includes a memory sub-system in accordance with some
embodiments of the present disclosure.

FI1G. 2 1s a flow diagram of an example method to perform
an operation on a memory cell to change a voltage condition
of the memory cell 1n accordance with some embodiments
of the present disclosure

FIG. 3 illustrates voltage conditions or states of a memory
cell 1n accordance with some embodiments of the present
disclosure.

FIG. 4 1s a flow diagram of an example method to
determine whether to perform an operation on a memory cell
to change a voltage condition based on other memory cells
in accordance with some embodiments of the present dis-
closure.

FI1G. 5A 1llustrates operations on proximate memory cells
that change the voltage condition of a particular memory cell
in accordance with some embodiments of the present dis-
closure.

FIG. 5B illustrates operations on proximate memory cells
that that change the voltage condition of the particular
memory cell so that the voltage condition 1s to be mitigated
in accordance with some embodiments of the present dis-
closure.

FIG. 6 1s a flow diagram of an example method to
determine whether to perform the operation on the memory
cell to change a voltage condition based on an elapsed time
in accordance with some embodiments of the present dis-
closure.

FI1G. 7 1s a flow diagram of an example method to mitigate
a voltage condition of a memory cell based on a read offset
in accordance with some embodiments of the present dis-
closure.
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2

FIG. 8 1s a block diagram of an example computer system
in which implementations of the present disclosure may

operate.

DETAILED DESCRIPTION

Aspects of the present disclosure are directed to mitigat-
ing a voltage condition of a memory cell 1n a memory
sub-system. A memory sub-system 1s also hereinafter
referred to as a “memory device.” An example of a memory
sub-system 1s a storage system, such as a solid-state drive
(SSD). In some embodiments, the memory sub-system 1s a
hybrid memory/storage sub-system. In general, a host sys-
tem can utilize a memory sub-system that includes one or
more memory components. The host system can provide
data to be stored at the memory sub-system and can request
data to be retrieved from the memory sub-system.

Each memory component can include multiple memory
cells where each memory cell can store one or more bits of
binary data corresponding to data received from the host
system. A conventional memory sub-system can store the
data at a particular memory cell by performing two pro-
gramming passes (or any number of programming passes)
that each program or store data at the memory cell. For
example, a first programming pass can program data at the
memory cell at a particular time. At a later time, a second
programming pass can be performed on the memory cell to
store additional data at the memory cell and the second
programming pass requires and uses the imnformation stored
in the first pass programming. A certain amount of time can
clapse between the memory sub-system performing the first
programming pass and performing the second programming
pass on the same memory cell.

The state or condition of the memory cell can change
during the amount of time that has elapsed between the
memory sub-system performing the first programming pass
and the second programming pass on the memory cell. For
example, the memory cell can be at an initial voltage
condition after the first programming pass 1s used to perform
a programming operation on the memory cell. The mitial
voltage condition corresponds to a transient threshold volt-
age (V) state. In some embodiments, the transient V, state
can be a physical state of the memory cell where electrons
of the memory cell are distributed throughout the memory
cell. After the first programming pass has been performed
and time elapses and other operations are not performed on
the memory cell, the memory cell can transition from the
initial voltage condition or state to another voltage condition
or state. For example, the memory cell can transition to a
stable threshold voltage (V) state which corresponds to
another physical state of the memory cell where the elec-
trons of the memory cell are not distributed throughout the
memory cell. Instead, the electrons can be distributed
towards the edges or exterior of the memory cell.

The changing of the voltage condition of the memory cell
from the transient V, state to the stable V, state can result in
the data stored at the memory cell by the first programming
pass being incorrectly read or retrieved when performing the
second programming pass. For example, the data that was
programmed to the memory cell by the first programming
pass will subsequently be read from the memory cell and
used to store the additional data at the memory cell during
the second programming pass. However, 11 the memory cell
has transitioned from the transient V, state to the stable V.,
state after the first programming pass was performed on the
memory cell and before the second programming pass 1s
performed on the memory cell, then errors can be more
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frequent 1n the data read from the memory cell. As such, the
transient V, state can correspond to a state of the memory
cell where data stored at the memory cell can be read or
retrieved with a decreased error rate when compared with
the stable V, state where the data stored at the memory cell
can be read or retrieved with an increased error rate. Thus,
in a conventional memory sub-system, an increased use of
error detection and correction operations (1.e., error control
operations) should be performed to correct the errors in the
data before programming additional data to the memory cell
as part of the second programming pass. The increased use
of the error control operation can result in a reduction of
performance of the conventional memory sub-system as
tewer read operations and write operations from the host
system can be performed while additional error control
operations are being performed by the memory sub-system.

Furthermore, 1n other conventional memory systems, 11 no
error control operation 1s performed on the data that was
stored from the first pass programming before the second
pass programming 1s performed, then the data can include a
larger number of bit errors 11 a corresponding memory cell
1s 1n the stable Vt state, resulting in write-in errors for the
data. Such write-in errors can deteriorate the correction
capability of an error correction operation that uses soit (i.e.,
reliability) mnformation associated with the data.

Aspects of the present disclosure address the above and
other deficiencies by mitigating a voltage condition of a
memory cell at a memory sub-system. For example, an
operation (e.g., a read operation) can be performed on the
memory cell between the performance of the first program-
ming pass on the memory cell and the performance of the
second programming pass on the memory cell to start the
transition of the memory cell from the stable V, state to the
transient V, state. Thus, the second programming pass can
then be performed when the memory cell 1s at the transient
V. state and 1s associated with a decreased error rate.

In some embodiments, the performance of the operation
to transition the state of a particular memory cell can be
based on other programming passes or operations that have
been performed on other memory cells that are proximate to
the particular memory cell. For example, the first program-
ming pass can be performed to store data at the particular
memory cell and subsequently other programming passes or
operations (e.g., write operations or erase operations) can be
performed on other memory cells that are proximate in
location to the particular memory cell. Such operations
performed on the other memory cells can influence the
memory cell to transition from the transient V., state to the
stable V, state. For example, write operations performed on
adjacent or proximate memory cells (e.g., other memory
cells on the same plane or die of the particular memory cell)
can contribute to the particular memory cell transitioning
from the transient V, state to the stable V, state. As more
operations are performed on the proximate memory cells,
then the particular memory cell may transition to the stable
V _ state more quickly. In some embodiments, a read opera-
tion can be performed on the particular memory cell after a
threshold number of programming and erase operations have
been performed on the proximate memory cells. The read
operation can thus initiate the transition of the particular
memory cell from the stable V, state to the transient V, state.
In the same or alternative embodiments, the read operation
can be performed on the particular memory cell 1f a thresh-
old amount of time has elapsed since the first programming
pass has been performed on the particular memory cell and
betfore any second programming pass has been performed on
the particular memory cell.
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Advantages of the present disclosure include, but are not
limited to, an increased performance of the memory sub-
system as fewer error control operations are to be performed
when writing data to the memory sub-system. For example,
the second programming pass can be performed on the
memory cell when the memory cell 1s at the transient V, state
when the data stored at the memory cell from the first
programming pass can be read with fewer errors. Addition-
ally, the reliability of data stored at the memory cell can be
improved as the second programming pass 1s then performed
on the memory cell when the memory cell 1s at the transient
V_ state.

FIG. 1 1llustrates an example computing environment 100
that includes a memory sub-system 110 1n accordance with
some embodiments of the present disclosure. The memory
sub-system 110 can include media, such as memory com-
ponents 112A to 112N. The memory components 112A to
112N can be volatile memory components, non-volatile
memory components, or a combination of such. In some
embodiments, the memory sub-system 1s a storage system.
An example of a storage system 1s a SSD. In some embodi-
ments, the memory sub-system 110 1s a hybrid memory/
storage sub-system. In general, the computing environment
100 can include a host system 120 that uses the memory
sub-system 110. For example, the host system 120 can write
data to the memory sub-system 110 and read data from the
memory sub-system 110.

The host system 120 can be a computing device such as
a desktop computer, laptop computer, network server,
mobile device, or such computing device that includes a
memory and a processing device. The host system 120 can
include or be coupled to the memory sub-system 110 so that
the host system 120 can read data from or write data to the
memory sub-system 110. The host system 120 can be
coupled to the memory sub-system 110 via a physical host
interface. As used herein, “coupled to” generally refers to a
connection between components, which can be an indirect
communicative connection or direct communicative connec-
tion (e.g., without interveming components), whether wired
or wireless, including connections such as electrical, optical,
magnetic, etc. Examples of a physical host interface include,
but are not limited to, a serial advanced technology attach-
ment (SATA) interface, a peripheral component interconnect
express (PCle) interface, universal serial bus (USB) inter-
face, Fibre Channel, Serial Attached SCSI (SAS), etc. The
physical host interface can be used to transmit data between
the host system 120 and the memory sub-system 110. The
host system 120 can further utilize an NVM Express
(NVMe) interface to access the memory components 112A
to 112N when the memory sub-system 110 1s coupled with
the host system 120 by the PCle interface. The physical host
interface can provide an interface for passing control,
address, data, and other signals between the memory sub-
system 110 and the host system 120.

The memory components 112A to 112N can include any
combination of the different types of non-volatile memory
components and/or volatile memory components. An
example of non-volatile memory components includes a
negative-and (NAND) type flash memory. Fach of the
memory components 112A to 112N can include one or more
arrays of memory cells such as single level cells (SLCs) or
multi-level cells (MLCs) (e.g., triple level cells (TLCs) or
quad-level cells (QLCs)). In some embodiments, a particular
memory component can include both an SLC portion and a
MLC portion of memory cells. Each of the memory cells can
store one or more bits of data (e.g., data blocks) used by the
host system 120. Although non-volatile memory compo-
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nents such as NAND type tlash memory are described, the
memory components 112A to 112N can be based on any
other type of memory such as a volatile memory. In some
embodiments, the memory components 112A to 112N can
be, but are not limited to, random access memory (RAM),
read-only memory (ROM), dynamic random access memory
(DRAM), synchronous dynamic random access memory
(SDRAM), phase change memory (PCM), magneto random
access memory (MRAM), negative-or (NOR) tlash memory,
clectrically erasable programmable read-only memory (EE-
PROM), and a cross-point array of non-volatile memory
cells. A cross-point array of non-volatile memory can per-
form bit storage based on a change of bulk resistance, 1n
conjunction with a stackable cross-gridded data access array.
Additionally, 1n contrast to many tlash-based memories,
cross-point non-volatile memory can perform a write 1n-
place operation, where a non-volatile memory cell can be
programmed without the non-volatile memory cell being
previously erased. Furthermore, the memory cells of the
memory components 112A to 112N can be grouped as
memory pages or data blocks that can refer to a unit of the
memory component used to store data.

The memory system controller 115 (hereinafter referred to
as “controller”) can communicate with the memory compo-
nents 112A to 112N to perform operations such as reading
data, writing data, or erasing data at the memory compo-
nents 112A to 112N and other such operations. The control-
ler 115 can include hardware such as one or more integrated
circuits and/or discrete components, a buller memory, or a
combination thereof. The controller 115 can be a microcon-
troller, special purpose logic circuitry (e.g., a field program-
mable gate array (FPGA), an application specific integrated
circuit (ASIC), etc.), or other suitable processor. The con-
troller 115 can include a processor (processing device) 117
configured to execute instructions stored in local memory
119. In the illustrated example, the local memory 119 of the
controller 115 includes an embedded memory configured to
store 1nstructions for performing various processes, opera-
tions, logic flows, and routines that control operation of the
memory sub-system 110, including handling communica-
tions between the memory sub-system 110 and the host
system 120. In some embodiments, the local memory 119
can include memory registers storing memory pointers,
tetched data, etc. The local memory 119 can also include
read-only memory (ROM) for storing micro-code. While the
example memory sub-system 110 1 FIG. 1 has been 1llus-
trated as including the controller 115, in another embodi-
ment of the present disclosure, a memory sub-system 110
may not include a controller 115, and may instead rely upon
external control (e.g., provided by an external host, or by a
processor or controller separate from the memory sub-
system).

In general, the controller 115 can receive commands or
operations from the host system 120 and can convert the
commands or operations into instructions or appropriate
commands to achieve the desired access to the memory
components 112A to 112N. The controller 115 can be
responsible for other operations such as wear leveling opera-
tions, garbage collection operations, error detection and
error-correcting code (ECC) operations, encryption opera-
tions, caching operations, and address translations between
a logical block address and a physical block address that are
associated with the memory components 112A to 112N. The
controller 115 can further include host 1interface circuitry to
communicate with the host system 120 via the physical host
interface. The host interface circuitry can convert the com-
mands receirved from the host system into command 1nstruc-
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tions to access the memory components 112A to 112N as
well as convert responses associated with the memory
components 112A to 112N into information for the host
system 120.

The memory sub-system 110 can also include additional
circuitry or components that are not illustrated. In some
embodiments, the memory sub-system 110 can include a
cache or bufler (e.g., DRAM) and address circuitry (e.g., a
row decoder and a column decoder) that can receive an
address from the controller 115 and decode the address to
access the memory components 112A to 112N.

The memory sub-system 110 can include a voltage con-
dition component 113 (e.g., circuitry, dedicated logic, pro-
grammable logic, firmware, etc.) to perform an operation on
a memory cell to change a voltage condition of the memory
cell. In some embodiments, the controller 115 includes at
least a portion of the voltage condition component 113. For
example, the controller 115 can include a processor 117
(processing device) configured to execute mstructions stored
in local memory 119 for performing the operations described
herein. In some embodiments, the voltage condition com-
ponent 113 1s part of the host system 110, an application, or
an operating system.

In some 1mplementations, the voltage condition compo-
nent 113 can perform an operation on memory cells at the
memory components 112A to 112N to transition memory
cells from a state of an increased error rate (e.g., the stable
V _ state) to another state of a decreased error rate (e.g., the
transient V, state). Further details with regards to the opera-
tions of the voltage condition component 113 are described
below.

FIG. 2 1s a flow diagram of an example method to perform
an operation on a memory cell to change a voltage condition
of the memory cell 1n accordance with some embodiments
of the present disclosure. The method 200 can be performed
by processing logic that can include hardware (e.g., a
processing device, circuitry, dedicated logic, programmable
logic, microcode, hardware of a device, etc.), software (e.g.,
istructions run or executed on a processing device), or a
combination thereof. In some embodiments, the method 200
1s performed by the voltage condition component 113 of
FIG. 1. Although shown 1n a particular sequence or order,
unless otherwise specified, the order of the processes can be
modified. Thus, the illustrated embodiments should be
understood only as examples, and the 1llustrated processes
can be performed 1n a different order, and some processes
can be performed in parallel. Additionally, one or more
processes can be omitted 1n various embodiments. Thus, not
all processes are required 1 every embodiment. Other
process flows are possible.

As shown 1n FIG. 2, at block 210, the processing logic
identifies that a programming operation has been performed
on a memory cell. In some embodiments, the programming
operation 1s performed on a data block that includes a group
of memory cells. As such, operations described herein can
be performed on a data block (e.g., a group of memory cells)
and/or individual memory cells. For example, the operations
described with respect to a memory cell in the present
disclosure can also be used with a data block that 1s a group
of memory cells. The programming operation can be per-
formed as part of a first programming pass that programs
data at the memory cell of a memory component 1n a
memory sub-system. The first programming pass can be part
ol a two-pass programming operation that includes a second
programming pass that programs additional data at the
memory cell after the first programming pass has been
performed on the memory cell. At block 220, the processing
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logic 1dentifies that a subsequent programming operation has
not been performed on the memory cell. For example, the
memory sub-system can 1dentily that the second program-
ming pass has not been performed on the memory cell (e.g.,
time has elapsed since the first programming pass). At block
230, the processing logic determines that a voltage condition
of the memory cell has changed. For example, the voltage
condition can correspond to whether the memory cell has
changed from the transient V, state to the stable V_ state. For
example, the memory sub-system can i1dentity whether a
threshold number of program/erase operations have been
performed at other memory cells that are proximate to the
memory cell. Further details with regards to determining
whether the voltage condition of the memory cell has
changed (e.g., from the transient V, state to the stable V,
state) based on the threshold number of operations being
performed at proximate memory cells are described with
regards to FIGS. 4, 5A, and 3B. In the same or alternative
embodiments, the memory sub-system can 1dentily that the
voltage condition of the memory cell has changed based on
a threshold amount of time elapsing since the first program-
ming pass was performed on the memory cell. Further
details with regards to determining whether the voltage
condition of the memory cell has changed based on the
threshold amount of time elapsing are described with
regards to FIG. 6. In some embodiments, the memory
sub-system can infer or assume that the voltage condition of
the memory cell has changed based on the threshold number
ol operations being performed at proximate memory cells
and/or the threshold amount of time elapsing since the first
programming pass was performed on the memory cell.

At block 240, the processing logic performs an operation
on the memory cell when the voltage condition of the
memory cell has changed to restore the voltage condition of
the memory cell. For example, the performance of the
operation on the memory cell can restore the memory cell to
be at the transient V, state when the memory cell has
changed to the stable V, state. The operation can be, but 1s
not limited to, a read operation that 1s performed on the
memory cell. In some embodiments, the operation can be the
application of a voltage to the memory cell or any other
operation or action that results 1n a voltage being applied to
the memory cell. At block 250, the processing logic per-
forms the subsequent programming operation on the
memory cell after the operation 1s performed to restore the
voltage condition of the memory cell. The subsequent pro-
gramming operation can be the second programming pass to
store additional data at the memory cell when the memory
cell has transitioned back to the transient V, state. The
second programming pass uses the data stored at the
memory cell that was programmed during the first memory
pass.

FI1G. 3 1llustrates voltage conditions or states of a memory
cell 1n accordance with some embodiments of the present
disclosure. In general, various operations of FIG. 3 can be
performed on the memory cell by the voltage condition
component 113 of FIG. 1.

As shown 1n FIG. 3, a first programming operation 310
can be performed on a memory cell. For example, the first
programming operation 310 can store data at the memory
cell as part of a first programming pass. In some embodi-
ments, the memory cell can store data corresponding to
multiple memory pages and the first programming pass can
store data corresponding to a portion of the memory pages.
The memory cell 320 can be at an 1nitial state after the first
programming operation 310 1s performed on the memory
cell 320. For example, the memory cell 320 can be at the
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transient V, state when the data 1s programmed to the
memory cell 320. As time elapses or other program/erase
operations are performed on proximate memory cells, the
memory cell 320 can progress towards the stable V, state.
Thus, the memory cell can transition from a state where data
stored at the memory cell can be read with fewer errors (e.g.,
a decreased error rate corresponding to the transient V, state)
to a state where data stored at the memory cell can be read
with more errors (e.g., an increased error rate corresponding,
to the stable V, state). After the memory cell 320 has
transitioned to the stable V, state, a read operation 330 (or
another type of operation that applies a voltage to the
memory cell 320) can be performed on the memory cell 320
to mitigate the stable V, state of the memory cell. For
example, the read operation 330 can restore the transient V,
state of the memory cell 320. The memory cell 320 can be
restored to the transient V, state after an amount of time that
1s dependent on the temperature of the memory system. In
some embodiments, the second pass programming can be
initiated or can start after the amount of time has elapsed so
that the memory cell 1s 1n the transient V, state. The second
programming operation 340 can be performed on the
memory cell 320 after the read operation 330 has been
performed on the memory cell 320 to restore the transient V,
state or to 1nitiate a restoration of the transient V, state. Thus,
the second programming operation 340 can be performed on
the memory cell 320 after the memory cell 320 has been
restored to the transient V, state.

FIG. 4 1s a flow diagram of an example method 400 to
determine whether to perform an operation on a memory cell
to change a voltage condition of the memory cell based on
other memory cells 1n accordance with some embodiments
of the present disclosure. In general, the method 400 can be
performed by processing logic that can include hardware
(e.g., a processing device, circuitry, dedicated logic, pro-
grammable logic, microcode, hardware of a device, etc.),
soltware (e.g., instructions run or executed on a processing,
device), or a combination thereof. The method 400 can be
performed by voltage condition component 113 of FIG. 1.

As shown 1n FIG. 4, at block 410, the processing logic
determines that a programming operation 1s to be performed
on a particular memory cell. The programming operation
can be part of a second programming pass. For example, the
particular memory cell can store data from a prior program-
ming operation ifrom a {first programming pass that was
performed at a prior time prior time and does not yet store
data from a second programming pass. At block 420, the
processing logic 1dentifies a number of operations that have
been performed on memory cells that are proximate to the
particular memory cell. The memory cells that are on a same
word line, same plane, and/or a same die as the particular
memory cell may be considered to be proximate to the
particular memory cell. In some embodiments, memory cells
that are within a particular distance of the particular memory
cell may be considered to be proximate memory cells. The
operations that have been performed on the proximate
memory cells can include programming operations (e.g., the
storing of data) at the proximate memory cells and/or erase
operations to remove data at the proximate memory cells. At
block 430, the processing logic determines whether the
number of operations satisfies a threshold number. The
number of operations performed on the proximate memory
cells can be considered to satisty the threshold number (i.e.,
a threshold condition) when the number of operations 1is
equal to or exceeds the threshold number and the number of
operations can be considered to not satisty the threshold
number when the number of operations 1s less than the
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threshold number. I the number of operations satisfies the
threshold number or the threshold condition, then at block
440, the processing logic performs a read operation on the
particular memory cell. For example, the read operation can
be performed on the particular memory cell to change the
voltage condition of the particular memory cell from a state
of increased errors for the data read at the memory cell (e.g.,
the stable V, state) to another state ot decreased errors for the
data read at the memory cell (e.g., the transient V, state). At
block 450, the processing logic performs the programming,
operation on the particular memory cell. For example, data
can be programmed to the particular memory cell after the
read operation has been performed on the particular memory
cell to change the wvoltage condition of the particular
memory cell.

Referring to FIG. 4, 1if the number of operations per-
formed on the proximate memory cells satisfies the thresh-
old number or the threshold condition, then at block 460,
then the processing logic determines to not perform a read
operation on the particular memory cell. For example, a
determination can be made to not perform the read operation
to transition the particular memory cell to the transient V,
state as the memory cell can be assumed to not be at the
stable V_ state. In some embodiments, other read operations
from a host system to retrieve data stored at the particular
memory cell can be performed while a read operation
intended to transition the particular memory cell to the
transient V, state 1s not to be performed. At block 470, the
processing logic performs the programming operation on the
particular memory cell. For example, additional data can be
stored at the particular memory cell as part of the second
programming pass.

FIG. 5A illustrates operations on memory cells of proxi-
mate data blocks that change the voltage condition of
memory cells 1n a particular data block in accordance with
some embodiments of the present disclosure. In general, the
voltage condition component 113 of FIG. 1 can change the
voltage condition of the memory cells of the particular data
block based on operations that have been performed on
proximate data blocks.

As shown 1n FIG. 5A, data can be stored at a particular
data block 550. In some embodiments, a data block includes
a group of memory cells. Data blocks 510, 520, 530, 540,
560, 570, 580, and 590 arec proximate to the particular data
block cell 550 (e.g., on the same word line, plane, or die). A
number of operations performed at the proximate data
blocks can be used to determine whether to perform the read
operation on the particular memory data block 550 to restore
the voltage condition of the particular data block 3350. For
example, one operation has been performed on the memory
cells of the data block 510, two operations have been
performed on the memory cells of the data block 560, and
three operations have been performed on the memory cells
of the data block 3580. Thus, the number of operations
performed on data blocks that are proximate to the particular
data block 350 1s six operations. Each of the six operations
can contribute towards the memory cells of the particular
data block 550 progressing to the stable V, state. The
particular data block 550 can be assumed to be at the stable
V _ state when a threshold number of operations have been
performed at the proximate data blocks. For example, 11 the
threshold number 1s ten, then the six operations that have
been performed on the proximate data blocks do not exceed
the threshold number of operations. As such, the particular
data block can be considered to still be at the transient V,
state.
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FIG. 5B 1illustrates operations on proximate data blocks
that change the voltage condition of the particular data
blocks so that the voltage condition 1s to be mitigated in
accordance with some embodiments of the present disclo-
sure. In general, the voltage condition component 113 of
FIG. 1 can change the voltage condition of the particular
data block based on operations that have been performed on
proximate data blocks.

As shown 1in FI1G. 3B, ten operations have been performed
on the memory cells of the proximate data blocks. Since the
ten operations 1s equal to the threshold number, then the
operations that have been performed on the proximate data
blocks can be considered to have changed the voltage
condition of the memory cells of the particular data block
5350 to the stable V, state. As such, a read operation can be
performed on the particular data block 350 to transition the
memory cells of the particular data block 550 from the stable
V. state to the transient V, state. In some embodiments, the
read operation can be performed on each memory cell of the
particular data block 550.

FIG. 6 1s a flow diagram of an example method 600 to
determine whether to perform the operation on the memory
cell to change a voltage condition based on an elapsed time
in accordance with some embodiments of the present dis-
closure. In general, the method 600 can be performed by
processing logic that can include hardware (e.g., a process-
ing device, circuitry, dedicated logic, programmable logic,
microcode, hardware of a device, etc.), software (e.g.,
instructions run or executed on a processing device), or a
combination thereof. The method 600 can be performed by
voltage condition component 113 of FIG. 1.

As shown 1n FIG. 6, at block 610, the processing logic
identifies that a first programming operation has been per-
formed on a memory cell. The first programming operation
can be part of a first programming pass that stores data at the
memory cell of a data block. Furthermore, the processing
logic can determine that another programming operation of
a second programming pass to store additional data at the
memory cell has not yet been performed at the memory cell.
At block 620, the processing logic determines an amount of
time that has elapsed since the first programming operation
was performed on the memory cell. The amount of time that
has elapsed can correspond to an assumption that the
memory cell has transitioned from the transient V, state to
the stable V, state. In the same or alternative embodiments,
the amount of time that has elapsed can correspond to when
a read operation should be performed to keep memory cells
of the data block at the transient V, state. At block 630, the
processing logic determines whether the amount of time
exceeds a threshold amount of time. The memory cells of the
data block can be assumed to have transitioned from the
transient V, state to the stable V, state when the amount of
time that has elapsed exceeds (or 1s equal to) the threshold
amount of time (1.e., a threshold time condition). In some
embodiments, the threshold amount of time can correspond
to an amount of time that a memory sub-system with a
memory component that includes the data block has been
powered ofl or not operating. If the amount of time that has
clapsed since the first programming operation was per-
formed on the memory cell of the data block exceeds the
threshold amount of time, then at block 640, the processing
logic performs a read operation on the memory cell to
change the voltage condition of the memory cell. The read
operation can be an operation that 1s performed without a
request from a host system to retrieve data stored at the
memory cell. At block 650, the processing logic performs a
second programming operation on the memory cell. For
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example, the second programming operation can be per-
tormed after the read operation 1s performed on the memory
cell to change the voltage condition of the memory cell or to
keep the voltage condition of the memory cell. Otherwise, 1T
the amount of time that has elapsed since the first program-
ming operation was performed on the memory cell does not
exceed the threshold amount of time, then at block 660, the
processing logic determines to not perform the read opera-
tion on the memory cell of the data block. Furthermore, at
block 670, the processing logic performs the second pro-
gramming operation on the memory cell.

In some embodiments, the read operation can be per-
formed on each memory cell of a data block that was not
programmed with a second programming pass at memory
components of the memory sub-system. The read operations
can be performed on the memory cells when the memory
sub-system has 1nitialized or powered back on after being
powered ofl or not 1n operation for the threshold amount of
time.

FIG. 7 1s a flow diagram of an example method 700 to
mitigate a voltage condition of a memory cell based on a
read oflset mn accordance with some embodiments of the
present disclosure. In general, the method 700 can be
performed by processing logic that can include hardware
(e.g., a processing device, circuitry, dedicated logic, pro-
grammable logic, microcode, hardware of a device, etc.),
soltware (e.g., istructions run or executed on a processing
device), or a combination thereof. The method 700 can be
performed by voltage condition component 113 of FIG. 1.

Aspects of the present disclosure may mitigate the voltage
condition of the memory cell by applying a read oflset that
1s used to perform a read operation on a particular memory
cell that has been assumed to have changed from the
transient V. state to the stable V. state. For example, as
described below, 1nstead of changing the voltage condition
of a memory cell that may have transitioned to the stable V,
state, a read offset value can be used to retrieve data stored
at the memory cell when the memory cell 1s considered to
have transitioned from the transient V, state to the stable V.,
state.

As shown 1n FIG. 7, at block 710, the processing logic
identifies that a programming operation has been performed
to store data at a memory cell. For example, the first
programming pass can be performed on the memory cell. At
block 720, the processing logic determines that the memory
cell has changed voltage conditions. The memory cell can be
determined to have changed from the transient V| state to the
stable V. state when a threshold condition 1s satisfied. For
example, the threshold condition can be satisfied when a
threshold number of operations have been performed on
proximate memory cells or when a threshold amount of time
has elapsed since the programming operation was performed
to store the data at the memory cell, as previously described.
At block 730, the processing logic receives a read oilset
based on the changed voltage condition. The read ofiset can
specily a particular threshold voltage to apply to read the
data stored at the memory cell that was programmed during
the first programming pass. For example, a first threshold
voltage can be applied to read data stored at the memory cell
when the memory cell 1s at a transient V, state and a diflerent
second threshold voltage based on the read offset can be
applied to read the data stored at the memory cell when the
memory cell 1s at the stable V, state.

At block 740, the processing logic performs a read
operation to retrieve data at the memory cell based on the
read oflset. For example, the data can be retrieved from the
memory cell by applying a threshold voltage to the memory
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cell that 1s defined by the read ofiset. Thus, the second
programming pass can be performed by reading the data
from the memory cell at the stable V, state by applying a
threshold voltage that 1s different than the threshold voltage
to be applied when reading the data from the memory cell at
the transient V, state. At block 750, the processing logic
performs a subsequent programming operation on the
memory cell based on the data retrieved from the read
operation. For example, a second programming pass can be
performed on the memory cell where the additional data
stored at the memory cell from the second programming
pass 1s based on values of the data of the first programming
pass performed on the memory cell at an earlier time.

FIG. 8 illustrates an example machine of a computer
system 800 within which a set of instructions, for causing
the machine to perform any one or more of the methodolo-
gies discussed herein, can be executed. In some embodi-
ments, the computer system 800 can correspond to a host
system (e.g., the host system 120 of FIG. 1) that includes, 1s
coupled to, or utilizes a memory sub-system (e.g., the
memory sub-system 110 of FIG. 1) or can be used to perform
the operations ol a controller (e.g., to execute an operating
system to perform operations corresponding to the voltage
condition component 113 of FIG. 1). In alternative embodi-
ments, the machine can be connected (e.g., networked) to
other machines 1n a LAN, an intranet, an extranet, and/or the
Internet. The machine can operate in the capacity of a server
or a client machine 1n client-server network environment, as
a peer machine 1n a peer-to-peer (or distributed) network
environment, or as a server or a client machine 1n a cloud
computing infrastructure or environment.

The machine can be a personal computer (PC), a tablet
PC, a set-top box (STB), a Personal Digital Assistant (PDA),
a cellular telephone, a web appliance, a server, a network
router, a switch or bridge, or any machine capable of
executing a set of 1nstructions (sequential or otherwise) that
specily actions to be taken by that machine. Further, while
a single machine 1s illustrated, the term “machine” shall also
be taken to include any collection of machines that indi-
vidually or jointly execute a set (or multiple sets) of instruc-
tions to perform any one or more of the methodologies
discussed herein.

The example computer system 800 includes a processing,
device 802, a main memory 804 (e.g., read-only memory
(ROM), flash memory, dynamic random access memory
(DRAM) such as synchronous DRAM (SDRAM) or Ram-
bus DRAM (RDRAM), etc.), a static memory 806 (e.g.,
flash memory, static random access memory (SRAM), etc.),
and a data storage system 818, which communicate with
cach other via a bus 830.

Processing device 802 represents one or more general-
purpose processing devices such as a microprocessor, a
central processing umt, or the like. More particularly, the
processing device can be a complex instruction set comput-
ing (CISC) microprocessor, reduced instruction set comput-
ing (RISC) microprocessor, very long instruction word
(VLIW) microprocessor, or a processor implementing other
instruction sets, or processors implementing a combination
of 1nstruction sets. Processing device 802 can also be one or
more special-purpose processing devices such as an appli-
cation specific mtegrated circuit (ASIC), a field program-
mable gate array (FPGA), a digital signal processor (DSP),
network processor, or the like. The processing device 802 1s
configured to execute instructions 826 for performing the
operations and steps discussed herein. The computer system
800 can further include a network interface device 808 to
communicate over the network 820.
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The data storage system 818 can include a machine-
readable storage medium 824 (also known as a computer-
readable medium) on which 1s stored one or more sets of
instructions 826 or software embodying any one or more of
the methodologies or functions described herein. The
istructions 826 can also reside, completely or at least
partially, within the main memory 804 and/or within the
processing device 802 during execution thereof by the
computer system 800, the main memory 804 and the pro-
cessing device 802 also constituting machine-readable stor-
age media. The machine-readable storage medium 824, data
storage system 818, and/or main memory 804 can corre-
spond to the memory sub-system 110 of FIG. 1.

In one embodiment, the instructions 826 include instruc-

tions to implement functionality corresponding to a voltage

condition component (e.g., the voltage condition component
113 of FIG. 1). While the machine-readable storage medium

824 1s shown 1 an example embodiment to be a single
medium, the term “machine-readable storage medium”™
should be taken to include a single medium or multiple
media that store the one or more sets of instructions. The
term “machine-readable storage medium” shall also be taken
to include any medium that 1s capable of storing or encoding,
a set of mstructions for execution by the machine and that
cause the machine to perform any one or more of the
methodologies of the present disclosure. The term
“machine-readable storage medium™ shall accordingly be
taken to include, but not be limited to, solid-state memories,
optical media, and magnetic media.

Some portions of the preceding detailed descriptions have
been presented in terms of algorithms and symbolic repre-
sentations of operations on data bits within a computer
memory. These algorithmic descriptions and representations
are the ways used by those skilled in the data processing arts
to most effectively convey the substance of their work to
others skilled in the art. An algorithm 1s here, and generally,
conceived to be a self-consistent sequence of operations
leading to a desired result. The operations are those requir-
ing physical manipulations of physical quantities. Usually,
though not necessarily, these quantities take the form of
clectrical or magnetic signals capable of being stored, com-
bined, compared, and otherwise manipulated. It has proven
convenient at times, principally for reasons of common
usage, to refer to these signals as bits, values, elements,
symbols, characters, terms, numbers, or the like.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied
to these quantities. The present disclosure can refer to the
action and processes of a computer system, or similar
clectronic computing device, that manipulates and trans-
forms data represented as physical (electronic) quantities
within the computer system’s registers and memories into
other data similarly represented as physical quantities within
the computer system memories or registers or other such
information storage systems.

The present disclosure also relates to an apparatus for
performing the operations herein. This apparatus can be
specially constructed for the mntended purposes, or 1t can
include a general purpose computer selectively activated or
reconiigured by a computer program stored in the computer.
Such a computer program can be stored in a computer
readable storage medium, such as, but not limited to, any
type of disk including floppy disks, optical disks, CD-
ROMs, and magnetic-optical disks, read-only memories
(ROMs), random access memories (RAMs), EPROMs,
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EEPROMSs, magnetic or optical cards, or any type of media
suitable for storing electronic mstructions, each coupled to
a computer system bus.

The algorithms and displays presented herein are not
inherently related to any particular computer or other appa-
ratus. Various general purpose systems can be used with
programs in accordance with the teachings herein, or 1t can
prove convenient to construct a more specialized apparatus
to perform the method. The structure for a variety of these
systems will appear as set forth 1n the description below. In
addition, the present disclosure 1s not described with refer-
ence to any particular programming language. It will be
appreciated that a variety of programming languages can be
used to implement the teachings of the disclosure as
described herein.

The present disclosure can be provided as a computer
program product, or software, that can imnclude a machine-
readable medium having stored thereon instructions, which
can be used to program a computer system (or other elec-
tronic devices) to perform a process according to the present
disclosure. A machine-readable medium includes any
mechanism for storing information 1n a form readable by a
machine (e.g., a computer). In some embodiments, a
machine-readable (e.g., computer-readable) medium
includes a machine (e.g., a computer) readable storage
medium such as a read only memory (“ROM™), random
access memory (“RAM”), magnetic disk storage media,
optical storage media, flash memory components, etc.

In the foregoing specification, embodiments of the dis-
closure have been described with reference to specific
example embodiments thereof. It will be evident that various
modifications can be made thereto without departing from
the broader spirit and scope of embodiments of the disclo-
sure as set forth 1n the following claims. The specification

and drawings are, accordingly, to be regarded 1n an 1llus-
trative sense rather than a restrictive sense.

What 1s claimed 1s:
1. A system comprising:
a memory component; and
a processing device, operatively coupled with the memory
component, 1o:
determine whether a particular memory cell of the
memory component has transitioned from a state
associated with a first error rate to another state
associated with a second error rate based on a
number of {irst operations that have been performed
on one or more memory cells that are proximate to
the particular memory cell, the second error rate
corresponding to a higher number of errors than the
first error rate; and

in response to determining that the particular memory

cell has transitioned from the state associated with
the first error rate to the another state associated with
the second error rate, perform a second operation on
the particular memory cell to transition the particular
memory cell from the another state associated with
the second error rate to the state associated with the

first error rate.

2. The system of claim 1, wherein the state associated
with the first error rate corresponds to a transient threshold
voltage state of the particular memory cell and the another
state associated with the second error rate corresponds to a
stable threshold voltage state of the particular memory cell,
and wherein data stored at the particular memory cell 1s
retrieved with fewer errors when the particular memory cell
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1s at the transient threshold voltage state than when the
particular memory cell 1s at the stable threshold voltage
state.

3. The system of claim 1, wherein to determine whether
the particular memory cell has transitioned from the state
associated with the first error rate to the another state
associated with the second error rate based on the number of
first operations, the processing device 1s further to:

determine whether the number of first operations that

have been performed on the one or more memory cells
1s equal to or exceeds a threshold number of operations,
wherein the particular memory cell 1s determined to
have transitioned to the another state associated with
the second error rate when the number of {first opera-

tions 1s equal to or exceeds the threshold number of
operations.

4. The system of claim 1, wherein the second operation 1s
a read operation or an application of a voltage.

5. The system of claim 1, wherein the processing device
1s further to:

identify that a first programming operation has been

performed on the particular memory cell and that a
second programming operation has not been performed
on the particular memory cell, wherein the performing
of the second operation on the particular memory cell
1s further 1n response to the first programming opera-
tion being performed on the particular memory cell and
the second programming operation not having been
performed on the particular memory cell.

6. The system of claim 1, wherein the one or more
memory cells that are proximate to the particular memory
cell are located on a same word line as the particular
memory cell, wherein the one or more memory cells that are
proximate to the particular memory cell correspond to a data
block that 1s at a same plane of another data block that
includes the particular memory cell.

7. The system of claim 1, wherein the first operations that
have been performed on the one or more memory cells are
write operations or erase operations.

8. A non-transitory computer readable medium compris-
ing instructions that, when executed by a processing device,
cause the processing device to:

determine whether a memory cell has transitioned from a

state associated with a decreased error rate to another
state associated with an increased error rate;

receive a read oflset corresponding to the another state

associated with the increased error rate; and

in response to determining that the memory cell has

transitioned from the state associated with the
decreased error rate to the another state associated with
the increased error rate, perform a read operation on the
memory cell based on the read oflset corresponding to
the another state associated with the increased error
rate.

9. The non-transitory computer readable medium of claim
8. wherein the state associated with the decreased error rate
corresponds to a transient threshold voltage state of the
memory cell and the another state associated with the
increased error rate corresponds to a stable threshold voltage
state of the memory cell, and wherein data stored at the
memory cell 1s retrieved with fewer errors when the memory
cell 1s at the transient threshold voltage state than when the
memory cell 1s at the stable threshold voltage state.
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10. The non-transitory computer readable medium of
claim 8, wherein the read oflset specifies a threshold voltage
to apply to the memory cell when performing the read
operation to retrieve data stored at the memory cell.
11. The non-transitory computer readable medium of
claim 8, wherein the instructions further cause the process-
ing device to:
in response to determining that the memory cell has not
transitioned from the state associated with the
decreased error rate to the another state associated with
the increased error rate, perform the read operation on
the memory cell without the read offset.
12. The non-transitory computer readable medium of
claim 11, wherein the read operation without the read offset
and the read operation based on the read oflset specity
different threshold voltages to apply to the memory cell
when performing the read operation.
13. The non-transitory computer readable medium of
claim 8, wherein the determining of whether the memory
cell has transitioned 1s based on a number of operations
performed on other memory cells or an amount of time that
has elapsed since a programming operation was performed
on the memory cell.
14. A method comprising:
determining whether a particular memory cell of a
memory component has transitioned from a state asso-
ciated with a first error rate to another state associated
with a second error rate based on a number of first
operations that have been performed on one or more
memory cells that are proximate to the particular
memory cell, the second error rate corresponding to a
higher number of errors than the first error rate; and

in response to determining that the particular memory cell
has transitioned from the state associated with the first
error rate to the another state associated with the second
error rate, performing, by a processing device, a second
operation on the particular memory cell to transition the
particular memory cell from the another state associ-
ated with the second error rate to the state associated
with the first error rate.

15. The method of claim 14, wherein the state associated
with the first error rate corresponds to a transient threshold
voltage state of the particular memory cell and the another
state associated with the second error rate corresponds to a
stable threshold voltage state of the particular memory cell,
and wherein data stored at the particular memory cell 1s
retrieved with fewer errors when the particular memory cell
1s at the transient threshold voltage state than when the
particular memory cell 1s at the stable threshold voltage
state.

16. The method of claim 14, wherein determining whether
the particular memory cell has transitioned from the state
associated with the first error rate to another state associated
with the second error rate based on the number of first
operations comprises:

determiming whether the number of first operations that

have been performed on the one or more memory cells
1s equal to or exceeds a threshold number of operations,
wherein the particular memory cell 1s determined to
have transitioned to the another state associated with
the second error rate when the number of first opera-
tions 1s equal to or exceeds the threshold number of
operations.
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