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1
DETECTING OBJECTS IN IMAGES

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 62/613,886, filed Jan. 5, 2018, the contents
of which are incorporated herein by reference in their
entirety.

BACKGROUND

Field of Art

This disclosure relates generally to computer vision, and
in particular to using neural networks to detect objects 1n
1mages.

Description of Art

Image analysis techmiques such as object recognition are
useiful m a wide variety of techmical systems such as
autonomous vehicles and portrait photography. Typically,
object recognition systems are trained using labeled training
data. For example, to train a computer model to recognize
whether or not a given 1image depicts a dog, the computer
model must first be trained using 1mages that are labeled
with metadata indicating whether or not there 1s a dog shown
in each of the training 1mages.

Certain domains have a paucity of labeled traiming data.
To the extent that there 1s training data available 1n a
particular domain, 1t may not be labeled in a way that lends
itsell to traiming a computer model to complete certain
analysis tasks. It 1s therefore diflicult to develop object
recognition systems for such domains due to the mability to
properly and comprehensively train the systems because of
the lack or unsuitability of training data. The utility of an
object recognition system 1s thus lessened because systems
can be used only 1n certain domains.

SUMMARY

The above and other needs are met by methods, non-
transitory computer-readable storage media, and computer
systems for recognizing objects in 1mages. A method
includes acquiring an image depicting objects for analysis.
The method further includes recognizing an object 1n the
image using a neural network model. The parameters of the
neural network model are traimned by reducing a loss func-

tion. The loss function includes a first portion that indicates
a dissimilarity between actual training labels of a fully
labeled training 1mage and predicted classifications for the
tully labeled training image. The loss function also includes
a second portion that indicates a dissimilarity between actual
training labels of a partially labeled training image and
predicted classifications for the partially labeled training
image. Responsive to recognizing an object in the analyzed
image, a system can provide visual feedback related to the
recognized object to a user of a client device and can
perform requested services based on the recognized object.

The features and advantages described 1n this summary
and the following detailed description are not all-inclusive.
Many additional features and advantages will be apparent to
one of ordinary skill mn the art in view of the drawings,
specification, and claims hereof.
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2
BRIEF DESCRIPTION OF THE DRAWINGS

Figure (FIG. 1 1s a high-level block diagram illustrating a
system environment for training an object detection system,
in accordance with an embodiment.

FIG. 2 1s a high-level block diagram illustrating an
architecture of a training server, in accordance with an
embodiment.

FIG. 3 1s a high-level block diagram illustrating an
architecture of an object detection module, 1n accordance
with an embodiment.

FIG. 4 1s an example user interface that provides visual
teedback based on 1mage analysis from the object detection
module, 1n accordance with an embodiment.

FIG. 5 1s a flowchart illustrating a process of performing
object recognition on an i1mage, in accordance with an
embodiment.

FIG. 6 15 a flowchart 1llustrating a process of training an
object detection system, 1n accordance with an embodiment.

FIG. 7 1s a block diagram 1llustrating components of an
example machine for reading and executing instructions
from a machine-readable medium, 1n accordance with an
embodiment.

The figures depict an embodiment of the invention for
purposes of 1llustration only. One skilled in the art will
readily recognize from the following description that alter-
native embodiments of the structures and methods illustrated
herein may be employed without departing from the prin-
ciples of the invention described herein.

DETAILED DESCRIPTION

A system trains a computer model to classily images and
to draw bounding boxes around classified objects in the
images. A bounding box 1s an indication of the region of an
image 1 which an object 1s depicted. For example, a
bounding box may be a rectangle, a set of coordinates, or
another shape that indicates approximate or exact boundar-
ies of an object within an 1mage.

In some embodiments, the computer model has a convo-
lutional neural network architecture or another neural net-
work structure for image analysis. A training algorithm for
training parameters of the neural network allows a subset of
the training data to be provided without bounding box labels.
These tramning 1mages are referred to as partially labeled
training 1mages. For example, a traiming image may be
labeled with a class of object that 1s shown 1n the 1mage, but
without training labels indicating a number of the objects or
their location within the training image. The training data
also includes fully labeled training images. The fully labeled
examples are tramning images that include classification
labels indicating objects that are visible in the image and
bounding box labels indicating a location of each of the
objects of each class in the 1image.

During a training step, parameters of the neural network
are adjusted according to error terms generated by applying
one or more loss functions to the training 1images. A first loss
function evaluates a loss related to the fully labeled training
images. A second loss function evaluates a loss related to the
partially labeled traiming 1images. The loss 1s a function of the
parameters of the computer model. In one embodiment, the
one or more losses obtained from the first loss function and
the second loss function are minimized using numerical
optimization, for example, variants of gradient descent. In
one embodiment, the first loss function and the second loss
function are the same loss function, but the function includes
functionality that responds to either the fully labeled training
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images, or to the partially labeled training images, depend-
ing on the inclusion of training labels associated with each
image. Using both loss functions to train the neural network
parameters enables the system to learn to generate bounding
boxes around object classes for which little or no training,
data with bounding box labels exists.

In one example embodiment, the described traiming
scheme 1s used to train a neural network to identity food
ingredients within a video feed. For example, a mobile
application may provide recipe suggestions to a user based
on a list of ingredients that the user has available. To
generate the ingredients list, the user can take a picture or a
video of the available food ingredients. In some embodi-
ments, these pictures are collected by a device or appliance
such as a smart refrigerator. The 1image (or set of 1mages
sampled from frames of a video) 1s provided as nput to the
trained neural network system which outputs a classification
of the mgredients 1n the 1image and the region of the image
where the mngredients are depicted. When the system returns
a high enough likelihood that a particular food 1ingredient 1s
in an 1mage, the application may add the ingredient to the
ingredient list for the user for suggesting recipes that use the
ingredient. The trained neural network also outputs a likely
location of the food ingredient identified 1n the image and
may produce a bounding box to display to the user demon-
strating that the ingredient has been 1dentified. Although this
example 1s used throughout this document, the neural net-
work training system and loss functions that are described
can be applied 1n a variety of use cases and are not limited
to the use cases described herein.

Tramning an object recognition system using partially
labeled traiming 1mages 1n addition to fully labeled training
images makes it possible to develop a better object recog-
nition system than 11 only one type of training images was
used. The inclusion of partially labeled training images
allows the system to be trained on a wide variety of 1image
classes which may lack comprehensive training labels. In
particular, an object recognition system can be trained in
localization (1.e., identiiying a location of an object that 1s
detected 1n an 1mage) of a class of objects for which the
training data for the class has few bounding box labels. For
example, 1t 1s diflicult to find fully labeled training 1mages
that identity the location of a raw chicken breast 1n an 1image.
However, this information would be useful in the example of
the food identification application described previously.
Instead, partially labeled training images that are known to
show at least one raw chicken breast can be included 1n the
training data and fully labeled training images from other
classes of objects can be used to train the system to localize
identified objects within the 1mages.

FIG. 1 1s a hugh-level block diagram 1llustrating a system
environment for traiming an object detection system, 1n
accordance with an embodiment. FIG. 1 includes a client
device 110, a network 120, a tramning server 130, and a
service provider 140. For clarity, only one client device 110
1s shown 1 FIG. 1. Alternate embodiments of the system
environment can have any number of client devices 110 as
well as multiple training servers 130 and service providers
140. The functions performed by the various entities of FIG.
1 may vary in different embodiments.

The training server 130 trains a computer model to detect
objects within 1images. In some embodiments the computer
model 1s further trained to identify the location of detected
objects within the images. For example, the computer model
may be trained to generate a set of coordinates or draw a
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4

bounding box that 1s likely to include the detected object.
The training server 130 1s described 1n more detail 1n the
description of FIG. 2.

In one embodiment, a user may access the trained com-
puter model to perform object detection through a client
device 110. Client devices 110 can be personal or mobile
computing devices, such as smartphones, tablets, or note-
book computers. Client devices 110 can also be other
computer devices such as desktop computers, appliances,
automobiles, or any other computing device that can provide
image data for analysis. In some embodiments, the client
device 110 includes a display screen that can display images
and provide a user interface. In some embodiments, a client
device 110 has a camera to capture an 1mage for analysis.
The camera on a client device 110 may capture videos or still
1mages.

In some embodiments, the computer model may be
accessed via an object detection module 115. The object
detection module 115 may be a mobile application or other
form of application running on the client device. In some
embodiments, the object detection module 115 may include
a trained computer model that can be used for image analysis
on the client device 110. In another embodiment, the object
detection module 115 may access a computer model or other
functionality at a remote system, such as the service provider
140. The object detection module 115 1s described 1n more
detail in the description of FIG. 3.

The service provider 140 1s a backend system, such as a
server, or other computing device. In some embodiments,
the service provider 140 may store and distribute applica-
tions, such as the object detection module 115. The service
provider 140 may also provide backend support for the
object detection module 115. In some embodiments, the
service provider 140 maintains a cloud service for object
detection which can be accessed by the object detection
module 115 on the clhient device 110. In such an embodi-
ment, one or more computer models that were trained by the
training server 130 may be stored on the service provider
140, and the service provider 140 may apply the computer
models to 1mages to generate image analysis results, such as
object detection and localization, for an object detection
module 115 making a request.

Client devices 110, the service provider 140, and the
training server 130 can communicate via the network 120.
The network 120 may comprise any combination of local
area and wide area networks employing wired or wireless
communication links. In some embodiments, all or some of
the communication on the network 120 may be encrypted.

FIG. 2 1s a high-level block diagram illustrating an
architecture of a tramming server, i accordance with an
embodiment. The traiming server 130 includes various mod-
ules and data stores for training computer models to detect
objects within 1mages. In one embodiment, the training
server 130 comprises a training corpus 210, a neural network
model 220, a training module 230, and a model distribution
module 240. Computer components such as web services,
network 1nterfaces, security functions, load balancers,
fallover services, and management and network operations
consoles are not shown so as to not obscure the details of the
system architecture. Additionally, the training server 130
may contain more, fewer, or diflerent components than those
shown 1n FIG. 2 and the functionality of the components as
described herein may be distributed differently from the
description herein.

The training corpus 210 stores training data for training
computer models. The training data stored in the training
corpus 210 may be data related to certain classes or catego-
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ries, depending on what types of objects or concepts the
training server 130 1s training the neural network model 230
to recognize. For example, to train a neural network to
recognize food ingredients 1n an 1image, the training server
130 may use a tramning set including pictures of food
ingredients, where each picture 1s labeled with correspond-
ing classifications (e.g., a type of food or foods that are
visible 1 the 1mage) such as: orange, apple, bread, milk, bell
pepper, carrot, cheese, etc. In some embodiments, a single
training image as stored in the training corpus 210 may have
multiple class labels, for example, if the training image
depicts objects or concepts of more than one class. The
training corpus 210 stores partially labeled training data and
tully labeled training data.

The partially labeled training data includes images that
are labeled with a class of object that 1s shown 1n the 1image,
but that do not include training labels indicating a number of
the objects of the class or their locations within the training
image. For example, a metadata accompanying a partially
labeled traming image of a bowl of fruit may include a class
label “orange” indicating that at least one orange 1s depicted
in the 1image. However, the metadata 1n this example does
not iclude labels indicating a number of oranges shown in
the training 1mage nor locations of the one or more oranges
in the 1mage.

The fully labeled training data stored in the tramming
corpus 210 includes images that are labeled with a class of
object that 1s shown 1n the 1image as well as labels (1.e., some
format of metadata such as coordinates or bounding boxes)
that indicate the number of objects of the class 1n the image
and the locations of the objects within the image. For
example, a fully labeled traiming 1image depicting a bowl of
fruit may be assigned the class label “orange” indicating
there 1s an orange somewhere in the image, and would
turther include bounding box or coordinate labels indicating
where each orange in the image is located.

In some embodiments, the computer model trained by the
training server 1s a convolutional neural network. Trained
parameters and other data for the neural network architec-
ture are stored as a neural network model 220. In various
embodiments, the training server 130 may store multiple
neural network models 220. The neural network model 220
may be a convolutional neural network and in different
embodiments may have diflerent underlying network archi-
tectures. The neural network model 220 includes a set of
parameters that are trained using traiming data from the
training corpus 210. In one embodiment, the neural network
model 220 i1s trained to accept an 1mage as mput and to
generate an output that specifies likelihoods that objects or
concepts of diflerent classifications are depicted at regions
of the image. Hence, the output of the neural network model
210 1indicates a classification and a location within an image
of objects 1t has been trained to recognize.

The training module 230 facilitates training of the neural
network model 220. Facilitating training of the neural net-
work model 220 may include providing partially labeled
training data and fully labeled training data from the training
corpus 210 to the neural network model 220 as inputs and
updating values of the parameters of the neural network
model 220 (i.e., by reducing a loss function). During train-
ing, the neural network model 220 accepts labeled images as
training data and generates outputs that specity likelithoods
that various object classifications are depicted 1n regions of
the 1mages. For each tramning image, a loss function 1s
applied to the output of the neural network model 220 and
the loss 1s backpropagated through the neural network model
220 to adjust the parameters of the neural network model. In
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one embodiment, the tramning step includes determining,
using loss functions, one or more error terms based on a
difference between the classifications and identified loca-
tions of objects within labeled 1mages and the output of the
neural network model 220 that provides predicted classifi-
cations and locations for objects 1n the training 1mage. The
error terms are backpropagated through the neural network
architecture and used to update weight values 1n the neural
network model 220 to reduce the total loss.

In one embodiment, the loss function used to train the
neural network model 220 accounts for both partially
labeled training data and fully labeled training data. A loss
function for partially labeled training data 1s combined (e.g.,
combined using a weighted sum) with a loss function for
fully labeled training data to compute a total loss against
which the neural network model 220 1s optimized. In this
way, the neural network model 220 i1s tramned using a
combination of the two types of data (1.e., partially and fully
labeled). In some embodiments, the loss functions may be
weighted such that error terms obtained from one loss
function have a greater eflect on the adjustment of param-
cters of the neural network model 220 than error terms
obtained from the other loss function. Using both classes of
training data makes 1t possible to train the neural network
model 220 to 1dentity and locate categories of objects that
would otherwise be difficult to incorporate into the model.
For example, for some categories of objects that have very
little existing training data that includes bounding box
labels, the neural network model 220 can still learn to
localize the objects based on the partially labeled training
data.

Mathematically, the combined loss function 1is:

L=2cplp+2cplp;

Where L 1s the total loss, L, 1s the loss from partially
labeled examples, where each of the partially labeled
examples 1s an 1mage 1, and L~ 1s the loss from fully labeled
examples, where each of the fully labeled examples 1s an
image 1. In one embodiment, the fully labeled loss compo-
nent, L., 1s calculated as the weighted sum of the cross-
entropy loss across predicted and actual class labels, and the
localization loss of predicted and actual bounding box
coordinates (e.g., smooth L1 norm loss).

The partially labeled loss component, L., for a single
image 1, 15 computed as:

Lp==2[y;; log(P;))+(1-py;)log(1-9;)]

Where y,; and y,; are the actual and predicted values for
the 1th label of the jth class respectively, and:

ﬁyzl _Hd(]‘ _pﬂz_';')

Where p,;; 1s the predicted probability of the jth class for
the ath region of interest in image 1. Accordingly, y,; 1s the
probability that the 1mage 1 contains at least one object of the
class 1 under the assumption that the presence of an object
of class j 1n each of a set of regions of the image 1s drawn
from a Bernoulli distribution with a probability of success of
Paij-

the model distribution module 240 provides trained neu-
ral network models 220 to client devices 110 or service
providers 140. In some embodiments, a trained neural
network model 220 may be incorporated mto an application,
such as the object detection module 115, that 1s then pro-
vided to client devices 110 by the service provider 140. In
other embodiments, the training server 130 or service pro-
vider 140 may host the neural network model 220 as a cloud
service that can be accessed by a client device 110.
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FIG. 3 1s a high-level block diagram illustrating an
architecture of an object detection module, 1n accordance
with an embodiment. The object detection module 115 may
include various modules and data stores for detecting objects
within images and providing feedback to a user based on the
detected objects. In one embodiment, the object detection
module 115 comprises an 1mage acquisition module 310, an
object 1dentification module 320, a visual feedback module
330, and a service module 340. Other components such as
web services, network interfaces, security functions, load
balancers, failover services, and management and network
operations consoles are not shown so as to not obscure the
details of the system architecture. Additionally, the object
detection module 115 may include more, fewer, or different
components than those shown 1n FIG. 3 and the functionality
of the components as described herein may be distributed
differently from the description herein.

The 1mage acquisition module 310 obtains 1mages for
analysis. The 1images may come from a variety of sources 1n
different embodiments. In one embodiment, the image
acquisition module 310 obtains videos comprising a set of
images 1n the form of video frames. The 1mages may be
captured by a camera of the client device 110 and received
by the object detection module 115. The images may also be
received from other sources, such as from a remote system
communicating with the client device 110 over the network
120. In some embodiments, the 1mages may be received by
the 1mage acquisition module 310 and analyzed 1n real-time
by the object 1dentification module 320. That 1s, a user may
be filming a video on the client device and sending the video
feed directly to the object detection module 115 which may
produce a visual feedback for the user related to the scene
being filmed.

Object 1dentification module 320 performs analysis on
images received at the image acquisition module 310. The
object identification module 320 accesses the trained neural
network model 220 and provides an 1mage to the neural
network model 220 as input. The neural network model 220
produces an output that identifies objects 1n the 1mage. In
one embodiment, the output of the neural network model
220 comprises sets of region-by-category probability values
that represent, for each region of an 1mage, a likelihood that
an object of the particular category (1.e., classification) 1s
depicted at that region. For example, the neural network
model 220 might divide the image into overlapping regions
of interest and may output probabilities (one for each region
of interest) representing a likelihood that each region of
interest depicts an orange, probabilities representing a like-
lihood that each region of interest depicts a carrot, prob-
abilities representing a likelihood that each region of interest
depicts cheese, and so on for some or all of the classifica-
tions that the neural network 220 was trained to recognize.
In some embodiments, the neural network model 220 also
generates bounding box coordinates that are likely to 1den-
tify the location of objects 1n the image. The bounding box
coordinates may be generated by the object identification
module 320 based on the regional probabilities output by the
neural network 220.

The object identification module 320 may use information
from multiple 1mages to classily and locate objects 1n a
scene. In one embodiment, the 1image acquisition module
310 receives frames of a video for analysis. The object
identification module 320 may perform a smoothing opera-
tion when determining a probability that an object 1s
depicted 1n a scene. The smoothing operation may include
sampling frames from a video and analyzing each of the
sampled frames with the neural network model 220. The
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output of the 1mage analysis for each of the sampled frames
may then be combined (e.g., compared, averaged, etc.) to
determine a likelihood that an object i1s 1n a part of a scene
that 1s depicted 1n the video. This smoothing reduces false
positive results 1n recognizing objects within a scene. For
example, 1f several frames of a video are classified by the
neural network model 220 as likely to depict an orange, 1t
can be predicted that there 1s an orange shown in the scene
with higher confidence than 1f just one 1mage of the scene
was analyzed. Analyzing frames sampled from a video feed
also helps to ameliorate errors resulting from users who do
not hold their client devices steady while filming a scene.
For example, 11 a user moves the camera of a client device
110, 1t may result 1n some objects being present 1n only some
of the frames of a video sent to the object detection module
115 and assessing predicted classifications and localizations
of objects among the multiple 1images helps to predict
objects 1n a scene.

The visual feedback module 330 generates user interface
features for the object detection module 115 to display to a
user. In some embodiments, the visual feedback module 330
generates bounding boxes and object labels to display to a
user, for example, as overlaid on an 1mage or video pre-
sented on a display of the client device 110. In some cases,
the labels and bounding boxes may be shown on top of a
video as the user continues to take more video for analysis.
For example, 1f there 1s an object the user wants the object
detection module 115 to detect, but which the object detec-
tion module 115 has not yet labeled 1n the scene, the user can
focus the video on that object until a label or bounding box
appears.

The visual feedback module 330 uses predictions output
by the neural network model 220 to generate labels and
bounding boxes to display at the client device 110. The
visual feedback module 330 may determine a label should
be added to an 1mage once a classification of the image that
has been generated with suflicient probability (1.e., greater
than a predetermined threshold probability that a particular
object 1s displayed 1n the 1image or set of 1mages). Similarly,
the visual feedback module 330 generates bounding boxes to
display on an 1mage i1 the output of the neural network 220
indicates an object in a particular region of the 1image with
greater than a predetermined threshold probability.

The service module 340 performs additional services and
actions for the object detection module 115. Services per-
formed by the service module 340 may be 1n response to
user requests or 1n response to the detection of objects by the
object 1dentification module 320. The service module 340
facilitates accessing and providing any required data for
performing the service. In one example use case, the object
detection module 115 1dentifies ingredients 1 a video feed
from the client device 110 and generates an ingredient list
and suggested recipes for using the ingredients. In the
example use case, the service module 340 may interact with
the visual feedback module 330 to produce and generate an
ingredients list for display to the user. The service module
340 may also search a database of recipes to access and
provide recipes that use the ingredients in the igredients
list.

In another example use case, the service module 340
facilitates imnventory management. In this example use case,
cameras built into appliances (e.g., a refrigerator) are used to
detect food items, monitor depletion, schedule replenish-
ment, and 1nteract with meal planning systems. The system
infers what items might need to be replenished based on
historical data and optical quantity estimation. In some
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cases, the appliance can automatically order items or may
send a reminder to a user to purchase more of a certain 1tem.

FIG. 4 1s an example user interface that provides visual
teedback based on 1mage analysis from the object detection
module 115, 1in accordance with an embodiment. FIG. 4
shows a user interface 410A that displays a video feed. The
video feed includes objects 415A, 4158, and 415C. In the
second 1mage, the video feed has been sampled and analyzed
by the neural network model 220. The user interface 4108
now includes additional information displayed for the user
based on the generated output of the neural network model
220. For example, the visual feedback module 330 displays
bounding boxes 450A, 4508, and 450C indicating regions
where the object identification module 320 has identified
objects 415A, 4158, and 415C, respectively. The user inter-
tace 410B also includes an ingredient label 420 and an
ingredient list 430 that indicate that object 415A has been
classified with a high probability of being a pineapple. In the
example of FIG. 4, the object detection module 115 may
need to process additional frames of the video before it can
identify object 415C and object 415B with enough confi-
dence to present a label 420.

FIG. 5 1s a flowchart 1llustrating a process of performing
object recognition on an 1mage, in accordance with an
embodiment. The object detection module 115 acquires 510
an 1mage or, in some embodiments, a set of 1mages sampled
from a video feed. The object detection module 115 recog-
nizes 520 an object 1n the image using a trained neural
network model 220. Using classifications and location pre-
dictions output by the neural network model 220, the object
detection module 115 generates and provides 530 visual
teedback for the recognized object. For example, the object
detection module 115 may generate bounding boxes and
object labels that identily objects recognized 1n the image
for display at the client device 115. Finally, the object
detection module 1135 performs 540 a requested service on
the recognized object. For example, the object detection
module 115 might recognize a list of ingredients 1n the
image and perform a service such as accessing a recipe
database, obtaining a list of recipes that can be made with the
available ingredients, and displaying the list for access by a
user of the client device.

FIG. 6 1s a flowchart illustrating a process of training an
object detection system, 1n accordance with an embodiment.
The training module 230 obtains 310 a set of fully labeled
training 1mages. A fully labeled training image may include
a classification of objects in the image as well as information
about a region of the image where each of the objects of that
class 1s depicted. The training module 230 also obtains 320
a training set of partially labeled training images. A partially
labeled tramning 1image may include a classification of a type
of object in the image, but does not include information
about how many objects of the class appear 1n the image or
about where 1n the 1image the objects of the class are located.

The training module 230 accesses 330 a neural network
model 220 configured to receive an image as input. The
neural network model 220 1s applied to a plurality of the
images 1n the set of fully labeled training images. Error
terms obtained from a first loss function are repeatedly
backpropagated 340 through the neural network model 220
to update a set of parameters of the neural network model
220. The first loss function may be the portion of an overall
loss function that accounts for a discrepancy between an
actual location of each classified object 1n the fully labeled
training 1mage and the predicted location and classification
of objects 1n the fully labeled training 1image as produced by
the neural network model 220. The neural network model
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220 1s also applied to a plurality of the images 1n the set of
partially labeled training 1mages. Error terms obtained from
a second loss function are repeatedly backpropagated 350
through the neural network model 220 to update the set of
parameters of the neural network model 220. The second
loss function may be the portion of an overall loss function
that accounts for a discrepancy between an actual classifi-
cation of an 1mage and the predicted classification of the
image as produced by the neural network model 220. The
training module 230 stops 370 backpropagation of the error
terms through the neural network model 220 after both the
first loss function and the second loss function satisiy a
criterion, for example, once the error terms are within a
predetermined acceptable range. The set of parameters of the
neural network model 220 are stored 370 on a computer-
readable storage medium as a trained neural network model
220 and can be accessed to classity 1mages and generate
bounding boxes for classified objects identified in the
1mages.

FIG. 7 1s a block diagram 1llustrating components of an
example machine able to read instructions from a machine-
readable medium and execute them 1n one or more proces-
sors (or controllers). Specifically, FIG. 7 shows a diagram-
matic representation of training server 130 1n the example
form of a computer system 700. The computer system 700
may also be representative of client device 1135 or service
provider 140 1n some embodiments. The computer system
700 can be used to execute nstructions 724 (e.g., program
code or software) for causing the machine to perform any
one or more of the methodologies (or processes) described
herein. In alternative embodiments, the machine operates as
a standalone device or a connected (e.g., networked) device
that connects to other machines. In a networked deployment,
the machine may operate in the capacity of a server machine
or a client machine 1n a server-client network environment,
or as a peer machine in a peer-to-peer (or distributed)
network environment.

The machine may be a server computer, a client computer,
a personal computer (PC), a tablet PC, a set-top box (STB),
a smartphone, an internet of things (Iol) appliance, a
network router, switch or bridge, or any machine capable of
executing instructions 724 (sequential or otherwise) that
specily actions to be taken by that machine. Further, while
only a single machine 1s illustrated, the term “machine” shall
also be taken to include any collection of machines that
individually or jointly execute instructions 724 to perform
any one or more of the methodologies discussed herein.

The example computer system 700 includes one or more
processing units (generally processor 702). The processor
702 1s, for example, a central processing umt (CPU), a
graphics processing unit (GPU), a digital signal processor
(DSP), a controller, a state machine, one or more application
specific integrated circuits (ASICs), one or more radio-
frequency 1ntegrated circuits (RFICs), or any combination of
these. The computer system 700 also includes a main
memory 704. The computer system may include a storage
unit 716. The processor 702, memory 704, and the storage
unit 716 communicate via a bus 708.

In addition, the computer system 700 can include a static
memory 706, a graphics display 710 (e.g., to drive a plasma
display panel (PDP), a liquid crystal display (LCD), or a
projector). The computer system 700 may also include
alphanumeric input device 712 (e.g., a keyboard), a cursor
control device 714 (e.g., a mouse, a trackball, a joystick, a
motion sensor, or other pointing instrument), a signal gen-
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eration device 718 (e.g., a speaker), and a network interface
device 720, which also are configured to communicate via
the bus 708.

The storage unmit 716 1includes a machine-readable
medium 722 on which i1s stored instructions 724 (e.g.,
soltware) embodying any one or more of the methodologies
or functions described herein. For example, the mstructions
724 may 1nclude mstructions for implementing the function-
alities of the training module 230 and the model distribution
module 240. The istructions 724 may also reside, com-
pletely or at least partially, within the main memory 704 or
within the processor 702 (e.g., within a processor’s cache
memory) during execution thereof by the computer system
700, the main memory 704 and the processor 702 also
constituting machine-readable media. The instructions 724
may be transmitted or received over a network 726 via the
network intertace device 720.

While machine-readable medium 722 1s shown in an
example embodiment to be a single medium, the term
“machine-readable medium™ should be taken to include a
single medium or multiple media (e.g., a centralized or
distributed database, or associated caches and servers) able
to store the instructions 724. The term “machine-readable
medium™ shall also be taken to include any medium that 1s
capable of storing instructions 724 for execution by the
machine and that cause the machine to perform any one or
more of the methodologies disclosed herein. The term
“machine-readable medium™ includes, but not be limited to,
data repositories 1n the form of solid-state memories, optical
media, and magnetic media.

The foregoing description of the embodiments has been
presented for the purpose of illustration; 1t 1s not intended to
be exhaustive or to limit the patent rights to the precise
forms disclosed. Persons skilled in the relevant art can
appreciate that many modifications and variations are pos-
sible 1n light of the above disclosure.

Some portions of this description describe the embodi-
ments 1 terms of algorithms and symbolic representations
of operations on information. These algorithmic descriptions
and representations are commonly used by those skilled 1n
the data processing arts to convey the substance of their
work eflectively to others skilled in the art. These opera-
tions, while described functionally, computationally, or logi-
cally, are understood to be implemented by computer pro-
grams or equivalent electrical circuits, microcode, or the
like. Furthermore, it has also proven convement at times, to
refer to these arrangements of operations as modules, with-
out loss of generality. The described operations and their
associated modules may be embodied in soitware, firmware,
hardware, or any combinations thereof.

Any of the steps, operations, or processes described
herein may be performed or implemented with one or more
hardware or software modules, alone or in combination with
other devices. In one embodiment, a software module 1s
implemented with a computer program product comprising
a computer-readable medium containing computer program
code, which can be executed by one or more computer
processors for performing any or all of the steps, operations,
or processes described.

Embodiments may also relate to an apparatus for per-
forming the operations herein. This apparatus may be spe-
cially constructed for the required purposes, and/or 1t may
comprise a general-purpose computing device selectively
activated or reconfigured by a computer program stored 1n
the computer. Such a computer program may be stored 1n a
non-transitory, tangible computer readable storage medium,
or any type of media suitable for storing electronic mstruc-

10

15

20

25

30

35

40

45

50

55

60

65

12

tions, which may be coupled to a computer system bus.
Furthermore, any computing systems referred to in the
specification may include a single processor or may be
architectures employing multiple processor designs {for
increased computing capability.

Embodiments may also relate to a product that 1s pro-
duced by a computing process described herein. Such a
product may comprise information resulting from a com-
puting process, where the information 1s stored on a non-
transitory, tangible computer readable storage medium and
may include any embodiment of a computer program prod-
uct or other data combination described herein.

Finally, the language used in the specification has been
principally selected for readability and instructional pur-
poses, and 1t may not have been selected to delineate or
circumscribe the mmventive subject matter. It 1s therelfore
intended that the scope of the patent rights be limited not by
this detailed description, but rather by any claims that 1ssue
on an application based hereon. Accordingly, the disclosure
of the embodiments 1s intended to be illustrative, but not
limiting, of the scope of the patent rights, which 1s set forth
in the following claims.

What 1s claimed 1s:

1. A computer-implemented method comprising:

acquiring, by a client device, an 1mage depicting an

object;

recognizing the object in the image using a trained

computer model; and

performing a requested service on the recognized object;

wherein training the computer model comprises:

obtaining a set of fully labeled training images com-
prising a plurality of images that include classifica-
tion labels indicating classes of objects in the 1mage
and bounding box labels indicating locations of
objects 1n the 1mage;
obtaining a set of partially labeled training images
comprising a plurality of images that include classi-
fication labels indicating classes of objects 1n the
image and that do not include bounding box labels
indicating locations of objects 1n the 1image; and
reducing a loss function, the loss function comprising;:
a first portion indicating a dissimilarity between
actual labels of a tully labeled training 1mage from
the set of fully labeled training 1mages and pre-
dicted classifications for the fully labeled training
image, wherein the first portion of the loss func-
tion comprises:

a classification loss indicating a dissimilarity
between a predicted classification of one or
more objects in the fully labeled 1image and an
actual classification of the one or more objects
in the fully labeled image; and

a localization loss indicating a dissimilarity
between a set of predicted bounding box coor-
dinates for the one or more objects in the tully
labeled 1mage and the set of actual bounding
box coordinates for the one or more objects 1n
the tully labeled 1mage; and

a second portion i1ndicating a dissimilarity between
actual labels of a partially labeled training image
from the set of partially labeled training images
and predicted classifications for the partially
labeled training 1mage, wherein the second portion
of the loss function comprises:

a classification loss indicating a dissimilarity
between a predicted classification of one or
more objects 1n the partially labeled image and
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an actual classification of the one or more
objects 1n the partially labeled image.

2. The computer-implemented method of claim 1, further
comprising providing visual feedback 1n a user interface on
a display of a client device based on the recognized object,
the visual feedback comprising bounding boxes identifying,
an estimated location of the object 1n the 1mage.

3. The computer-implemented method of claim 1,
wherein error terms obtained from the first portion of the
loss function are weighted such that they have a greater
cllect on the parameters of the computer model than the
error terms obtained from the second portion of the loss
function.

4. The computer-implemented method of claim 1,
wherein the computer model i1s trained to recogmize food
ingredients, and wherein performing the requested service
on the recognized object comprises:

identifying a food ingredient classification represented by

the recognized object;

adding the 1identified food ingredient to a list of 1dentified

food ingredients;

requesting, from a server configured to provide recipe

information, a set of recipes that include the food
ingredients 1n the list of 1dentified food ingredients;
receiving the set of recipes that mclude the food 1ngredi-
ents 1n the list of 1dentified food ingredients; and
displaying at least one of the set of recipes at the user
interface of the client device.

5. The computer-implemented method of claim 1,
wherein acquiring an 1mage comprises capturing the image
using a camera on the client device.

6. A system comprising:

a processor for executing computer program instructions;

and

a non-transitory computer-readable storage medium stor-

ing computer program instructions executable by the
process to perform steps comprising:
acquiring, by a client device, an 1image depicting an
object;
recognizing the object in the 1mage using a trained
computer model; and
performing a requested service on the recognized
object;
wherein training the computer model comprises:
obtaining a set of fully labeled traiming images
comprising a plurality of images that include
classification labels indicating classes of objects 1n
the 1mage and bounding box labels indicating
locations of objects in the 1mage;
obtaining a set of partially labeled training images
comprising a plurality of images that include
classification labels indicating classes of objects 1n
the image and that do not include bounding box
labels indicating locations of objects in the 1mage;
and
reducing a loss function, the loss function compris-
ng:

a first portion indicating a dissimilarity between
actual labels of a fully labeled training image
from the set of fully labeled training images and
predicted classifications for the fully labeled
training 1mage, wherein the first portion of the
loss function comprises:

a classification loss indicating a dissimilarity
between a predicted classification of one or
more objects 1n the fully labeled image and an
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actual classification of the one or more objects
in the fully labeled 1mage; and
a localization loss indicating a dissimilarity
between a set of predicted bounding box coor-
dinates for the one or more objects in the fully
labeled 1mage and the set of actual bounding
box coordinates for the one or more objects 1n
the fully labeled 1image; and

a second portion indicating a dissimilarity
between actual labels of a partially labeled
training 1image from the set of partially labeled
training 1images and predicted classifications for
the partially labeled training image, wherein the
second portion of the loss function comprises:
a classification loss indicating a dissimilarity
between a predicted classification of one or
more objects 1n the partially labeled image and
an actual classification of the one or more
objects 1n the partially labeled image.

7. The system of claim 6, further comprising providing
visual feedback 1n a user interface on a display of a client
device based on the recognized object, the visual feedback
comprising bounding boxes i1dentifying an estimated loca-
tion of the object 1n the 1image.

8. The system of claim 6, wherein error terms obtained
from the first portion of the loss function are weighted such
that they have a greater eflect on the parameters of the
computer model than the error terms obtained from the
second portion of the loss function.

9. The system of claim 6, wherein the computer model 1s
trained to recognize food ingredients, and wherein perform-
ing the requested service on the recognized object com-
Prises:

identitying a food ingredient classification represented by

the recognized object;

adding the 1dentified food ingredient to a list of 1dentified

food ingredients;

requesting, from a server configured to provide recipe

information, a set of recipes that include the food
ingredients in the list of 1dentified food ingredients;
recetving the set of recipes that include the food mngredi-
ents 1n the list of identified food ingredients; and
displaying at least one of the set of recipes at the user
interface of the client device.

10. The system of claim 6, wherein acquiring an 1mage
comprises capturing the image using a camera on the client
device.

11. A non-transitory computer-readable storage medium
storing computer program instructions executable by a pro-
cessor to perform operations comprising:

acquiring, by a client device, an 1mage depicting an

object;

recognizing the object 1in the 1mage using a trained

computer model; and

performing a requested service on the recognized object;

wherein training the computer model comprises:

obtaining a set of fully labeled training images com-
prising a plurality of 1images that include classifica-
tion labels indicating classes of objects in the image
and bounding box labels indicating locations of
objects 1n the 1mage;

obtaining a set of partially labeled training images
comprising a plurality of images that include classi-
fication labels indicating classes of objects 1n the
image and that do not include bounding box labels
indicating locations of objects 1n the image; and

reducing a loss function, the loss function comprising:
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a first portion indicating a dissimilarity between

actual labels of a fully labeled training image from

the set of fully labeled training 1mages and pre-

dicted classifications for the fully labeled training
image, wherein the first portion of the loss func-
tion comprises:

a classification loss indicating a dissimilarity
between a predicted classification of one or
more objects 1n the fully labeled image and an
actual classification of the one or more objects
in the fully labeled image; and

a localization loss indicating a dissimilarity
between a set of predicted bounding box coor-
dinates for the one or more objects in the fully
labeled 1mage and the set of actual bounding
box coordinates for the one or more objects 1n
the fully labeled image; and

a second portion indicating a dissimilarity between

actual labels of a partially labeled training image

from the set of partially labeled training images

and predicted classifications for the partially
labeled training 1mage, wherein the second portion
of the loss function comprises:

a classification loss indicating a dissimilarity
between a predicted classification of one or
more objects in the partially labeled 1image and
an actual classification of the one or more
objects 1n the partially labeled image.
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12. The non-transitory computer-readable storage
medium of claim 11, the operations further comprising
providing visual feedback 1n a user interface on a display of
a client device based on the recognized object, the visual
feedback comprising bounding boxes identifying an esti-
mated location of the object in the 1image.

13. The non-transitory computer-readable storage
medium of claim 11, wherein error terms obtained from the
first portion of the loss function are weighted such that they
have a greater eflect on the parameters of the computer
model than the error terms obtained from the second portion
of the loss function.

14. The non-transitory computer-readable storage
medium of claim 11, wherein the computer model 1s trained
to recognize food ingredients, and wherein performing the
requested service on the recognized object comprises:

1dentiiying a food ingredient classification represented by

the recognized object;

adding the 1dentified food ingredient to a list of identified

food mngredients;

requesting, from a server configured to provide recipe

information, a set of recipes that include the food
ingredients 1n the list of 1dentified food ingredients;
recerving the set of recipes that include the food ingredi-
ents 1n the list of 1dentified food ingredients; and
displaying at least one of the set of recipes at the user
interface of the client device.
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